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Foreword

This year we celebrate 40 years since the establishment of the HCI International (HCII)
Conference, which has been a hub for presenting groundbreaking research and novel
ideas and collaboration for people from all over the world.

The HCII conference was founded in 1984 by Prof. Gavriel Salvendy (Purdue
University, USA, Tsinghua University, P.R. China, and University of Central Florida,
USA) and the first event of the series, “1st USA-Japan Conference on Human-Computer
Interaction”, was held in Honolulu, Hawaii, USA, 18–20 August. Since then, HCI Inter-
national is held jointly with several Thematic Areas and Affiliated Conferences, with
each one under the auspices of a distinguished international Program Board and under
one management and one registration. Twenty-six HCI International Conferences have
been organized so far (every two years until 2013, and annually thereafter).

Over the years, this conference has served as a platform for scholars, researchers,
industry experts and students to exchange ideas, connect, and address challenges in the
ever-evolving HCI field. Throughout these 40 years, the conference has evolved itself,
adapting to new technologies and emerging trends, while staying committed to its core
mission of advancing knowledge and driving change.

As we celebrate this milestone anniversary, we reflect on the contributions of its
founding members and appreciate the commitment of its current and past Affiliated
Conference Program Board Chairs and members. We are also thankful to all past
conference attendees who have shaped this community into what it is today.

The 26th International Conference on Human-Computer Interaction, HCI Interna-
tional 2024 (HCII 2024), was held as a ‘hybrid’ event at the Washington Hilton Hotel,
Washington, DC, USA, during 29 June – 4 July 2024. It incorporated the 21 thematic
areas and affiliated conferences listed below.

A total of 5108 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1271 papers and
309 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will
be included in the ‘HCII 2024 - Late Breaking Papers’ volumes of the proceedings to
be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2024 - Late Breaking Posters’ volumes
to be published in the Springer CCIS series.
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I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2024 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my sincere
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.
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Preface

AugmentedCognition research innovates human-system interactions for next-generation
adaptive systems in diverse fields such as biometrics, cybersecurity, adaptive learning
system design, and health informatics. Advancements in psychophysiological sensing
and data analyses have led to major breakthroughs in the real-time assessment of a
user’s psychophysical signatures as input to human-systems leading the way for better
human-system collaboration. More importantly, the use of Augmented Cognition meth-
ods and tools for studying elusive brain constructs such as cognitive bottlenecks (e.g.,
limitations in attention, memory, learning, comprehension, visualization abilities, and
decision making) significantly contributes to a better understanding of the human brain
and behavior, optimized reaction time, and improved learning, memory retention, and
decision-making in real-world contexts. Each contribution paves the way for practical
innovation in many fields dependent on the symbiotic relationships of human system
integration.

The International Conference on Augmented Cognition (AC), an affiliated
conference of the HCI International (HCII) conference, arrived at its 18th edition
and encouraged papers from academics, researchers, industry, and professionals, on
a broad range of theoretical and applied issues related to augmented cognition and its
applications.

The papers accepted for publication this year reflect emerging trends across vari-
ous thematic areas of the field. Our understanding of cognitive processes and human
performance is furthered by submissions exploring topics such as impostor syndrome,
academic performance, cognitive bias, cognitive-motor processes, emotional responses
to music, phishing susceptibility, and the influence of educational and entertainment
videos in frontal EEG activity. In addition, technological approaches for advancing cog-
nitive abilities and performancewere addressed in several articles across various contexts
including cybersecurity training, situational awareness enhancement, cooperative learn-
ing, vehicle recognition, human-robot teaming, and human cognitive augmentation. A
considerable number of papers discussed recent technological advancements in the AC
field, exploring the impact of Artificial Intelligence andMachine Learning technologies,
such as Convolutional Neural Networks and Large Language Models. Finally, applica-
tions of AC in various contexts were presented, providing insights into the challenges
and opportunities in the field.

Two volumes of the HCII 2024 proceedings are dedicated to this year’s edition
of the AC conference. The first focuses on topics related to Understanding Cognitive
Processes andHumanPerformance, andAdvancingCognitiveAbilities andPerformance
with Augmented Tools. The second focuses on topics related to Advances in Augmented
Cognition Technologies, andApplications ofAugmentedCognition inVariousContexts.

The papers accepted for publication in these volumes received a minimum of two
single-blind reviews from the members of the AC Program Board or, in some cases,
from members of the Program Boards of other affiliated conferences. We would like



xiv Preface

to extend a heartfelt thank you to all the members of the AC Program Board and other
affiliated conference program boards for their invaluable contributions and support. The
groundbreaking work presented in this volume would not have been possible without
their tireless efforts.

July 2024 Dylan D. Schmorrow
Cali M. Fidopiastis
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Abstract. Repeat clickers refer to individuals who repeatedly fall prey to phish-
ing attempts, posing a disproportionately higher risk to the organizations they
inhabit. This study sought to explore the potential influence of three factors on
repeat clicking behavior. First, building from previous research, we examined the
impact of individual characteristics such as personality traits (Big 5 and Locus
of Control), expertise (security and phishing knowledge), and technology usage.
Second, social engineering tactics were considered as a potential factor, based on
the specifications of the NIST Phish Scale, a metric for rating an email’s human
phishing detection difficulty. Third, the impact of contextual factors, such as world
events, were investigated. Data was collected from study participants via a sur-
vey on their individual differences, followed by campaigns in which they were
emailed a total of eight messages (four phishing and four controls) over a four-
week period of time. Repeat clickerswere found to spend less timeworking online,
check email more often, have a more internally oriented locus of control, and a
lower need for cognition than the comparison groups. The Phish Scale resulted in
difficulty scores closely corresponding to observed click-rates in phishing emails,
suggesting that it is an effective metric of evaluating human phishing detection
difficulty in a university environment.

Keywords: Repeat Clickers · NIST Phish Scale · Phishing Susceptibility ·
Security Awareness · Human-centered Cybersecurity

1 Introduction

Phishing is a form of email-based social engineering attack [1, 2], which continues
to pose the most pressing security challenge to the human attack surface [3]. Repeat
clickers, a subset of individuals who repeatedly fall prey to phishing attempts, pose
a disproportionately higher risk to the organizations they inhabit [2, 4–8]. This study
sought to clarify some of the contributing factors underlying repeat clicking behavior.

The ground truth in real-world phishing attacks can be extremely difficult (if not
impossible) to establish, because cyber criminals often undertake significant measures to
conceal their presence on a network [2] Simulated phishing exercises, which send mock
phishing email campaigns, are a form of training intended to inoculate users against
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phishing susceptibility and help them recognize phishing attacks [9]. While the efficacy
of these simulations has been called into question [10], these training exercises currently
provide the best source of data for understanding real-world phishing susceptibility.
Details on both detrimental user actions, including clicking an embedded hyperlink,
downloading an attachment, or replying to the sender, as well as beneficial user actions,
such as reporting the simulated phish, are also recorded. Simulated phishing campaigns
can serve as effective proxies for studying real-world phishing attacks because they
closely mimic actual attacks (sometimes the emails are neutered copies of real attacks),
and users are not typically warned in advance that a simulated email campaign is about
to be launched.

Here, in Sects. 1.1 through 1.3, we highlight the need for understanding the repeat
clicker phenomenon and the underlying causes in their behavior. Section 1.4 goes
into deeper detail about the NIST Phish Scale metric and its purpose for use in this
investigation.

1.1 Differing Patterns of Phishing Susceptibility

Research studies examining these simulated phishing campaigns find that “failures”
(clicking a link, responding to the sender, or entering credentials) are Pareto distributed,
meaning that most users fail a maximum of one or two campaigns, but that a subset fail
three or more within a given timeframe. One study found that this subset, the ‘repeat
clickers,’ present approximately three times the risk exposure of other users [5]. These
findingswere corroborated by another study that observed that a small portion of employ-
ees fell for phishing emails multiple times in a similar “long-tail” Pareto distribution of
simulation failures. Understanding why these users present a significantly elevated risk
exposure is critical to reducing the overall human attack surface for an organization [8].

Little scientific research has examined the underlying causes of this repeat clicker
phenomenon, with most studies being industry reports on quantity of occurrence but
little explication of user characteristics [10, 11]. Li et al. [7] found that the best predictor
of phishing susceptibility was previously falling prey to a phishing email, and that
repeat clickers did not respond to training interventions. As part of a study focused
on the efficacy of phishing training interventions, researchers explored repeat clickers
peripherally, identifying three clicking patterns which they termed as: all-clickers, non-
clickers, and everyone else. The researchers found that the all-clickers failed the phishing
simulations due to “an interest in the subject matter and lack of careful attention” [4].
Interestingly, most had no memory of identifying anything suspicious in the emails.
The all-clickers performance did not improve in response to the training interventions
introduced by the researchers. These patterns of responsesmay suggest that these actions
might result from default habituated responses to email, rather than being driven by
security knowledge.

1.2 Working to Unravel the Mystery of Repeat Clickers

A key consideration in understanding phishing victimization hinges on discerning the
individual differences between persons who occasionally fall prey to phishing emails,
and those who repeatedly fall prey to them. Within the context of this study, individual
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traits refer to personality traits such as locus of control (LOC), a need for cognition, the
Big 5, expertise with information technology and security, or prior victimization.

LOC describes the degree to which an individual feels that they can affect change or
direct the course of their own fate [15]. The need for cognition refers to an individual’s
intrinsic need to question and evaluate the information that they a being provided in
relation to a message, which may impact their critical evaluation of phishing messaging.
The Big 5 personality dimensions (Openness, Conscientiousness, Extraversion, Agree-
ableness, and Neuroticism) [28] have been found to influence phishing susceptibility in
other studies [29–31] suggesting that certain personality dimensions may predict repeat
clicking. While the impact of information technology expertise on phishing susceptibil-
ity has been mixed [30–32] some suggest that this may play a role in repeat clicking [6].
Prior victimization by online scammers may also predict repeat clicking behavior [6].

Personality factors. The persistent nature of repeat clicking suggests that personality
factors may play a role in driving this behavior [2]. In fact, in the early twentieth century,
researchers suggested that some individuals are more susceptible to accidents than other
individuals in part due to personality traits [12]. Interestingly, this higher susceptibility
to accidents appear to also follow a Pareto distribution [13]. As a result, some suggested
that an “accident prone” personality type might exist, although this hypothesis was later
discredited [14]. Themore likely explanation is that a combination of relevant personality
traits and individual differences, such as LOC, collectively influence accident proneness
[14]. An internally oriented LOC implies that the individual believes that they can direct
life events and steer their life direction. An externally oriented LOC implies that the
individual believes that they are powerless to affect change and that events will happen
as they are meant to, regardless of their own level of effort. Some researchers have
speculated a relationship between an externally oriented LOC and increased accident
proneness [14]; several studies support this relationship [16–22].

While there does appear to be a relationship between LOC and accident proneness,
studies investigating the relationship between LOC and security behaviors have had
mixed results. One study found no relationship between LOC and likelihood of clicking
the hyperlink in a phishing email [23]; however, this was measured through a self-report
survey, which are not always good proxies for actual behavior [24]. Another study found
that individuals who demonstrated a more externally oriented LOC had weaker engage-
ment with information security policies in the workplace [25], while another found that
an internally oriented LOC indicated an increased cyber risk perception strongly related
to reduced engagement in cyber misbehaviors [26]. Finally, another study found a pos-
itive correlation between internally oriented LOC in males and higher susceptibility
to online investment scams [27]. A qualitative study using one-on-one semi-structured
interviews with repeat clickers and protective stewards (users who repeatedly report
potentially malicious emails without falling prey to them), indicated that repeat clickers
reported a more internally oriented LOC than the protective stewards [6]. These research
studies on repeat clicking suggest that individual differences are in part, if not as a whole,
driving these behaviors.

Anyone is susceptible to phishing under the right conditions [1], and to be success-
fully “phished” once or twice may simply be bad luck. A study by Canham et al. [5]
intentionally integrated immediate feedback by presenting recipients with copies of the
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phishing emails that they had just fallen prey to, with highlighted cues indicating what
the recipient could have used to identify that phishing email. This feedback was pro-
vided every time a recipient failed a simulation [5]. To be successfully phished eight or
more times indicates that the user is not improving from training or prior experience,
consistent with other research findings [4], and their actions may be driven in large part
by their individual differences.

Contextual Factors and Social Engineering. In addition to a main effect of individual
traits, the stability and persistence of these behaviors may also be driven by an inter-
action with contextual factors or social engineering tactics. Contextual factors refer to
situational circumstances that are beyond the immediate control of an email recipient
such as world events (a disaster often provides a pretext for cybercriminals to use in
emails) or work role (employees who are in constant contact with the public are more
exposed). Social engineering tactics refer to the methods employed by cybercriminals
in deceiving email recipients into engaging with their phishing emails.

1.3 Research Questions

This study investigated whether the persistent aspect of repeat clicking behavior is either
being driven entirely as a main effect of individual characteristics or is driven by an
interaction between individual traits and social engineering tactics or contextual effects.
Most phishing research treats susceptibility as a binary construct without consideration
for potential degrees of susceptibility, thus relying on one-time exposures to simulated
phishing emails [2]. As such, there is a gap in prior research in understanding the under-
lying factors for a key segment of the susceptible population, the repeat clickers. This
study explored the influential factors for occasional versus repeated human suscepti-
bility to phishing emails by focusing on the differences between repeat clickers (RC),
one-time clickers (1C), and zero-clickers (ZC)1. Our study was guided by three research
questions:

• RQ1: Are there detectable individual differences between the RC, 1C, and ZC groups,
in ways that are discoverable through psychometric assessments?

• RQ2: Will RC exhibit similar clicking patterns as the other groups (1C, ZC) in
response to different types of phishing emails? For example, will RC uniformly click
every link which lands in the email inbox, or will they click in a similar pattern to the
other groups?

• RQ3: Howwill contextual effects impact RC click-rates compare to the other groups?

In social engineering, higher sophistication attacks are less likely to be identified
by individuals as potentially malicious, and therefore are more likely to succeed. A
challenge posed in investigating RQ2 was how to quantify or control for the difficulty of
human detection of phishing emails. The NIST Phish Scale described in the next section
was determined to be the best use for this evaluation metric.

1 1C and ZC were chosen to reduce confusion between the number 0 and the capital O.
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1.4 Human Phishing Detection Difficulty Using the NIST Phish Scale

The NIST Phish Scale was developed to address the challenge of developing a human
phishing detection metric that accounts for user behavior. The Phish Scale integrates
two dimensions of email difficulty (see Fig. 1): the number of observable cues which
might alert a user that the email is a phish, and the alignment of the message premise
with the recipient’s user context (e.g., work role, expectations). By accounting for both a
phishing email’s characteristics (cues) and context (premise alignment), the Phish Scale
helps to provide richer insight into human detection difficulty of phishing emails.

Message Cues. Cybercriminals who send malicious emails have different goals than
those who send legitimate messages and may contain “cues” in the email that alert
the receiver to its potential maliciousness. Examples of such cues include mismatched
hyperlinks, oddly worded phrases, and incorrect logos [9]. When the number of cues
that an email contains increases, the likelihood that a potential victim will become sus-
picious correspondingly increases, thus lowering the difficulty of human detection. The
Phish Scale currently includes five types of message cues: Error—relating to spelling
and grammar errors and inconsistencies contained in the message; Technical indicator—
pertaining to email addresses, hyperlinks, and attachments; Visual Presentation indica-
tor—relating to branding, logos, design, and formatting; Language and Content—such
as a generic greeting and lack of signer details, use of time pressure, and threatening
language; and Common Tactic—use of humanitarian appeals, too good to be true offers,
time-limited offers, and poses as a friend, colleague, or authority figure [33].

Premise Alignment. Studies analyzing simulated phishing email campaigns reveal that
user context contributes significantly to susceptibility to phishing emails [9]. When a
phishing email is highly congruent with a user’s context (e.g., work role, job tasks,
personal interests), that user is more likely to ignore signs that the email is potentially
malicious and instead focus on the task-relevant information that is associated with their
work role [9]. While contextual knowledge endogenously drives our visual attention
toward certain aspects of an email, our attention may also be exogenously “captured”
by features contained within the email [34]. This suggests that when an email is less
relevant to a user’s context, they will be more likely to visually process the message
from a data-driven perspective and therefore be more sensitive to cues that the email is
malicious.

The Phish Scale method outlines four elements of a phishing email that are related
to user context: the email premise 1) mimics a workplace process or practice; 2) has
work-place relevance; 3) aligns with other situations or events, including external to
the workplace; and 4) engenders concerns over consequences for NOT clicking. A fifth
element considers whether the user has been the subject of targeted training, specific
warnings, or other exposure [35]. The more the phishing email’s premise aligns with the
context of the user, the harder it is for the user to detect the email as a phish.

Measuring Human Detection Difficulty Using the NIST Phish Scale. The Phish
Scale measures the human detection difficulty of a phishing email by considering both
the number of cues and the message’s premise alignment [36]. The greater the number
of observable cues and the more an email’s message is mismatched to its recipient, the
less difficult that phishing email is for the recipient to detect. On the other end of the
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spectrum, the fewer number of cues and the more closely the phishing email corresponds
with the user’s context, the more difficult that phish is to detect. These two components
are measured for an email, and categorized according to the procedure outlined in prior
publications [35]. The categories for each component are combined to create an overall
phishing email human detection difficulty metric (illustrated in Fig. 1).

Fig. 1. The NIST Phish Scale (NPS).

The NIST Phish Scale was used as an evaluation metric in this study because it
provides a holistic and integrated approach for measuring human phishing detection
difficulty [33].

2 Methods

Weconducted a studywhich utilizedmultiple simulated phishing campaigns run over the
course of several weeks. In this study, we examined or controlled for all three potentially
contributing factors (individual differences, social engineering tactics, and contextual
factors). We examined individual level traits by collecting demographic, personality,
and email security knowledge prior to sending simulated phishing emails. We examine
the impact of social engineering tactics by rating each email using the NIST Phish Scale.
Finally, we control for contextual factors by counter-balancing each simulated phishing
email with an email sent explicitly by the research team, thus controlling for events (such
as the outbreak of a pandemic) which might impact overall email response rates.

2.1 Participants

After the study protocol was reviewed and approved by the university human subjects
review board, 120 undergraduate students were recruited to participate. These students
were enrolled in a university undergraduate psychology course and participating in the
psychology department’s research subject pool. Three participants requested to be with-
drawn from the study, leaving a total of 117 research participants whose data were
analyzed. No explanation was provided for the request to have data removed. None of
the participants received any formal phishing or security awareness training as part of
this study.



Not All Victims Are Created Equal 9

2.2 Study Protocol

The study was conducted in two parts: Part I Online Questionnaires and Part II Phishing
Email Campaigns. In Part I, informed consent was obtained prior to the start of any
research procedures. In the consent form, subjectswere informed that theywere to be sent
additional emails, but they were not explicitly told that these were phishing simulations.
Subjects were asked to complete a series of questionnaires to collect their demographic
data and their individual differences. These questionnaires queried participants about
their gender, age, year in school, anxiety about internet usage, knowledge of phishing
emails, confidence in detecting phishing emails, and whether they had previously been
the victimof online fraud.After completing these questionnaires, participantswere asked
to provide their first name and university email address. Finally, they were reminded that
the researchers would be contacting them via email in the upcoming weeks. The first
part of the study took approximately 50 min including consent.

In Part II of the study, all participants were sent a total of eight emails, four phish-
ing emails (Phishing Email) and four survey invitation emails (Survey Invitation). The
latter was intended to act as a control to obtain click-rate baselines. The number of
email campaigns was selected due to time constraints of fitting the study within the aca-
demic semester. During each email campaign, participants were randomly split into two
equal groups without their knowledge. One group received a simulated phishing email,
while the other group received an invitation to complete a study related survey. Group
assignments rotated with each subsequent campaign. This design provided a counter-
balanced control for contextual factors which might influence click-rates. The order of
the Phishing Emails was also counterbalanced using a Latin Squares technique [37].

All emails included the participant’s first name to create a feeling of personalization.
If a participant clicked the embedded link in an email (Phishing Emails and Survey
Invitation) the link directed them to complete a short survey asking about situational
factors such as device usage (did they read the email on a mobile device, laptop, or
desktop), amount of sleep obtained in the previous night, stress level, workload, consid-
eration of consequences for clicking the link, and consequences for not clicking the link.
The linked surveys were identical between the simulated Phishing Emails and Survey
Invitation except for the first line which informed participants that this was a simulated
phishing exercise as part of the research study (if participant had clicked the link in a
Phishing Email), or alternatively the first line thanked them for completing the survey (if
the participant had clicked the link in the Survey Invitation). This procedure is consistent
with phishing simulation training programs commonly used by organizations around the
world [11, 38–40].

Approximately twoweeks after participants completed the Part I questionnaires, they
were sent the first in a series of eight emails (four phishing and four study survey emails).
The Survey Invitation emails were sent to obtain baseline click-rates and psychological
states of the participants. These emails were intended to control for contextual factors
and unexpected events which may have influenced click-rates for a particular campaign.
All email campaigns were sent between March 16, 2020, and April 20, 2020, using the
KnowBe4 phishing simulation platform. This study was conducted during the first few
weeks following the university shutdown due to the COVID-19 pandemic, so having
control emails (the Survey Invitation emails) to obtain baseline responses was critical
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to evaluating RQ3 because student response rates may have been influenced due to the
shift to an online course format.

Research participants were not explicitly told that the intent of this study was to learn
about phishing, nor told how many phishing simulations they were to be sent, until the
debriefing at the conclusion of the study. The reason that participants were not explicitly
informed of the true nature of this study is that prior research has demonstrated that when
subjects are informed that they are participating in phishing research they do not behave
in the same way that they naturally would, and that this adversely affects the research
outcomes [24]. At the end of the study, all participants were asked to complete a final
survey about their experiences and provided with a debriefing statement describing the
phishing research objective.

2.3 Questionnaires

Since so little research has been conducted on the underlying factors of repeat click-
ing, this study adopted an exploratory approach with regard to which individual differ-
ences might contribute to this behavior. For this reason, the following assessments and
questionnaires were administered2: Basic Demographics Questionnaire (developed for
this study), Internet Anxiety Questionnaire (adapted from [41]), Online Behavior and
Online FraudQuestionnaire (developed for this study), PhishingKnowledgeAssessment
(developed for this study), Phishing Detection Confidence (developed for this study),
International Personality Item Pool (Neuroticism, Extraversion, and Openness (IPIP-
NEO)-60 [28, 42], Need for Cognition [43], Curiosity [44], Tolerance for Ambiguity
[45], Risk Taking [46], Risk Avoidance [47], Distrust [47], Locus of Control [48, 49].

2.4 Email Detection Difficulty

The four Phishing Emails were independently rated by two researchers familiar with the
Phish Scale. During the assessment of scoring conflicts, a third researcher with knowl-
edge of the target audience (student population) provided input towards the evaluation.
A consensus was reached among all three parties, resulting in the difficulty ratings of
‘very difficult’ for three of the four Phishing Emails and ‘moderately difficult’ for one
of the four Phishing Emails. The four Survey Invitation emails were identical.

The Survey Invitation email (presented in Fig. 2) informed participants that the email
was part of the study they had volunteered for and asked for them to follow the link to
complete a short survey.

The Lost ID Phishing Email (see Fig. 3) claimed that the sender had found the
recipient’s student ID and was attempting to confirm that the receiver was the same
person as the ID. This email included an obscured image that appeared to be a thumbnail
image of a student ID. To view the image, the participant needed to click on the image
to view it. If the participant clicked on this image, the embedded link directed them to
the study survey. This email had a very difficult human detection difficulty rating, with
few cues and a medium premise alignment.

2 A pre-print version of this manuscript is available which contains the full versions of all scales
in the appendix.
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Fig. 2. The Survey Invitation Email (18.6% Response Rate across all groups)

Fig. 3. Lost ID Phishing Email (53.8% Click-Rate)

The Grade Change Phishing Email (see Fig. 4) claimed to notify the recipient that
their grade had been changed. This email spoofed an online coursemanagement platform
that was used by the university at the time of the study. A link was included in this email
that claimed to take the participant to the course management site but in fact directed
them to the Phishing Email survey landing page. The Grade Change email had a very
difficult human detection difficulty rating, with some cues and a high premise alignment.

Fig. 4. Grade Change Phishing Email (54.7% Click-Rate)

The Final Exam Phishing Email (see Fig. 5) employed the pretext of being sent to
the wrong recipient and implied that it was meant for someone with a similar name or
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email address as the participant. This email claimed to have a copy of an upcoming final
exam for a teaching assistant to review and advised “do not share with students.” If a
participant clicked on the attached document, they were redirected to the Phishing Email
survey landing page. This email had a very difficult human detection difficulty rating,
with some cues and a high premise alignment. This Phishing Email was sent during the
last month of the semester, which raised its premise alignment score. However, not all
participants received this email at the exact same point in the semester. No order effects
were observed; the participants who received this email closer to finals week did not
respond at a higher rate than students who received the email earlier in the month.

Fig. 5. Final Exam Phishing Email (29.1% Click-Rate)

The final Phishing Email (see Fig. 6), Free iClicker, had a premise of a student
no longer needing an iClicker (a wireless response device used by students in some
classes). This email was created with the assistance of undergraduate research assistants
who advised that this pretext would garner much interest since students are required to
purchase iClickers for several classes as transient course requirements, and finding a
device being offered for a low price or free (as described in this phishing email) would
be perceived as highly desirable. If a participant clicked the embedded hyperlink, it
directed them to the Phishing Email survey landing page. The iClicker email had a
moderately difficult human detection difficulty rating, with some cues and a medium
premise alignment.

Fig. 6. Free iClicker Phishing Email (5.1% Click-Rate)
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2.5 Data Analysis

Findings from the initial survey were analyzed using a one-way analysis of variance
(ANOVA) with the response group (ZC, 1C, or RC) as the comparative factor. Differ-
ences in the click-rates of the phishing email templates, and any potential order effects,
were analyzed using a chi-square test with the control emails as the baseline response
comparison.

3 Results

Due to the limited number of phishing emails which were sent, for the purposes of this
analysis, repeat clickers are defined as someone who clicked on two or more hyperlinks
within the simulated phishing emails. In this study, 27 (23.1%) subjects did not click
on any of the phishing hyperlinks (ZC), 32 (27.4%) clicked on exactly one phishing
hyperlink (1C), and 58 (49.6%) clicked on two or more phishing hyperlinks and thus
met the definition of being a repeat clicker (RC) in this study.

3.1 Individual Differences, RQ1

Demographics. None of these assessments differed significantly between the groups.
Surprisingly, there were no significant differences between the 1C and RC groups on
any of the Knowledge Assessment questions, which included the self-assessed level of
confidence to detect phishing emails.

Internet Usage. Asmeasured by the online behavior questionnaire, the RC group spent
less time (on a weekly basis) working online (M = 1.64), than the 1C (M = 7.06), or the
ZC (M = 7.12) groups did; F (2, 113) = 4.972, p < .01, η2 = 0.81. A Tukey post-hoc
test confirmed this difference was between RC and the other groups (p < .05), rather
than between the 1C and ZC. The questionnaire specified doing paid work as a different
question from doing schoolwork online, meaning that the only significant difference was
observed for paid time online. There were no differences between the groups in the total
amount of time spent online, weekly time spent on any of the other online activities, nor
internet anxiety. There was a difference in the number of times each group checked email
throughout the day F (2, 95) = 4.965, p< .01, η2 = 0.095, with the RC group checking
more often (M= 4.04), than the 1C (M= 3.59), or ZC (3.17), with this separation being
accounted for by the difference between the ZC and RC groups (p < .01).

Big 5 Personality. There were no differences found between the groups on any of the
Big 5 Personality dimensions.

Locus of Control. There was a significant difference, F (2, 114) = 2.536, p < .05, η2

= 0.71, between the groups on Locus of Control, with the RC group mean (M = 2.93),
the 1C group (M= 3.325), and the ZC group (M= 3.379). This indicates that RC group
was more internally oriented in their Locus of Control than were the other two groups.
A Tukey post-hoc test did not indicate a significant difference at the 0.05 level between
the RC and 1C groups (p = .058), but significance was observed between the RC and
ZC groups (p = .037). No significant difference was observed between the between the
1C and ZC groups (p = .960).
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Other Individual Differences. There was a difference in the Need for Cognition
between the groups, F (2, 114) = 3.382, p < .05, η2 = 0.056, with the ZC and 1C
groups reporting a higher need than the RC group. There were no differences between
the groups on the other questionnaires (Curiosity, Tolerance for Ambiguity, Risk Taking,
Risk Avoidance, Distrust).

3.2 Social Engineering Tactics, RQ2

As depicted in Figs. 7 and 8, three of the Phishing Emails received higher click-rates
than the mean response rate to the Survey Invitation emails (for the 1C and RC groups).
The mean click-rate of 20.6% across these two groups is depicted as the dashed line
in Fig. 7); the four simulated phishing emails received click-rates of 53.8% (Lost ID),
54.7% (Grade Change), 29.1% (Final Exam), and 5.1% (Free iClicker). It should be
noted that while the order that the phishing emails were sent was counter balanced,
Fig. 8 depicting Survey Invitation emails follows the order of receipt and response.

Fig. 7. Click-Rates for Each Phishing Email for Each Clicker Group (1C and RC)3

Fig. 8. Response Rates for Each Survey Invitation Email for Each Group (ZC, 1C, and RC)

3 * Indicates p < .05, ** p < .01, and *** p < .001.
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A matched comparison of the click-rates for each Phishing Email against the click-
rate for each respective corresponding Survey Invitation email is listed in Table 1. The
click-rates for the Lost ID and Grade Change Phishing Emailswere significantly greater
than the controls; the Final Exam Phishing Email was not statistically significant, and
there was no difference between the Free iClicker Phishing Emails and the control.

Table 1. Chi-squared comparison of phishing emails to control emails.

Phishing Email χ2 p-value

Lost ID 9.42 .002

Grade Change 5.82 .016

Final Exam 2.88 .089

Free iClicker 0.001 .977

3.3 Contextual Factors, RQ3

As described previously, the Survey Invitation emails were sent to obtain baseline click-
rates as a means of comparison with the phishing emails, controlling for unexpected
events that may have influenced click-rates for a particular email campaign. Although
the response rates for the Survey Invitation emails decreased over time (as depicted in
Fig. 8), there were no differences between any of the email campaigns (the batch of
emails including both phishing and control) over time, indicating that there were no
influential circumstances impacting the overall likelihood of engaging with emails.

4 Discussion

4.1 Individual Differences, RQ1

The first research question in this study asked whether detectable differences exist
between the RC group compared to the 1C and ZC groups. Differences were found
in both the orientation of LOC and in the Need for Cognition.

Previous work suggested that an internally oriented LOC might be associated with
repeat clicking behavior [6]. The difference in LOC between the 1C and RC groups, but
not the ZC and 1C groups suggests that this factor is differentially associated with repeat
clicking behavior, rather than general phishing susceptibility (otherwise a difference
would have been observed between ZC and 1C). This factor should be explored through
more extensive research; if it replicates, a potential explanation may be that repeat
clickers are more responsive to security awareness training than those with an externally
orientedLOC, but that they need to be convinced of the efficacy of security practices. This
finding is also consistent with other research findings [26, 27]. A potential direction for
future research might be exploring whether certain LOC scale items are more predictive
of repeat clicking than others.
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An intriguing finding was that repeat clickers were lower in their Need for Cognition
scores than the other groups. The need for cognition refers to the intrinsic desire for
a person to comprehend and structure environmental information [43, 50]. Thus, this
appears to be a reasonable factor influencing repeat clicking behavior. Little research
has been conducted on the relationship between need for cognition and phishing sus-
ceptibility [50], with no studies looking at the relationship with repeat clicking that the
authors are aware of.

4.2 Social Engineering Tactics, RQ2

The second research question askedwhether the RC groupwould exhibit similar clicking
patterns as the other groups in response to different social engineering tactics (asmeasure
by the Phish Scale). The rank ordering of Phishing Email click-rates for the RC group
did not follow the same pattern as the 1C group. The rank order for the 1C click-rate was
Lost ID, Grade Change, Final Exam, and iClicker. The RC group had a similar order,
with Grade Change having a higher click-rate than Lost ID. The response rates for the
surveys declined over time for the RC group, as they did for the other groups; however,
these were significantly higher for the first two survey emails sent, and then without
significant difference for the last two. Interestingly, the ZC group had a consistently
lower survey response rate than the other groups. This suggests that perhaps they (like
theRCgroup) are engagingwith email habitually, which is consistent with other research
[4]. These findings suggest that an interaction between social engineering tactics and
repeat clicking may be occurring.

4.3 Contextual Factors, RQ3

Our final research question focused on the contextual effects of external circumstances
that influence repeat clicking behavior. It is likely that the low click-rates for the Free
iClicker email were driven by current events, since all email campaigns were sent
between March 16, 2020, and April 20, 2020, during the first few weeks following the
university shutdown due to the COVID-19 pandemic. When this Phishing Email was
developed (pre-pandemic) the student research assistants advised that iClicker devices
were highly sought after by students. When the university shutdown due to the COVID-
19 pandemic, all classes were taught exclusively online, thus greatly reducing the value
of iClickers, which were not used in online courses. This drastically reduced the appeal
of these phishing emails for the target population. While this did not directly address
RQ3, the severely low click-rates for the iClicker email does demonstrate the effect for
susceptibility to specific messages sent within matched contexts, further warranting the
relevance of the Phish Scale as an effective evaluation metric.

4.4 The NIST Phish Scale and Training Implications

At the time of this study, the Phish Scale was a novel method which had not yet been
tested on a population outside of the U.S. Government; it was developed and tested based
on data from a single U.S. Federal Government agency [35]. Although not the larger
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purpose of this study, tangentially, we sought to contribute to the ongoing testing of the
Phish Scale by applying the Phish Scale in a university environment. The overall click-
rates corresponded with the Phish Scale ratings, suggesting that it effectively predicted
human phishing email detection difficulty outside of the development context.

While the study presented in this paper represents a smaller sample of emails than
the original study [33], its results set the stage for further exploration into the differences
betweenhumanphishingdetection in professional andnon-professional target audiences.
It may be that since students and professional employees approach email from different
contexts, the differences in their environment and tasks lead to diverging email behav-
iors. These populations may also be driven by diverse psychological motives. Phishing
susceptibility factors could have important training implications as they demonstrate
that organizations may need their security awareness training to account for a user’s role
and how it influences context.

Premise Alignment Impact on Overall Click-Rates. Robert Cialdini discusses ‘mag-
netizers’ of attention, the self-relevant, the unfinished, and the mysterious [51] which
may have played a role in the click-rates for the various Phishing Emails in this study.
The Lost ID email utilized all three magnetizers. Self-relevance was established by the
email’s claimof having the recipient’s identification card and themessagewas ad-dressed
to participants personally. The email was unfinished because it included the embedded
image of an identification card which was obscured to the degree that the receiver could
identify it as a student ID card, but not to the degree that they could resolve whether it
was their ID card. Finally, it created a mystery. In fact, several participants reported that
they had they currently possessed their student ID but wanted to know whose ID card
had been found.

Applying these same magnetizers to the Grade Change Phishing Email, we observe
a similar pattern in that it was self-relevant (it was a participant’s grade that was claimed
to have been changed), unfinished (the participant needed to click the link to read the
complete message), and mysterious (the participant was not informed why the grade
was being changed). Consistent with the Phish Scale difficulty ratings, these two emails
received substantially higher click-rates than the other phishing emails (both over 50%),
suggesting that user context, or an email’s premise alignment, does play a significant
role in likelihood of clicking. This is further supported when we consider that the Final
Exam Phishing Email was not self-relevant unless the student happened to be in the
class it purported to be from, not mysterious because it told the receiver exactly what
the attachment contained, but it was unfinished since the receiver simply need to open
the attachment to obtain the contents. The iClicker was neither mysterious, unfinished,
nor self-relevant (due to the COVID-19 shutdown of in-person classes). Both the Final
Exam and iClicker emails garnered substantially fewer clicks, further supporting the
potential influence of attentional magnetizers and the influence of context on phishing
email engagement.

High Click-Rates Might Be Helpful? Security departments often rely on phish-
ing simulation click-rates (failures) as a singular metric of human security
performance. Click-rates alone do not factor in user context and are absent of the
detection difficulty of the emails being sent. Rather than focusing solely on click-rates
and reducing them to zero, considering the users in an organization together with the
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difficulty they experience in identifying phishing emails may reduce vulnerabilities to
highly sophisticated phishing emails in the wild. Additionally, considering user con-
text in phishing awareness training programs can provide qualitative information on the
topics or pretexts users might be more susceptible to (premise alignment). This infor-
mation is key to understanding user behaviors in detecting phishing emails, potentially
enhancing the training return on investment of phishing simulations.

Not widely discussed are the potential benefits of failing simulated phishing cam-
paigns. Over 100 years of learning research demonstrates that receiving feedback on
actions taken (both succeeding and failing) is mandatory for effective learning to occur
[52]. The key for individuals to improve is to not continuously fail for the same reasons
or at the same level of difficulty. Vygotsky discussed a zone of proximal development
which represents the gap between what an individual is currently capable of, and what
an individual is (currently) incapable of achieving [53]. It is critical to guide performers
through this zone of proximal development to ensure that they do not become over-
whelmed in the learning process. It is this process of guiding through the zone where a
tailored approach to helping educate repeat clickers might be most effective.

5 Conclusion

This study represents a potentially paradigm shifting perspective on phishing suscepti-
bility in that our findings suggest that differences exist between occasional and repeated
victims of phishing email scams. This has significant implications for protecting users
online and defending the human attack surface within organizations. Additional work
should also seek to understand the underlying and contributing factors for these dif-
ferences. While this work focused on the impact of individual differences on repeat
clicking, future studies should also explore role-based influences on this behavior. One
challenge here is that to study this phenomenon requires a long-term engagement with
the study population. This challenge withstanding, significant benefits potentially exist
for those companies or agencies which uncover the mystery behind repeat clickers.
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Abstract. Imposter syndrome is a psychological phenomenon that
affects individuals who doubt their skills and abilities, despite possessing
the necessary competencies. This can lead to a lack of confidence and
poor performance. While research has explored the impacts of imposter
syndrome on students and professionals in various fields, there is limited
knowledge on how it affects code comprehension in software engineering.
In this exploratory study, we investigate the prevalence of imposter syn-
drome among final-year undergraduate computer science students and its
effects on their code comprehension cognition using an eye tracker and
heart rate monitor. Key findings demonstrate that students identifying
as male exhibit lower imposter syndrome levels when analyzing code, and
higher imposter syndrome is associated with increased time reviewing a
code snippet and a lower likelihood of solving it correctly. This study
provides initial data on this topic and establishes a foundation for fur-
ther research to support student academic success and improve developer
productivity and mental well-being.

Keywords: Cognitive Load and Performance · Eye Tracking ·
Biometrics · Heart Rate · Impostor Syndrome · Code Comprehension ·
Program Comprehension · Computer Science · Undergraduate Students

1 Introduction

Impostor syndrome, also known as impostor phenomenon, fraud syndrome, per-
ceived fraudulence, or impostor experience, is a psychological phenomenon char-
acterized by persistent self-doubt of intellect, skills, or accomplishments and
feelings of fraudulence or inadequacy despite evidence of one’s competence and
accomplishments [5,6]. It is thought to affect high-achieving individuals across
various domains, including higher education and high-skill professions [4,19].
Although there have been studies examining how women and minority groups
cope with imposter syndrome [10], and how other variables are correlated such as
self-esteem [11], and self-efficacy [14], there is limited research on the connection
between impostor syndrome and undergraduate computer science students.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
D. D. Schmorrow and C. M. Fidopiastis (Eds.): HCII 2024, LNAI 14694, pp. 22–41, 2024.
https://doi.org/10.1007/978-3-031-61569-6_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-61569-6_2&domain=pdf
http://orcid.org/0009-0002-5684-8601
http://orcid.org/0000-0003-2585-657X
https://doi.org/10.1007/978-3-031-61569-6_2


Impostor Syndrome in Final Year Computer Science Students 23

As undergraduate students progress through their computer science degree,
they not only acquire new skills but also refine existing ones, ultimately becoming
proficient in designing and implementing software systems. By the time they
reach the end of their academic journey, these students possess the qualifications
necessary to begin their careers in the tech industry. It is natural to assume that
at this stage, these students are confident in their skills and feel well-prepared for
professional success. However, previous research indicates that students enrolled
in STEM programs, including those related to computer science, often experience
feelings of inadequacy, potentially impacting their confidence in their skills [15].
As such, this study aims to examine the prevalence and relationship of impostor
syndrome with code comprehension performance in fourth-year computer science
students through an augmented cognition approach.

1.1 Goal and Research Questions

Code comprehension is an essential activity in software development and main-
tenance. Source code conveys the system’s behavior, through identifier names
[13], which developers rely on to understand the code they are working on to
fix defects or incorporate feature changes [21]. As computer science students
prepare to enter the workforce, feelings of self-doubt and insecurity associated
with impostor syndrome can undermine their ability to comprehend codebases,
thereby negatively impacting their confidence and job performance. Therefore,
this study aims to understand how impostor syndrome impacts code compre-
hension. We envision our study laying the foundation for future research in this
area while also providing initial insights to improve computer science education
and support students as they transition to professional roles. To this extent, we
aim to answer the following research questions (RQs):

RQ 1: To what extent are final-year undergraduate computer science
students confident in their program comprehension skills? This research
question intends to examine the level of impostor syndrome exhibited by com-
puter science students who are about to graduate. The research question assesses
the demographic factors closely associated with impostor syndrome.

RQ 2: How does impostor syndrome affect cognitive processes involved
in comprehending code? This research question aims to better understand
cognitive processes involved in comprehending code, and how impostor syndrome
can affect these processes. This is achieved by tracking eye movements, moni-
toring heart rates, and taking other measurements, such as the confidence of
participants, time taken to complete a code question, and how often partici-
pants answered the coding question correctly.

1.2 Contribution

The main contributions from this work are as follows:



24 A. Chen et al.

– We provide preliminary yet promising findings on the extent to which impos-
tor syndrome affects the code comprehension cognition of experienced under-
graduate students.

– This study establishes groundwork for further research exploring interventions
against impostor syndrome.

– We make our dataset publicly accessible for replication/extension purposes.

1.3 Paper Structure

The rest of this paper is organized as follows: Section 2 presents a review of
related work on imposter syndrome in software engineering. Section 3 describes
the methodology used for this study. Section 4 provides answers to both research
questions and reports on the results of the proposed experiments. Section 5 dis-
cusses the potential threats to the validity of the study. Finally, Sect. 6 concludes
by summarizing the findings and suggesting potential directions for future work.

2 Related Work

In this section, we report on related work in this area. While there exist studies
that examine imposter syndrome in students and industry professionals, we limit
our focus to the literature that addresses imposter syndrome among students who
are either taking a computing course or studying a computing subject/topic, as
well as software engineering professionals.

In a survey with 200 undergraduate computer science students, Rosenstein
et al. [15] show that 57% of the surveyed students exhibited frequent feelings of
the Impostor Phenomenon. The authors also highlight that women experienced
these feelings more frequently (71%) compared to men (52%). Heels and Devlin
[8] examine the roles chosen by female students in a large software engineer-
ing team project and report that despite strong academic backgrounds, female
students tend to opt for less technical roles than male students. The authors
recommend exploring how unconscious bias or imposter syndrome affects female
students. Interviews with 16 Digital Technologies teachers from primary and
secondary schools by Varoy et al. [20] show that female students experience
imposter syndrome more than male students and feel they are not making as
much progress as male students, even when they are doing better work. The
teachers note that male students tend to loudly proclaim their achievements,
while female students work more quietly and cooperatively. This led the female
students to underestimate their own abilities and progress. In a study on coding
bootcamps, Thayer and Ko [17] found that imposter syndrome can act as an
informal boundary to entering the software industry and persist even after gain-
ing experience and employment. Additionally, participants in coding bootcamps
can also experience imposter syndrome, similar to those in the software industry.

A survey by Ginter [7] of 104 software engineers shows that individuals
exhibiting feelings of imposter syndrome usually had insecure attachment styles,
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particularly anxiety and avoidance. The study also found that anxious attach-
ment styles in individuals with imposter syndrome were linked to higher levels of
depression and anxiety. In a study that surveyed 94 women employed at a global
technology company, Trinkenreich et al. [18] note that imposter syndrome was
a challenge women faced in software development teams and could lead to them
leaving the organization. In an online survey of 134 Finnish women, Hyryn-
salmi and Hyrynsalmi [9] reports that women are motivated to transition to the
software industry but encounter challenges such as a lack of career counseling,
uncertainty about the required education, and issues related to self-esteem and
imposter syndrome.

3 Study Design

In this section, we provide details about the design of this study. At a high
level, the study consisted of participants reviewing a set of code snippets and
answering questions through online questionnaires. While reading code snippets,
participants’ eye movements and heart rates were monitored. We will elaborate
on these activities below. The experiment took place in a private room without
any windows, where only the participant and one investigator (i.e., an author)
were present. A 24-inch monitor was used to display code snippets and ques-
tionnaires. The investigator used a secondary monitor, mouse, and keyboard
to manage the experiment. After the calibration stage and before starting the
experiment, each participant went through a trial run. This allowed to check
if the eye tracker and biometric devices were functioning adequately but also
to make sure participants understood and got familiar with the task. A couple
trial code snippets were then displayed during this process and have not been
included in the results. This study was approved by the Institutional Review
Board of our institute and all participants provided consent prior to participat-
ing. The high-resolution images of the code snippets, survey questionnaire, and
participant data are available at: [1].

3.1 Survey Design

As part of our study, we used three types of online questionnaires - a demo-
graphic pre-questionnaire, a code snippet questionnaire, and an impostor syn-
drome post-questionnaire. To construct and host these questionnaires, we lever-
aged Qualtrics. All participants answered survey questions using the same work-
station that was connected to the eye tracker and biometrics device. Below, we
have provided a brief description of each questionnaire.

Prior to code comprehension activities and questions, participants completed
a pre-questionnaire capturing their demographics. All questions were required
and are shown in Table 1.

During the coding analysis task, participants were presented with five individ-
ual code snippets, each accompanied by one single-choice question. The question
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Table 1. Pre-Questionnaire capturing demographic details.

No. Question Type
1 What best describes your gender? Single-Choice
2 What best describes your ethnicity? Multi-Choice
3 What is your current academic year? Single-Choice
4 What is your primary field of study/major? Single-Choice
5 Are you a first generation college student? Single-Choice
6 Do you have an immediate family member who has worked or is

working in the software industry? (this includes internships)
Single-Choice

7 How many years of experience in the software industry do you have?
(this includes internships)

Single-Choice

8 How many years of Java programming experience do you have? Single-Choice
9 What is your preferred programming language? Single-Choice
10 Do you have a software engineering-related job lined up

post-graduation?
Single-Choice

11 How would you rate your overall experience with your programming
education?

Single-Choice

required participants to either identify the correct output of the code or iden-
tify the number of the line where the code was causing a logical, runtime, or
compile-time error. Participants only had five minutes to read each code snip-
pet and answer the associated question. To reduce the possibility of participants
guessing the answer, each question included an “I don’t know” option. Section 4
provides screenshots of each code snippet, along with their associated question
and multiple options for answer. Right after participants provided an answer
to the question related to a specific code snippet, they were asked to provide
feedback on the confidence-level for the answer they selected. After complet-
ing code snippets’ comprehension activities, participants were asked to fill out
a post-questionnaire to assess the extent of their imposter syndrome. For this
study, Clance IP Scale questions [5] were customized to focus only on source
code analysis and troubleshooting1. Those questions can be found in Table 2.
All participants were required to answer all questions in this questionnaire.

3.2 Code Snippets

In this study, each participant was required to review five code snippets and
answer their associated question. Code snippets were in the Java programming
language as it is widely used in multiple courses at the University, and all stu-
dents are familiar with this programming language. Code snippets covered con-
cepts such as data structures, recursion, sorting, and string analysis, which are
taught in undergraduate-level courses and are usually asked during job interviews
in industry. Table 3 provides a summary of code snippets. The code snippets and
their associated question are shown in Sect. 4.
1 From The Impostor Phenomenon: When Success Makes You Feel Like A Fake (pp.

20–22), by P.R. Clance, 1985, Toronto: Bantam Books. Copyright 1985 by Pauline
Rose Clance. Reprinted by permission. Do not reproduce without permission from
Pauline Rose Clance, drpaulinerose@comcast.net.
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Table 2. Post-Questionnaire containing the customized Clance IP Scale questions that
focus on source code analysis and troubleshooting.

No. Question Type
1 I have often succeeded in programming tasks, even though I was afraid

that I would not do well before I started working on it.
Single-Choice

2 I can give the impression that I’m more competent in my programming
skills than I really am.

Single-Choice

3 I tend to avoid programming tasks and have a sense of dread when
others assess my programming work.

Single-Choice

4 When people praise me for my code analysis and troubleshooting
abilities, I’m afraid I won’t be able to live up to their expectations of
me in the future.

Single-Choice

5 I sometimes think my success in code analysis and troubleshooting is
due to external factors (i.e., environmental or people) rather than due
to my skills.

Single-Choice

6 I’m afraid people important to me may find out that I’m not as
capable at programming as they think I am.

Single-Choice

7 I tend to remember the incidents in which I have not done my best in
programming more than those times I have done my best.

Single-Choice

8 I rarely do a programming task as well as I’d like to do it. Single-Choice
9 Sometimes I feel or believe that my success in analyzing and

troubleshooting code has been the result of some kind of accident.
Single-Choice

10 It’s hard for me to accept compliments or praise about my
programming skills or accomplishments

Single-Choice

11 At times, I feel my success in code analysis and troubleshooting has
been due to some kind of luck.

Single-Choice

12 I’m disappointed at times in my code analysis and troubleshooting
accomplishments and think I should have accomplished much more.

Single-Choice

13 Sometimes I’m afraid others will discover how much code analysis and
troubleshooting knowledge or ability I really lack.

Single-Choice

14 I’m often afraid that I may fail at a new code analysis and
troubleshooting assignment or undertaking, even though I generally do
well at what I attempt.

Single-Choice

15 When I’ve succeeded at programming and received recognition for my
accomplishments, I have doubts that I can keep repeating that success.

Single-Choice

16 If I receive a great deal of praise and recognition for my code analysis
and troubleshooting accomplishments, I tend to discount the
importance of what I’ve done.

Single-Choice

17 I often compare my code analysis and troubleshooting abilities to those
around me and think they may be more intelligent than I am.

Single-Choice

18 I often worry about not succeeding with a programming task, even
though others around me have considerable confidence that I will do
well.

Single-Choice

19 If I’m going to gain recognition for my code analysis and
troubleshooting skills, I hesitate to tell others until it is an
accomplished fact.

Single-Choice

20 I feel bad and discouraged if I’m not“the best” or at least “very special”
in code analysis and troubleshooting situations that involve
achievement.

Single-Choice



28 A. Chen et al.

Table 3. Description of the five code snippets utilized in this study.

Id Description Task
1 This code snippet involves array size manipulation within a loop that

will cause a runtime issue. Unlike the error in the other code snippets,
participants were not explicitly informed that an error exists in the
code.

Determine the output

2 This is an implementation of the bubble sort algorithm. However, there
is an error in the condition used in the loop, which will lead to the list
being sorted incorrectly. The method’s name is called ‘bubbleSort’, so
the participant is aware of the intended behavior of the code.

Identify the number of the
line where the error occurs

3 This is a recursive function that prints a sequence of digits. There are
no errors in the code.

Determine the output

4 This code snippet accepts a provided string and prints the length of
the last word in the provided string. The names of the identifiers in the
code do not indicate the code’s behavior. There are no errors in this
code.

Determine the output

5 This code checks if a given string is a palindrome. The implementation
contains an error in the calculation that results in a runtime error.

Identify the number of the
line where the error occurs

3.3 Eye Tracker and Biometric Device

Eye movements and physiological samples such as heart rate were recorded
respectively using the Gazepoint GP3 HD Eye Tracker and the Biometrics device.
These devices are research-grade and are commonly used for academic as well as
medical research [2,3]. The eye tracker has a sampling rate of 150Hz to reduce
the chance of loss of tracking and a 0.5–1.0◦C of visual angle accuracy. During
the experiment, participants sat on a chair facing a computer monitor where
code snippets and surveys were presented to them. Prior to the experiment, the
camera was calibrated using the Gazepoint Control software. Participants were
asked to make saccades to nine targets presented on the screen for calibration
purposes. Those nine targets were presented at the top, at the middle and at
the bottom of the screen going from the left through the middle to the right
of the screen. The heart rate was measured using a finger sensor module. The
Gazepoint Analysis software was utilized to manage the experiment, including
starting/stopping the eye tracker and the creation of areas of interest (i.e., AOIs).

3.4 Data Preprocessing

Once data collection was completed, data for analysis was prepared using
Python. The temporal gaze point data (a single gaze point represents where
a user looked and when in milliseconds) from Gazepoint was first cleaned by
removing durations of time where: (1) the code was not on the screen due to
latency from Qualtrics when displaying the survey question, (2) the time between
code snippets, and (3) the participant was looking away from the screen and
was not focused on the code snippet. The times for (1) and (3) were determined
manually by two investigators watching the video recordings with precision up
to three decimal places. The cutoff time for (2) was automated by trimming
the data up to when the participant submitted their answer for a code snippet
question.
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The following aggregate measures were calculated for each participant: aver-
age heart rate, total time spent on a snippet, and most looked at AOI (specif-
ically, only AOIs containing code were analyzed for this study; answer choices
below each code snippet were not considered). Duration spent in each AOI was
determined by summing the differences in time between the first instance when
a gaze point was identified to be within an AOI and the first instance when
the participant moved to a different AOI. All durations for the AOIs were then
normalized by the number of words, excluding non-alphanumeric characters (as
described in Sharafi et al.[16]).

Other calculations for the data included determining levels of imposter syn-
drome (detailed in RQ1 of Sect. 4) and determining the correctness of answers
(a binary true/false if the answer was correct) for each code snippet which were
determined by two investigators. Additionally, recoding of ordinal variables to be
numerical were coded starting from the number zero and non-codeable responses
were designated as NaN.

3.5 Participants

In this study, fifteen final-year undergraduate students enrolled in the Computer
Science program at the Information and Computer Sciences Department of the
University of Hawai‘i at Mānoa were recruited. These participants were not
given any monetary compensation or extra credit for participating in the study;
participation was voluntary.

Out of the fifteen participants who took the survey, nine of them identi-
fied as male, five as female, and one as non-binary/third gender. Moreover
among the participant pool, ten identified themselves as Asian only, one as
White/Caucasian, one as Black/African American, and the remaining three par-
ticipants identified with two or more ethnicities.

In terms of Java programming experience, eight participants indicated they
had one to two years of experience, four participants mentioned they had three
to five years of experience, and three participants reported they had less than
one year of experience. Additionally, six participants had between one to two
years of industry experience, five participants had less than a year of industry
experience, two participants had three to five years of industry experience, and
the remaining two participants had no prior industry experience. Table 4 provides
a breakdown of participants’ demographics.

3.6 Pilot Study

We followed the best practice of conducting a pilot study to identify any flaws
in our methodology. For this purpose, we recruited four students to participate
in a pilot study, who were not included in the actual study. All data collected
during the pilot study were discarded after its completion. During the pilot run,
we identified certain survey questions that needed to be reworded to improve
clarity as well as code snippets that required consistent formatting. We also
made improvements to the positioning of the eye tracker and the participant’s
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Table 4. Demographic details of the participants in the study.

Participant
ID

Gender Ethnicity Years of Exp.
in Software
Industry

Years of Exp.
in Java

1 Male White or Caucasian 1–2 years 1–2 years
2 Female Asian 1–2 years 1–2 years
3 Female Asian, White or Caucasian 1–2 years 3–5 years
4 Male Asian None 3–5 years
5 Male Asian >1 year 3–5 years
6 Female Asian 1–2 years 1–2 years
7 Female Asian 3–5 years 3–5 years
8 Non-binary /

third gender
Asian >1 year >1 year

9 Male Black or African American None 1–2 years
10 Male Asian 1–2 years >1 year
11 Female Asian, Native Hawaiian 1–2 years 1–2 years
12 Male Asian >1 year 1–2 years
13 Male Asian 3–5 years 1–2 years
14 Male Asian >1 year >1 year
15 Male American Indian or Alaska Native,

Asian, White or Caucasian
>1 year 1–2 years

chair. Furthermore, the pilot study helped us construct a script/instructions to
follow when conducting the actual study.

4 Results

In this section, we report the study’s results by answering our RQs.

4.1 RQ 1: To what extent are final-year undergraduate computer
science students confident in their program comprehension
skills?

Table 5. Range of values
associated with each IPC
level
IPC Level Scores
Few > 40
Moderate 41–60
Frequent 61–80
Intense < 80

Based on the Clance Imposter Phenomenon (IP) Scale
[5], participants were sorted into four Imposter Phe-
nomenon Characteristics (IPC) categories: Few IPC
for those who demonstrated few imposter syndrome
characteristics, Moderate IPC for those with moderate
characteristics, Frequent IPC, and Intense IPC, with
each corresponding to the severity level of IP. These
levels correspond to how frequently and seriously IP
interferes with a person’s life.

Once participants filled out the post-questionnaire
based on a version of the Clance IP Scale adapted to the task, their score was
calculated as follows: Each question had a range of multiple-choice answers,
which were “not at all true,” “rarely,” “sometimes,” “often,” and “very true.” Each
answer mapped to a numerical value from 1 to 5, respectively. These values are
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then tallied to create an aggregate score for each participant and used to classify
each participant into one of the four IPC groups. The range of values associated
with each IPC category can be found in Table 5.

Of the fifteen participants, three had Few IPC, five had Moderate IPC, five
had Frequent IPC, and two had Intense IPC. Of the three participants with Few
IPCs, all three identified themselves as male. In the Moderate and Frequent IPC
groups, each comprising five individuals, two participants identified themselves
as female and three as male. Amongst the two participants with Intense IPC,
one identified as female and the other one as non-binary/third gender.

A t-test to compare the IPC scores between males and females (the partic-
ipant who responded “non-binary” was omitted) found that the nine males (M
= 50.56, SD = 12.32) compared to the five females (M = 68.80, SD = 12.28)
scored significantly lower on the modified Clance IP scale, t(12) = −2.658, p =
.021. Therefore, females were associated with higher levels of the imposter phe-
nomenon, particularly in relation to source code analysis and troubleshooting.

One-way ANOVA tests were additionally conducted to compare how IPC
scores were related to software industry experience and Java experience. Find-
ings show that there is no significant difference in IPC scores so there is no
relationship between these variables (p > .05 for both).

Summary for RQ1. We found that female students had higher characteris-
tics of imposter syndrome. The number of years of experience in the software
industry or the tested programming language did not seem to correlate to the
level of characteristics of imposter syndrome.

4.2 RQ 2: How Does Imposter Syndrome Affect the Cognitive
Processes Involved in Comprehending Code?

To answer this research question, we examine the eye tracking and biometrics
results of participants comprehending each code snippet in the study. Below, for
each code snippet, we discuss the average heart rate, Areas of Interest (AOI)
metrics, time spent by participants on the snippet, the percentage of correct
answers, and the extent to which participants are confident with their answers.
Additionally, Fig. 1 displays all five code snippets that were included in our study,
along with their corresponding question.

AOIs are regions of a stimulus from which quantitative metrics can be derived
[16]. Each AOI contains its own set of metrics, e.g., the average time participants
took to look at a specific AOI. Each line of code, excluding those solely compris-
ing of curly braces, was designated an AOI. Each stimulus had an average of 13.4
AOIs. As mentioned in Sect. 3, each AOI was normalized by the number of words
it contained on its line in order to allow fair comparison between AOIs (words
were characterized as sequences of alphanumeric characters that are separated
by spaces after excluding non-alphanumeric characters).

The AOIs were then grouped into one of ten different categories, depending
on the functionality of the line of code. These categories are as follows: else state-
ment, for loop, if statement, import statement, method call, method declaration,
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Fig. 1. The five code snippets that were part of our study along with their associated
question and answer choices.

recursive method call, return statement, variable assignment, and variable dec-
laration. An example of a method declaration is “public static void main(String[]
args) {”, while an example of a method call is “list.add(1).”
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Code Snippet 1 - Array Size Manipulation

(a) Average Heart Rate (b) Time Spent on Snippet (c) % Correctly Answered

Fig. 2. Biometrics and Other Measures Averaged per IPC Group for Snippet 1
Average heart rate and time spent was further averaged within each IPC grouping (Few, Moderate, Frequent, and

Intense IPC). The percentage of participants who scored correctly in each IPC grouping is displayed in the last

figure.

It was found that for Code Snippet 1, only one participant from the Moderate
IPC group answered the problem correctly (see Fig. 2c). The lowest median for
the average heart rate occurred in the Few IPC group, whereas the highest
median average heart rate occurred in the Moderate IPC group (see Fig. 2a).
The amount of time participants took before submitting an answer was the
lowest for those in the Few IPC group and the highest in the Intense IPC group
(see Fig. 2b).

The lines of code that participants spent the longest duration on were import
statements for Few IPC, Moderate IPC, and Frequent IPC (for each row in
Table 6, the percentage was highest for these three IPC groups). Those in the
Intense IPC spent the longest duration on if statements (23.87%). For all but
those in Frequent IPC, the least amount of time was spent on method declara-
tions.

Table 6. Duration spent on a Code Category in Snippet 1

For Loop If Stmt Import
Stmt

Method
Call

Method
Decl Var Decl Multiple

Few IPC 16.18% (0.46) 18.28% (0.52) 21.93% (0.62) 21.29% (0.6) 10.71% (0.3) 11.14% (0.32) 0.47% (0.01)

Moderate IPC 17.17% (0.8) 12.7% (0.59) 25.17% (1.17) 18.25% (0.85) 11.62% (0.54) 14.51% (0.67) 0.58% (0.03)

Frequent IPC 17.76% (0.91) 10.93% (0.56) 30.31% (1.56) 16.01% (0.82) 12.66% (0.65) 12.07% (0.62) 0.24% (0.01)

Intense IPC 20.63% (1.18) 23.87% (1.36) 14.71% (0.84) 17.65% (1.01) 9.67% (0.55) 11.26% (0.64) 2.21% (0.13)

Row percentages for each IPC are shown in each cell with red highlights denoting largest percentage
and green highlights denoting smallest (ignoring the Multiple category). The duration normalized by
number of words are in parenthesis.
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Code Snippet 2 - Bubble Sort

(a) Average Heart Rate (b) Time Spent on Snippet (c) % Correctly Answered

Fig. 3. Biometrics and Other Measures Averaged per IPC Group for Snippet 2
Average heart rate and time spent was further averaged within each IPC grouping (Few, Moderate, Frequent, and

Intense IPC). The percentage of participants who scored correctly in each IPC grouping is displayed in the last

figure.

As shown in Fig. 3, only two participants from the Frequent IPC group
answered the problem correctly. The average heart rate was the lowest in the
Moderate IPC group and Highest in the intense IPC group. Participants in the
Few IPC group spent the least amount of time and those in the Intense IPC
group spent the most.

Referring to Table 7, those from the Few IPC, Moderate IPC, and Frequent
IPC spent the least amount of time on the if statements, while those in the
Intense IPC group spent the least amount of time on variable assignments.
Besides the Moderate IPC group, every group spent the most time on method
declarations.

Table 7. Duration spent on a Code Category in Snippet 2

For Loop If Stmt Method
Decl Var Asgmt Var Decl

Few IPC 14.09%
(0.66)

8.33%
(0.39)

39.24%
(1.84)

11.82%
(0.55)

26.52%
(1.24)

Moderate IPC 16.45%
(1.01)

13.05%
(0.8)

24.17%
(1.48)

25.87%
(1.59)

20.46%
(1.26)

Frequent IPC 19.54%
(1.69)

10.92%
(0.95)

36.96%
(3.2)

12.79%
(1.1)

19.89%
(1.72)

Intense IPC 17.95%
(1.01)

13.02%
(0.73)

36.51%
(2.06)

12.7%
(0.72)

19.74%
(1.11)
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Code Snippet 3 - Recursion

(a) Average Heart Rate (b) Time Spent on Snippet (c) % Correctly Answered

Fig. 4. Biometrics and Other Measures Averaged per IPC Group for Snippet 3
Average heart rate and time spent was further averaged within each IPC grouping (Few, Moderate, Frequent, and

Intense IPC). The percentage of participants who scored correctly in each IPC grouping is displayed in the last

figure.

For Code Snippet 3, all of the participants in the Few IPC group answered the
problem correctly, whereas no participants from the Intense IPC group answered
correctly (Fig. 4). One participant from the Moderate and Frequent IPC groups
answered correctly. The lowest median average heart rate was from the Frequent
IPC group, and the highest median was from the Intense IPC group. Participants
from the Intense IPC group spent the longest amount of time on the snippet
compared to those in the Few IPC group, who spent the shortest.

This snippet had less consistent results across the IPC groupings as can be
seen in Table 8. However, it can seen that those in the Few IPC group spent
the most time on if-statements and the least amount of time on recursive calls,
whereas those in the Intense IPC group spent most of their time on method
declarations and the least amount of time on if-statements.

Table 8. Duration spent on a Code Category in Snippet 3

If Stmt Method
Call

Method
Decl

Recursive
Call

Few IPC 31.25%
(1.08)

22.73%
(0.79)

30.88%
(1.07)

15.14%
(0.52)

Moderate IPC 28.7% (2.39) 15.21%
(1.27)

14.06%
(1.17) 42.03% (3.5)

Frequent IPC 24.38%
(2.13)

33.73%
(2.95)

21.83%
(1.91)

20.06%
(1.75)

Intense IPC 8.06% (0.6) 34.43%
(2.58)

34.54%
(2.59)

22.96%
(1.72)
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Code Snippet 4 - String Analysis

(a) Average Heart Rate (b) Time Spent on Snippet (c) % Correctly Answered

Fig. 5. Biometrics and Other Measures Averaged per IPC Group for Snippet 4
Average heart rate and time spent was further averaged within each IPC grouping (Few, Moderate, Frequent, and

Intense IPC). The percentage of participants who scored correctly in each IPC grouping is displayed in the last

figure.

Referring to Fig. 5, seven participants answered this question correctly,
including all three from Few IPC, three between Moderate and Frequent IPC,
and one from Intense IPC. The median average heart rate was similar between
Moderate, Frequent, and Intense IPC, but those in the Few IPC group had
the lowest average heart rate. For time spent on the snippet, participants with
Intense IPC had the longest average duration; participants with Few IPC had
the shortest average duration.

As seen in Table 9, participants with Few, Moderate, and Frequent IPC spent
the longest duration on variable assignments. For code categories with the short-
est duration, there was no consistency among the four IPC groups.

Table 9. Duration spent on a Code Category in Snippet 4

Else Stmt For Loop If Stmt Method
Call

Method
Decl

Return
Stmt Var Asgmt Var Decl Multiple

Few IPC 3.16% (0.26) 7.95% (0.65) 8.74% (0.72) 9.61% (0.79) 19.49% (1.6) 17.82%
(1.46)

23.97%
(1.97) 7.7% (0.63) 1.56% (0.13)

Moderate IPC 11.28%
(1.83)

10.19%
(1.66) 9.96% (1.62) 11.15%

(1.81)
11.59%
(1.88) 9.78% (1.59) 20.56%

(3.34) 9.7% (1.58) 5.76% (0.94)

Frequent IPC 14.72%
(2.29) 4.6% (0.72) 9.42% (1.47) 9% (1.4) 12.65%

(1.97)
10.71%
(1.67)

25.78%
(4.02)

10.58%
(1.65) 2.54% (0.4)

Intense IPC 15.12%
(1.52) 7.69% (0.78) 5.32% (0.54) 7.72% (0.78) 24.46%

(2.47) 8.23% (0.83) 12.54%
(1.26)

15.35%
(1.55) 3.57% (0.36)

Code Snippet 5 - Palindrome
For Code Snippet 5, eight participants answered correctly, again including all
three from Few IPC, one from Moderate IPC, and four from Frequent IPC (See
Fig. 6). No participant from the intense IPC group answered correctly. Those
in the few IPC group had the lowest average heart rate, whereas those in the
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(a) Average Heart Rate (b) Time Spent on Snippet (c) % Correctly Answered

Fig. 6. Biometrics and Other Measures Averaged per IPC Group for Snippet 5
Average heart rate and time spent was further averaged within each IPC grouping (Few, Moderate, Frequent, and

Intense IPC). The percentage of participants who scored correctly in each IPC grouping is displayed in the last

figure.

intense IPC had the highest. Similar to the other snippets, participants with Few
IPC spent the least amount of time on the snippet, whereas those with Intense
IPC spent the most amount of time.

Referring to Table 10 all four IPC groupings spent the most time looking at
method declarations. Those with Few and Moderate IPC spent the least amount
of time on return statements, whereas those with Frequent and Intense IPC spent
the least amount of time on if statements.

Table 10. Duration spent on a Code Category in Snippet 5

Else Stmt For Loop If Stmt Method
Decl

Return
Stmt Var Asgmt Var Decl

Few IPC 5.5% (0.33) 12.38%
(0.75)

6.02%
(0.37)

44.68%
(2.72) 5.4% (0.33) 7.73%

(0.47)
18.28%
(1.11)

Moderate IPC 14.16%
(1.81)

10.32%
(1.32)

11.6%
(1.48)

25.57%
(3.26)

9.03%
(1.15)

14.81%
(1.89)

14.51%
(1.85)

Frequent IPC 10.19%
(0.74)

6.34%
(0.46)

6.34%
(0.46)

37.46%
(2.74)

7.27%
(0.53)

8.99%
(0.66)

23.41%
(1.71)

Intense IPC 20.88%
(2.89)

3.94%
(0.54)

1.67%
(0.23)

40.36%
(5.58)

9.97%
(1.38)

7.14%
(0.99)

16.04%
(2.22)

Overall Analysis. When averaging time across all 5 code snippets and for each
imposter syndrome level, there appears to be a trend where the median of the
time spent increases as participants score higher on Clance IP Scale (Fig. 7b).
When averaging how many times participants in each IPC group answered ques-
tions correctly across all code snippets, there was a downward trend (Fig. 7c).
To measure the extent of the relationship between these variables, we conducted
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a Pearson correlation test. The Pearson correlation test yielded statistically sig-
nificant (i.e., p-value < 0.05) correlation coefficients of 0.52, equating to a mod-
erate positive correlation between IPC score and time spent on a snippet and
−0.52, equating to a moderate negative correlation between IPC score and aver-
age correctness. While in Fig. 7a, there appears to be a positive trend between
average heart rate and IPC, it was not statistically significant. Similarly, while
there seems to be a pattern of those with high IPC being less confident in their
answers in 7d, no significant results were found.

(a) AvgHeartRate (b) AvgT imeSpent (c) CorrectlyAnswered

(d) ConfidenceinAllSnippets

Fig. 7. Combined Results

To gain a deeper insight into overall how participants of varying IPC scores
read code, a Pearson Correlation 2-tailed test was conducted to compare average
normalized durations for each AOI code category (e.g., else-statement, for-loop).
The test yielded a statistically significant (i.e., p-value < 0.05) correlation coeffi-
cient: 0.56 for the IPC score and Method Calls, equating to a positive moderate
correlation, and 0.52 for the IPC score and Method Declarations. This could
indicate that those with higher IPC scores tend to spend more time looking at
code associated with these two categories.
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Summary for RQ2. Students with higher characteristics of imposter syn-
drome were associated with spending longer on snippets and were less likely
to answer the question related to each code snippet correctly. Across all code
snippets, those with higher characteristics of imposter syndrome were more
likely to look at the Method Call and Method Declaration code categories.

5 Threats to Validity

Although our study sample size is small and limited to a single institute, it
remains valuable as an initial exploratory study providing a foundation for fur-
ther research. Furthermore, research shows that program comprehension studies
using an eye tracker have an average of 18.08 participants with a standard devi-
ation of 9.90 [12]. Likewise, due to the small sample size, the small gender and
race/ethnicity distribution in our participants’ pool may not be representative
of the general population. The number and type of code snippets used in this
study in order to evaluate comprehension threaten the study’s validity, as they
may not represent real-world codebases that students will encounter in their
careers. However, these code snippets represent basic programming concepts
that students learn when preparing for their degree and are commonly asked in
entry-level software engineering industry interviews.

The validity of our study may also be threatened by the limitations of the
Gazepoint GP3 HD Eye Tracker and Biometrics Kit. However, these are research-
grade devices that have been previously utilized in scientific publications [2,3].
Overall, while our study has some inherent limitations as an initial investigation,
it establishes a valuable foundation for further research on this topic. Finally, as
the experiment was conducted in a controlled lab environment, it may not fully
reflect real-world software development situations and, therefore, could impact
the validity of our results. However, the controlled setting helped us focus on
the effects of imposter syndrome on code comprehension. Moreover, we followed
established guidelines to set up our eye-tracking experiment [16].

6 Conclusion and Future Work

Imposter syndrome is a psychological barrier that can negatively affect the per-
formance of students and professionals. While research on imposter syndrome in
software engineering does exist, little is known about how it affects code compre-
hension cognition. In this exploratory study, we examine the level of imposter
syndrome final-year undergraduate computer science students exhibit when com-
prehending code. We further measure the cognitive impact using an eye tracker
and heart rate monitor. Our findings show that: (1) students identifying as males
show lower levels of imposter syndrome, (2) higher levels of imposter syndrome
are associated with increased duration of time spent on a snippet and lower
chances of solving the problem correctly, and (3) those with higher imposter
syndrome levels are more likely to look at method declarations and method calls.
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While limited in scope, our study establishes a foundation for further research
on imposter syndrome and its effects on core software engineering competencies.

Our future work involves working with industry professionals in a similar
study to understand how imposter syndrome affects computer science profes-
sionals in their day-to-day work, including its impact on mental health.

Acknowledgments. We thank students who took the time to participate in our study.

Data Availability Statement. The high-resolution images of the code snippets, sur-
vey questionnaires, and participant data are available at: [1].
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Abstract. Cognitive biases are ubiquitous and finding ways to mitigate them has
been an ongoing challenge. Here, we explore the possibility that brain training or
neurofeedback could alter a particular bias that presents itself in a card selection
task. Specifically,we address thewin-stay/lose-shift strategy in the IowaGambling
Task. Data was analyzed from a large neurofeedback study in which participants
were trained to enhance the spectral power in the theta band (4–8 Hz) over 10
sessions. An active control group was included whose members were trained to
enhance their sensorimotor rhythm (12–15 Hz). We show that theta power did
increase over the sessions and that strategy use was modulated as a consequence.
However, the impact was on the P(shift|loss), but not on P(stay|win) or P(WSLS).
This was independent of the training group. The results are discussed in terms of
different temporal scales associated with neural modulation of P(shift|loss) and
P(stay|win). Suggestions for further research are provided in light of challenges
during the running of the study.

Keywords: Neurofeedback · Cognitive Bias ·Win-Stay/Lose-Shift · Iowa
Gambling Task

1 Introduction

In psychology, and in particular the branch focusing on behavior economics, cogni-
tive biases have played a large role in understanding how the human cognitive system
operates. The general assumption is that there exists an ideal observer that has infinite
cognitive capacity and makes rational decisions. In studies, participants’ behavior pat-
terns are then compared against the choices of an ideal observer (or rational agent) and
deviations from the ideal are referred to as biases. Understanding the origins of these
biases sheds light on how to avoid them and on how people navigate a complex world
with places multiple demands on our decision-making capacity. Surprisingly, many of
the biases are a consequence of limitations in mental capacity or an overreliance on prior
information retrieved from memory. These biases are ubiquitous and might in part be
understood as behavioral manifestations of the Law of Effect, which states that behaviors
that lead to preferred consequences are more likely to re-occur and that behaviors that
had undesirable consequences are less likely to re-occur. Thus, faster good decisions that
used prior information will lead to a greater reliance on prior information in the future.
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Depending on the situation, cognitive biases might be desirable, such as to shorten
deliberation time. By and large, cognitive biases are discussed in terms of being detri-
mental, irrational, and in need of being countered. For example, the sunk-cost bias relates
to repeating a behavior, which had a negative outcome in the past in the hope that the out-
come this time will be positive. Such situations can be very complex, such as repeatedly
deploying military personnel to a losing battlefront, or contracting the same company
that provided faulty equipment, or buying additional shares in a market after incurring a
loss on earlier trades. Of interest is the study by Hafenbrack, et al. [1] who showed that
a mindful personality trait is correlated with a lower likelihood of succumbing to the
sunk-cost bias. In their study, they found that people with amindful personality trait were
more likely to make choices based on the information at hand and were less influenced
by preceding decisions and consequences. In other words, being or becoming mindful
may lead people to avoid succumbing to the sunk-cost bias. Is it possible to apply brain
training to counter cognitive bias?

When people go into ameditative state, the temporal dynamics of the brain activation
changes, as measured objectively using electroencephalography (EEG). When this hap-
pens, the frontal part of the brain shows more theta waves [2], which is a relatively slow
brain oscillation (4–8 Hz) that is commonly associated with stage 2 sleep. Cognitively,
it is thought that theta waves represent a state of idling, which in the context of decision
making could mean not making use of any prior information. This sets up the hypothe-
sis that when people put themselves into a theta-dominated brain state, their cognitive
biases related to usage of prior information should diminish. To test this hypothesis, we
analyzed data from a neurofeedback study in which people were trained to voluntarily
enhance their frontal theta activation. The cognitive bias under consideration is a strategy
called win-stay/lose-shift strategy that is observable in task such as the Iowa Gambling
Task [3]. To date, no neurofeedback investigation into biases have been reported in
the literature. We consider the results reported here as exploratory, preliminary, and
encouraging, providing a foundation for much-needed further investigation.

1.1 The Iowa Gambling Task and the Win-Stay/Lose-Shift Strategy

The Iowa Gambling Task (IGT) is a card selection task that requires participants to learn
which particular deck of cards leads to maximal gain [3]. In the task, participants are
presented with four decks of cards, with all cards faced down. On the face of each card
is a number that indicates how many points the participant will gain or lose when it is
selected. The aim is to accumulate as many points as possible by selecting a total of
100 cards across all decks. Decks C and D contain cards that would lead to a long-term
gain and selecting predominantly from decks A and B would lead to a long-term loss. In
addition, decks B and D contain cards leading to infrequent large losses, while A and C
have equal frequency of gains and losses. The perfect choice is to draw cards only from
decks C or D. Actual performance results show that participants first explore the decks
and stick with deck D due to the high frequency of winning cards.

Various patterns have been observed in the sequence of card draws. Here, we focus
on the Win-Stay/Lose-Shift (WSLS) strategy. The WSLS strategy refers to a sequential
pattern of choices where when a positive card is drawn, the person is more likely to
draw from the same deck again (win-stay), whereas after a negative card, the person
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is more likely to choose a different deck (lose-shift). It shares with the sunk-cost bias
the influence of the memory of the preceding decision and consequence. The WSLS
strategy explains why people shift their responses away from deck C after encountering
a negative card, even though the deck has a long-term gain.

Several computational models of the IGT have been developed to understand and
account for the entire sequence of card draws (see e.g., [4–6] for recent work). These
models contain a common component, which is that each card deck has a value that
is equal for all decks at first and over the course of the task differentiates with the
better decks accumulating a higher value. The key part in models of the IGT is given
in Eq. 1, which states that the value of deck i at time t + 1 is an updating function of
the consequence C of selecting a card from deck i at time t. This consequence can be
positive or negative.

V i(t + 1) = V i(t) + Ci(t) (1)

Although the precise model details differ from this equation, the influence is the
same. That is, the equation shows that when the four decks have similar values, large
consequences can change the value rankings of the decks. This would solidify the first
ranking position of a winning deck and lower the ranking of a losing deck. Thus, all
models using Eq. 1 will have a mechanism through which the WSLS-strategy can be
observed, albeit only in the beginning of the sequence of draws. In order to account
for WSLS patterns throughout the task, Worthy, Hawthorne and Otto [7] proposed a
model that explicitly implemented the strategy using a parameter for P(stay|win) and
P(shift|loss). They found that data from half of their participant sample were fitted best
with their WSLS model compared to other existing models. Of interest here is that
the P(shift|loss) parameter (.89) was more than double the P(stay|win) parameter (.41),
instead of equal. The differentiation between win-stay and lose-shift behavior has a
neural correlate with modulation of increased frontal negativity following win trials in
a block of trials where losses are heavy [8].

In summary, the IGT is a task that promotes a strategy that involves prior decision
outcomes influencing current decisions. Modelling and neuroscientific work reveals that
the two components of the WSLS-strategy might be dissociable.

1.2 Birkbeck EEG Neurofeedback and Neurophenomenology (BENN) Study

The current exploratory analyses use data from the Birkbeck EEG Neurofeedback and
Neurophenomenology (BENN) study that investigated the impact ofEEGneurofeedback
training protocols on cognitive performance and subjective experiences. The study ran
fromJune 2014 to July 2015 andwas an early attempt to obtain detailed data on the impact
of brain training on cognitive performance and subjective experience, using a mixed-
methods approach. Two training protocols were chosen and were used as active control
conditions for each other. The first was upregulation of theta (4–8 Hz) at the frontal (Fz)
electrode. The second protocol was upregulation of the sensorimotor rhythm (SMR, 12–
15Hz) at the right-central (C4) electrode. The choice of these protocols was based on the
reading of the literature indicating differential outcomes with these, which are probably
due to the differences in frequency (slow vs fast) and location (frontal vs central). An
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active control design was chosen, as other control conditions, such as wait-list control,
non-training (“placebo”), or non-neurofeedback activity, were inappropriate given the
qualitative arm of the study.

The qualitative part of the BENN study involved interviewing trainees after each of
four training sessions and also after the very first introductory training session in which
frontal alpha (Fz, 8–12 Hz) was upregulated. After the sessions that were not followed
by an interview, the trainees completed a diary. The interviews and diaries asked the
participants to relive the preceding training session and report their experiences. In an
earlier publication [9], we have shown that this neurophenomenological methodology
provided insight into the experiences of people who were able to upregulate their frontal
alpha within a fiveminutes training session and those who did not. This led to a follow up
study inwhich the phenomenological narratives were converted into guiding instructions
to facilitate neurofeedback training success.

Before and after the entire training period of ten sessions, participants completed a
battery of cognitive tests. These were a simple and complex response time (RT) task,
the Stroop task, a Stroop task combined with a NoGo condition, the Balloon Analogue
Risk-Taking test, and the IGT. All tests were computerized. The rationale for choosing
these tasks was that they needed to have a sizeable theoretical literature that included
multiple computational models of the cognitive performance. This was important to
avoid choosing tasks where there is no consensus on what they measure. As an added
bonus it means that the best fitting parameters of the computational models could be
used in the statistical analyses to shed light on the mechanisms by which neurofeedback
training exerts its impact on cognitive performance (see [10] for an example focusing
on the RT and Stroop tasks).

The BENN study produced a wealth of data and explorations are still ongoing to
produce further hypotheses that are then followed up in dedicated optimally designed
studies. The study also provided insights into administrative and funding challenges
when conducting this type of research and into the provision and quality of available
hardware and software for neurofeedback research. The current analysis is inspired by a
comment made at a public engagement event about whether brain training could be used
to counter cognitive bias. The summary of the methodological details reported next are
focused on the variables of interest and therefore omits the qualitative arm of the study
and the tasks other than the IGT.

2 Methods

2.1 Participants

A total of 39 participants started the study (25 in the theta group, 14 in the SMR group).
The unequal group sizes were due to scheduling issues, which meant that we ran out of
time and funding. Out of 39, 25 participants (16 in the theta group, 10 in the SMR group)
completed the study. Reasons for the 33% loss of participants are “loss of interest”,
no shows, “scheduled holidays”, and “too busy a life to commit to multiple training
sessions”.
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2.2 Design

The study conformed to a mixed factorial design with training group as the between-
subject factor and test session (pre-/post-training) as within-subject factor. EEG fre-
quency power and cognitive task performance were used as outcome variables. A corre-
lational design was also used when assessing the association between the EEG data and
cognitive task performance.

2.3 Materials and Procedure

The IowaGambling Taskwas computerized using E-prime software (version 2.0.10.242)
and run on a desktop PC running Windows 7 operating system. Participants were seated
at a distance of approximately 50 cm from the monitor and received written instructions
on the screen, which were reinforced by the experimenter. In the task, participants would
see the back of four playing cards with the digits 1, 2, 3, and 4 underneath each card.
They were instructed that each card would have a number that would either increase or
decrease their running total. In order to strengthen the subjective impact of a loss, no
startup amount was provided. This necessarily means that a total score less than zero is
possible. Participants were instructed to draw 100 cards in such way to maximize the
cumulative total. The structure of the payoff scheme is shown in Fig. 1, which differs
from the one used by Bechara et al. [3].

Fig. 1. Payoff scheme used for the Iowa Gambling Task. Each (virtual) deck of cards has cards
with values under gain or loss and the given frequency. The expected value for each deck indicates
that decks C and D are the normative advantageous decks.

The neurofeedback training sessions were scheduled for 2 to 3 times per week and
included five blocks of five minutes each. An electrode was attached using conductive
gel at location Fz or C4 based on the group allocation. The left and right mastoid were
used as reference and ground, respectively. The sampling rate of the EEG neurofeedback
software was 256 Hz and the impedance was kept below 10 k�. Of the five blocks, the
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first block was a resting-state block during which the participant would sit quietly with
eyes open. The recording from this first block was used to set a threshold for the training
blocks in that session. During the second, third, and fourth blocks, which were the
training blocks, participants would see their EEG timeseries scrolling from right to left
and a yellow bar extending or contracting vertically based on the power of the assigned
EEG frequency band. Whenever, the power remained above the threshold for 250 ms, a
counter would increase by one and the sound of a bell would come over the speakers.
The fifth and final block was designed to be a block during which participants would
try to increase the power in the target frequency band, but without receiving feedback.
However, this proved too difficult and some participants invariably treated this block
as a resting-state block in some sessions. Hence, these blocks were excluded from any
analysis.

2.4 Data Integrity

Loss of data occurred during two iterations of software updates, which resulted in over-
writing of earlier saved data files and corrupting the data log file. Although the EEG
recordings were backed up every two weeks, data from the first half of November 2014
was unrecoverable, affecting data from both groups and the SMR group in particular.
As a result, not all first and final sessions were available. Therefore, the resting block
from the earliest and the latest available sessions were used. For the Theta group, there
were 13 blocks from session 1, 3 blocks from session 2, 15 blocks from session 10 and
1 block from session 8. For the SMR group, there were 8 blocks from session 1, 1 block
from session 2, 1 block from session 3, 8 blocks from session 10, 1 block from session 8,
and 1 block from session 4. The loss of data from the SMR training sessions meant that
there were too few remaining participants from whom to estimate full learning curves
(over the 10 sessions) for comparison against the theta training group. In addition, only
from 10 participants in the theta-training group full learning curves could be created.

2.5 Data Processing

The IGT data consisted of a sequence of 100 card selections per participant. These
were processed to create the following outcome variables: total accumulated points,
P(stay|win), P(shift|loss), and P(WSLS).

The neurofeedback software provided amplitudes of theta and SMR for each session-
block. However, due to the proprietary nature of the software algorithms, no details on
the data processing is available. Therefore, in addition to conducting the analyses with
the provided amplitudes, we also processed the raw data separately. For this, all EEG
recordings were divided into windows of 2 s with a 50% overlap. Windows that were
associated with more than 1% signal failure or that contained eye blinks or other muscle
artefacts were excluded from data processing. The remaining windows were mean-
centered, windowed using a hamming window, and subjected to spectral decomposition
between 0 and 40 Hz in steps of 0.5 Hz. The relative spectral power in the SMR (12–
15 Hz) and theta (4–8 Hz) bands were extracted for each window and averaged for each
participant. Available values per participant were themean relative theta and SMRpower
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for the resting-state blocks of the first and final sessions, the associatedmean amplitudes,
and, for some from the theta-training group, the mean amplitudes of the training blocks.

2.6 Data Analysis Strategy

The data was analyzed in two steps. In the first step, the IGT and neural data were
subjected to a 2 × 2 mixed ANOVA. Due to the exploratory nature, no adjustment
of multiple comparisons was made. In the second step, the difference in resting-state
frequency power from the first to the final session was correlated with the difference in
the IG-variable. In a final analysis, the slope of the regression function fitted to learning
curves of the theta-training participants were used as predictors of the change in IGT-
variable (see [11] for a similar approach in the context of frontal alpha and Stroop
performance).

3 Results

3.1 Iowa Gambling Task Performance

Table 1 shows the overall behavioral results. It is immediately clear that this version
of the gambling task was challenging and that participants made net losses. In fact,
from the 26 participants, only 9 managed to obtain a net gain. However, at the group
level the total points were not significantly different from zero. The P(stay|win) were
not significantly different from chance (= 0.5), but were lower than P(shift|loss), which
were all significantly above chance (as indicated in Table 1). This is consistent with
Worthy et al.’s [7] modelling work showing that P(shift|loss) > P(stay|win). Although
only the P(WSLS) in the SMR group after training was above chance, when the data of
both training groups were pooled together for the pre-training test session, the overall
results were marginally significant above chance, t(25) = 1.91, p = .067, suggesting
that the small sample size masked the small effects. This is also the explanation behind
the lack of any significant effect in the 2 x 2 mixed ANOVAs conducted for these four
variables.

Table 1. Results for the Iowa Gambling Task (means and standard deviations)

Theta training group (N = 16) SMR training group (N = 10)

IGT-variable Before training After training Before training After training

Total points −675 (2233) −121.88 (2022) −1215 (2346) −895 (2075)

P(stay|win) .54 (.21) .44 (.28) .53 (.26) .61 (.19)

P(shift|loss) .72 (.26)** .77 (.26)*** .78 (.25)** .72 (.28)*

P(WSLS) .56 (.17) .49 (.23) .57 (.21) .62 (.16)*
*** p < .001, ** p < .01, * p < .05 compared to chance (= .50).
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3.2 EEG Profiles

Table 2 summarizes the means and standard deviations of the EEG variables. The 2 x
2 mixed ANOVAs revealed a marginal effect of time on the theta amplitude, F(1, 24)
= 3.20, p = .086, MSe = 0.562, partial η2 = .12, which was due to a increase from
the first to the last session. Although the SMR group had lower numerical scores, the
group difference was not significant (p = .101). For the SMR amplitude, there was a
significant effect of time, F(1, 24)= 5.54, p= .027, MSe= 0.121, partial η2 = .19, and
a marginal group difference, F(1, 24) = 3.76, p = .064, MSe = 0.222, partial η2 = .14.
All other unreported main effects and interactions were not significant. As mentioned
above, the computation of the amplitudes is unknown and hence relative scores were
computed to control for any systematic differences related to signal quality across groups
and sessions. The relative theta and the relative SMR power did not reveal any significant
patterns. Given that the expectation is that participants in the theta training group would
enhance their relative theta power, a paired t-test was conducted. As expected, relative
theta power did increase in the theta training group, t(15) = 2.26, p = .039, but the
relative SMR power also increased, albeit marginally, t(15) = 2.08, p = .055. In the
SMR group, neither of the relative frequency powers reached significance, which means
that despite the training sessions they did not manage to increase their resting-state SMR
frequency.

Table 2. Results for EEG variables (means and standard deviations)

Theta training group (N = 16) SMR training group (N = 10)

Resting-state EEG variable Before training After training Before training After training

Theta amplitude 3.60 (0.87) 3.89 (1.28) 2.74 (1.49) 3.21 (1.39)

SMR amplitude 1.29 (0.21) 1.45 (0.55) 0.96 (0.47) 1.26 (0.32)

Relative theta power .0196 (.0027)a .0215 (.0029)a .0195 (.0043) .0199 (.0031)

Relative SMR power .0084 (.0011) .0095 (.0026) .0088 (.0021) .0089 (.0017)
a significant difference

3.3 Covariation Between EEG Frequency Band Power and IGT-Variables

The preceding results sections may imply that there is no association between change
in brain activation and change in cognitive performance. However, group level differ-
ences across time are statistically independent from brain-behavior associations at the
individual level. Hence, the next analyses focused on covariation of changes in brain
measures and cognitive measures. To do this, differences between post- and pre-training
test sessions were calculated for all four IGT and all four EEG variables. These were
then correlated, separately for each training group and in combination. As the total sam-
ple size is low for correlational analyses, almost all correlations were non-significant,
although not necessarily small. However, two meaningful correlations were obtained.
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First, the change in relative theta power correlated with the change in P(shift|loss), r(26)
= .37, p < .05. Second, the linear slope of the learning curve for the 10 participants in
the theta-training group also correlated with the change in P(shift|loss), r(10) = .64, p
< .05. None of the other correlations reached significance.

4 Discussion

In this analysis, we sought to find evidence pertaining whether training in increasing
theta brain wave would have an impact on the WSLS-strategy observable in the IGT.
Although hampered by diminished statistical power, the results show that increases in
theta power is associated with increases in P(shift|loss). Therefore, although the answer
to the question whether theta neurofeedback training can counter the win-stay/lose-shift
strategy is negative, based on the current data, we did find that one component (lose-shift)
is enhanced.

These results support the findings by Forder and Dyson [8] who observed a neural
dissociation between win-stay and lose-shift behavior. In particular, they noted a con-
textual modulation of feedback related negativity over frontal brain electrodes for win
trials, but not for loss (or draw) trials in a Rock-Paper-Scissors task. The current find-
ings complement this picture when assuming that neural modulation of win-stay and
lose-shift behaviour occur at different timescales, with the former on shorter timescales
scales than the latter.

The lack of a training effect in the SMR group could be due to several factors.
First and foremost, it may require more than 10 sessions to observe significant results
within participants. In addition, the protocol only used the SMR signal for the feedback.
In other work [12], we combined upregulation of SMR frequency with suppression of
theta rhythm (to counter sleepiness during training) and suppression of upper beta (to
counter strategy ofmuscle clamping). After 15 training sessions, we observed significant
increases in resting-state SMR. Thus, only using the SMR signal for feedback might not
be the best training strategy. The other, more statistical reason, could be that the number
of participants in the training group and the proportion of those participants that are
particularly able to be trained. These insights will inform better research designs that
looks at SMR neurofeedback.

There are a number of limitations to the current analyses. First of all, the design was
not optimized to investigate changes in WSLS-strategy use. To do this, the sequence
of gains and losses could be adjusted to clearly identify the strategy used. In addition,
at least one task could be added that promotes the usage of the WSLS-strategy. An
obvious candidate is Rock-Paper-Scissors. The second limitation is the sensitivity to the
neurofeedback research design to software malfunction, participant drop-out rate, and
time availability. This greatly impacted data acquisition and the final available sample
size and therefore statistical power. One approach to mitigate these issues is to conduct
a multi-site neurofeedback study, where the risk is spread and larger sample sizes can be
obtained within the same time frame, even with a similar dropout rate. A final limitation
is that the EEG was not recorded during the IGT. Although not strictly a limitation
of this study, having the EEG recording during the IGT could identify whether those
participants who increased their theta power exhibit different in-task EEG dynamics
than those who did not increase (or even decreased) their resting-state theta power.
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These limitations aside, the current results are considered to be at pilot level and
should encourage further investigation using dedicated research designs. Here, we have
shown encouraging results suggesting that brain training could in principle modulate
cognitive biases. This opens up a wide range of possibilities and research questions to
be explored further.
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Abstract. This paper presents a comprehensive study on the utiliza-
tion of the “Emotion in Motion” database, the world’s largest repository
of psychophysiological data elicited by musical stimuli. Our work is cen-
tered around three key endeavors. First, we developed an interactive
online platform to visualize and engage with the database, providing a
user-friendly interface for researchers and enthusiasts alike to explore
the intricate relationships between music and physiological responses.
This platform stands as a significant contribution to the field, offering
novel ways to interact with and interpret the complex data. Second, we
conducted an in-depth correlation analysis of the physiological signals
using Dynamic Time Warping within the database. By categorizing the
data into two main genres of music — classical and modern — and fur-
ther subdividing them into three age-specific groups, we gleaned valuable
insights into how different demographics respond to varied musical styles.
This segmentation illuminated the nuanced interplay between age, music
genre, and physiological reactions, contributing to a deeper understand-
ing of music’s emotional impact. Finally, we developed a predictive model
using Long Short-Term Memory (LSTM) networks, capable of processing
Electrodermal Activity (EDA) and Pulse Oximetry (POX) signals. Our
model adopts a sequence-to-vector prediction approach, effectively fore-
casting seven distinct emotional attributes in response to musical stimuli.
This LSTM-based model represents a significant advancement in predic-
tive analytics for music-induced emotions, showcasing the potential of
machine learning in deciphering complex human responses to art. Our
work not only provides novel tools and insights for analyzing psychophys-
iological data but also opens new avenues for understanding the emo-
tional power of music across different demographics, ultimately bridging
gaps between music psychology, physiology, and computational analysis.

Keywords: Psychophysiology · Electrodermal Activity · Pulse
Oximetry · LSTM · DTW

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
D. D. Schmorrow and C. M. Fidopiastis (Eds.): HCII 2024, LNAI 14694, pp. 52–67, 2024.
https://doi.org/10.1007/978-3-031-61569-6_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-61569-6_4&domain=pdf
http://orcid.org/0000-0003-3587-9345
http://orcid.org/0000-0001-6831-2818
https://doi.org/10.1007/978-3-031-61569-6_4


Deciphering Emotional Responses to Music 53

1 Introduction

The intricate relationship between music and its emotional impact on listen-
ers has long captivated researchers across various disciplines. This intersec-
tion of music psychology, physiology, and computational analysis offers pro-
found insights into the human emotional experience. The “Emotion in Motion”
database, renowned as the world’s largest repository of psychophysiological
responses to musical stimuli, provides an unprecedented opportunity to explore
this domain [1,2]. Our research harnesses this extensive dataset to unravel the
complex dynamics of emotional responses elicited by music, leveraging advanced
analytical and machine learning techniques.

The primary objective of our study is threefold. Firstly, we aim to democra-
tize access to this rich dataset by creating an interactive online platform. This
platform is designed not only for researchers in the field but also for a broader
audience interested in the study of music-induced emotions. It facilitates an intu-
itive exploration of the data, enabling users to visualize and interact with the
diverse array of physiological signals recorded in response to musical pieces.

Secondly, we delve into the dataset to conduct a comprehensive correlation
analysis. By categorizing the physiological signals based on musical genres—
classical and modern—and further stratifying them across three distinct age
groups, we seek to uncover patterns and correlations that may illuminate how
demographic factors influence emotional responses to different types of music.
This analysis is pivotal in understanding the subjective nature of musical per-
ception and its physiological manifestations.

Lastly, at the forefront of our study is the development of a predictive
model using Long Short-Term Memory (LSTM) networks. This model is tai-
lored to process two key physiological signals: Electrodermal Activity (EDA)
and Pulse Oximetry (POX). Employing a sequence-to-vector prediction app-
roach, the model is designed to predict a spectrum of seven emotional attributes
in response to music. This innovative application of LSTM in the realm of music
psychology represents a significant leap in predictive analytics, offering a nuanced
understanding of the emotional effects of music.

Through this multifaceted approach, our research not only contributes valu-
able tools and analyses to the field of music-induced emotion study but also
underscores the potential of integrating machine learning with psychophysiolog-
ical data. As we explore these emotional undercurrents, we shed light on the
universal yet deeply personal experience of music, opening pathways for future
interdisciplinary research in this fascinating area.

2 Literature Review

The study of psychophysiology in response to music, particularly focusing on
EAD and POX, presents a unique area of research. Boucsein’s book on EDA [3]
is a comprehensive source that covers its role in psychophysiology, offering a deep
dive into its biological aspects and practical applications. Complementing this,
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Figner and Murphy [4] discuss the use of skin conductance, a key component of
EDA, in judgment and decision-making re-search. Tobin [5] provides essential
knowledge on POX, particularly its importance in intensive care monitoring,
contributing to our understanding of physiological monitoring.

The emotional impact of music is an area rich with research. Juslin and
Västfjäll examine the various emotional responses triggered by music and the
processes behind them, highlighting the complexity of this interaction [6]. Sim-
ilarly, the work of Tomic and Janata on temporal patterns in music [7] offers
insights into the importance of rhythm and its psychological effects. In terms
of computational analysis, the use of Hidden Markov Models in music mood
classification by Eghbalzadeh et al. [8] and Müller’s examination of dynamic
time warping [9], showcase the application of these techniques in understanding
music’s influence on emotions.

Research by Salimpoor et al. sheds light on the physiological basis of musical
experiences, particularly the role of dopamine in emotional experiences related
to music [10]. Hodges further expands on this by discussing various psychophys-
iological measures used in the context of musical emotion [12]. The foundational
work by Cacioppo et al. [13] provides a broad overview of psychophysiology,
setting the groundwork for understanding these measurements. The challenges
in recording and visualizing psychophysiological data are discussed by Stern et
al. [13] and Fairclough [14], emphasizing the complexities involved in interpreting
such data.

Visualization techniques, important for understanding psychophysiological
data, are explored in various studies. Keil et al. offer guidelines for data visual-
ization in electroencephalography and magnetoencephalography [15], while Fran-
cois and Miall present 3D visualization techniques for functional data [16].

The practical application of these visualization techniques in gaming research
is highlighted by Kivikangas et al. [17], and Mandryk and Atkins demonstrate
their use in continuous emotion modeling [18]. Finally, looking at future trends,
Healey and Picard discuss the application of physiological sensors in real-world
settings, pointing towards the growing importance of wearable technology and
data visualization in psychophysiological research [20].

3 Methodology

Our methodology encompasses a multifaceted approach to understanding the
emotional impact of music through psychophysiological data. Initially, we estab-
lished an interactive platform for the “Emotion in Motion” database, enabling
effective visualization and interaction with extensive psychophysiological data,
including EDA and POX signals. This platform not only facilitated access to
detailed participant data but also provided a synchronized view of EDA and
POX responses with audio stimuli, allowing for a simulated real-time analysis of
participants’ emotional responses.

Building upon this foundation, we employed Dynamic Time Warping (DTW)
for a thorough correlation analysis, categorizing musical pieces into classical
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and modern genres and further dividing listener responses by age groups. This
stratification resulted in detailed heatmaps, elucidating patterns across different
demographics.

Finally, we developed an LSTM predictive model, intricately designed to
process combined EDA and POX sequences. This model, through its complex
architecture comprising multiple LSTM layers and a dense output layer, was
trained to predict emotional attributes from physiological responses, providing a
deep understanding of the interplay between music, emotion, and physiological
change.

3.1 Emotion in Motion Platform

The foundation of our research methodology involved the development of a spe-
cialized platform for visualizing the “Emotion in Motion” database. This platform
was designed to facilitate access to participant data, allowing for an in-depth
exploration of their physiological responses to musical stimuli.

A key feature of this platform is its ability to provide a coordinated multiple-
view display, integrating both EDA and POX responses. This integration is
synchronized meticulously with the audio tracks, enabling a simulated real-time
feed-back mechanism. Such a setup offers a dynamic and comprehensive view of
the participants’ reactions, capturing the nuances of their psychophysiological
responses as they experience different pieces of music.

By leveraging this platform, we were able to not only observe but also quan-
titatively analyze the intricate interplay between the emotional impacts of music
and corresponding physiological changes. This innovative approach to data visu-
alization and interaction stands as a cornerstone of our methodology, paving the
way for a more nuanced understanding of the relationship between music and
its emotional and physiological effects on listeners.

3.2 Physiological Responses Analysis

T-Test Analysis on Rating Based Emotion Responses for People with
and Without Hearing Impairment: Each individual was asked to rate their
feeling for 7 different emotions on a scale of 1 to 5. To examine the impact of hear-
ing impairments on individuals’ emotional and experiential responses to music,
we conducted a series of Independent Samples T-tests. Our objective was to com-
pare the ratings across seven different attributes—activity, engagement, famil-
iarity, tension, positivity, power, and like/dislike—between two distinct groups:
individuals with hearing impairments and those without.

Our initial dataset comprised responses from a collection of trials, each associ-
ated with multiple media items and corresponding ratings for the aforementioned
attributes. To ensure a balanced comparison, we first identified the top 10 most
popular media items within the dataset based on their frequency of occurrence in
the specified experiment. This step ensured that our analysis focused on media
items with sufficient data coverage across trials.
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Given the potential for missing or incomplete ratings within the trials, we
implemented a preprocessing step to handle such instances. Specifically, for trials
where the ratings for a particular media item were not provided, we replaced
the missing values with zeros. This approach allowed us to maintain consistency
in the dataset, ensuring that each trial contributed equally to the subsequent
analysis without introducing bias from incomplete data.

We segregated the trials into two groups based on the presence of hearing
impairments, as reported in the trial responses. This segregation resulted in
two distinct sets of data for comparison: one representing ratings from individu-
als with hearing impairments (215 trials) and another from individuals without
hearing impairments. To balance the groups for statistical comparison, we ran-
domly selected 215 trials from the larger group of individuals without hearing
impairments, matching the sample size of the group with impairments.

For each of the seven attributes, we conducted an Independent Samples T-
test to compare the mean ratings between the two groups. The T-statistic was
computed to measure the difference in means relative to the variability observed
within the groups, while the P-value was used to assess the statistical significance
of the observed differences. A P-value threshold of 0.05 was predetermined to
denote statistical significance (Table 1).

The analysis yielded the following results:

Table 1. Result of T-test analysis

Emotions T-statistic P value %

Activity 0.872 0.384
Engagement −1.019 0.309
Familiarity 1.140 0.255
Positivity −0.375 0.708
Power 1.290 0.198
Tension 0.575 0.566
Likeness −0.118 0.906

Activity, Engagement, Positivity, Like/Dislike: The negative T-statistics
for “activity”, “engagement”, “positivity”, and “like and dislike” suggest that the
mean ratings for these attributes are lower in the group with hearing impairments
compared to the group without, but none of these differences are statistically
significant (P-values are all well above 0.05). Familiarity, Power: Conversely, the
positive T-statistics for “familiarity” and “power” suggest higher mean ratings in
the group with hearing impairments compared to those without. Again, these
differences are not statistically significant, as indicated by P-values above 0.05.
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Familiarity, Power: Conversely, the positive T-statistics for “familiarity” and
“power” suggest higher mean ratings in the group with hearing impairments com-
pared to those without. Again, these differences are not statistically significant,
as indicated by P-values above 0.05.

Tension: “Tension” has a positive T-statistic, suggesting a slightly higher mean
rating among the group with impairments, but the difference is not statistically
significant (P-value = 0.566).

None of the attributes exhibited statistically significant differences between
the groups, as all P-values exceeded the 0.05 threshold. This suggests that within
the scope of our dataset and analysis, hearing impairments do not significantly
affect how individuals rate their experience across the tested music attributes.
It is important to note that the lack of statistical significance does not imply
an absence of differences but rather indicates that any potential differences were
not detectable with the employed statistical tests under the study conditions.

T-Test Analysis of EDA Signals for People with and Without Hearing
Impairment: Continuing our analysis, Our investigation sought to examine
physiological responses through Electrodermal Activity (EDA) signals among
individuals with and without hearing impairments. To facilitate a balanced com-
parison, we selected a sample size of 150 individuals for each group, ensuring an
equal representation of participants with and without hearing impairments. This
sample size was determined to provide sufficient statistical power for detecting
meaningful differences between the groups while maintaining manageability for
detailed signal analysis.

The EDA signals were acquired under controlled environmental conditions
to minimize external influences on physiological responses. Following data col-
lection, a series of preprocessing steps were applied to each signal to ensure
consistency and comparability across the participant pool. These preprocessing
steps included:

Noise Filtering: Application of low-pass filters to remove high-frequency noise,
which is not relevant to the EDA responses of interest.

Normalization: Adjustment of signal amplitude across participants to a com-
mon scale, accounting for individual variations in baseline skin conductance lev-
els.

Length Standardization: To facilitate direct comparison of signals across all
participants, each EDA signal was standardized to a uniform length. This was
achieved through truncation of longer signals and padding of shorter signals
with zeros, ensuring that all processed signals contained an identical number of
data points, conducive to aggregate analysis. These preprocessing efforts aimed
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to refine the EDA signals into a format amenable to feature extraction and
subsequent statistical analysis, laying a foundation for rigorous comparison of
physiological responses between individuals with and without hearing impair-
ments.

From the preprocessed EDA signals, we extracted key features representing
the physiological responses of interest. These features included the frequency
and amplitude of Skin Conductance Responses (SCRs), reflective of autonomic
arousal in response to stimuli. Each EDA signal was analyzed to identify SCR
events, with the mean SCR amplitude and frequency calculated for each partic-
ipant.

To assess the impact of hearing impairment on autonomic arousal, we con-
ducted independent samples T-tests comparing the mean SCR amplitude and
frequency between groups (individuals with versus without hearing impair-
ments). The analysis aimed to determine if hearing impairment was associated
with significant differences in physiological responses to stimuli.

The T-test comparing the mean SCR amplitude yielded a T-statistic of
0.9587219179851065 and a P-value of 0.33847603147970595. Similarly, the com-
parison of SCR frequency produced analogous statistical values, indicating the
comparative analysis’s outcome. The statistical analysis revealed no significant
differences in the EDA signal features between individuals with and without
hearing impairments. The T-statistic values indicated a minimal difference in
mean SCR amplitude and frequency between the two groups, while the P-values
(above the conventional alpha level of 0.05) suggested that these differences were
not statistically significant.

Our findings suggest that, within the scope of the analyzed EDA signal fea-
tures, hearing impairment does not significantly affect the physiological responses
measured through EDA. This outcome contributes to our understanding of the
autonomic nervous system’s response to stimuli in populations with sensory
impairments, indicating that the presence of hearing impairment may not sub-
stantially alter the physiological markers of arousal and emotional engagement
as captured by EDA.

Dynamic Time Warping for Physiological Signal Responses Analy-
sis: A pivotal aspect of our research methodology was the implementation of
Dynamic Time Warping (DTW) for the analysis of physiological responses. Ini-
tially, we applied DTW to analyze the EDA signals, comparing them against each
other to identify patterns and correlations. A similar approach was adopted for
POX signals, allowing us to delve into the intricate dynamics of these physio-
logical responses.

The crux of the DTW algorithm lies in the construction and computation of a
cost matrix, which encapsulates the distance between each pair of elements from
two sequences being compared. Let’s consider two sequences X = x1, x2, ..., xm

and Y = y1, y2, ..., yn, where m and n represent their respective lengths. The
cost matrix D is initialized with dimensions (m+ 1)× (n+ 1), and all elements
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are set to infinity, except for D[0][0], which is initialized to 0. This matrix will
store the cumulative distances between points across both sequences.

The core of the DTW algorithm involves iteratively filling this matrix. For
each element D[i][j], the algorithm calculates the distance between (xi, yj), typ-
ically using a measure such as the Euclidean distance. This distance is then
added to the minimum of the three adjacent elements (D[i − 1][j],D[i][j − 1],
and D[i − 1][j − 1]) in the cost matrix, corresponding to the operations of inser-
tion, deletion, and match, respectively. This process is succinctly captured in the
following Python code snippet:

for i in range (1, m+1):
for j in range (1, n+1):

cost = distance (x_i, y_j)
D[i][j] = cost + min(D[i-1] [j], D[i][j-1], D[i-1][j-1])

Here, distance (x_i, y_j) computes the chosen distance metric between
the elements (xi, yj). The cumulative minimum cost at each matrix cell ulti-
mately leads to the total cost of aligning the two sequences, found at D[m][n].

To deepen our analysis, we segmented the audio signals into two distinct cate-
gories: classical music and modern music. This classification was crucial in under-
standing how different genres of music elicited varying physiological responses.
Furthermore, we divided the participants into three age groups — 20 to 30, 30
to 50, and 50 to 80 years-to explore age-related variations in response to these
musical categories. For each age range and music genre, we performed DTW,
leading to a comprehensive set of analyses across six distinct groupings for each
signal type.

This systematic approach yielded a total of 12 different results, visualized
as heatmaps: EDA for classical music (Fig. 1), EDA for modern music (Fig. 2),
POX for classical music (Fig. 3), and POX for modern music (Fig. 4). These
heatmaps provided a clear, intuitive representation of the correlations within
each group, offering insights into how age and music genre influenced the EDA
and POX signals. In addition to these 12 results, we also generated two additional
heatmaps by applying DTW to compare EDA signals with each other and POX
signals with each other.

The heatmaps served as a visual guide to under-standing the complex rela-
tionships between the physiological responses and the musical stimuli, consid-
ering both the type of music and the age of the listener. This comprehensive
approach allowed us to uncover nuanced patterns and trends in the data, pro-
viding a deeper understanding of the psychophysiological impact of music across
different demographics and genres.

3.3 Model to Predict Emotional Attributes

Building upon the foundation of our methodology, we developed an LSTM pre-
dictive model with a carefully structured architecture to analyze and predict
emotional responses based on physiological data (EDA and POX signals). The



60 M. Mahat and D. Gracanin

model was designed to process sequences of combined EDA and POX data, map-
ping these to predictions about emotional states as induced by musical stimuli.

The LSTM model’s efficacy in handling sequential data stems from its unique
gating mechanisms, governed by several key equations. Each LSTM unit com-
prises three gates: the input gate i (Eq. 1), the forget gate f (Eq. 2), and the
output gate o (Eq. 3), alongside a cell state C (Eq. 4) that holds the memory for
hidden state update h (Eq. 5).

it = σ(Wi · [ht−1, xt] + bi) (1)

ft = σ(Wf · [ht−1, xt] + bf ) (2)

ot = σ(Wo · [ht−1, xt] + bo) (3)

C̃t = tanh(WC · [ht−1, xt] + bC) Ct = ft ∗ Ct−1 + it ∗ C̃t (4)

ht = ot ∗ tanh(Ct) (5)

σ represents the sigmoid activation function, tanh is the hyperbolic tan-
gent activation function, W and b denote the weights and biases of the respec-
tive gates, (ht−1) is the previous hidden state, xt is the current input, and
∗ denotes element-wise multiplication. These equations collectively enable the
LSTM to regulate the flow of information, making selective decisions about what
to retain or discard over time, which is crucial for learning from long and complex
sequences.

Model Architecture and Layers. The model was instantiated using Keras’
Sequential API, a linear stack of layers that allows for the easy building of deep
learning models. The first layer in our model is an LSTM layer with 150 units.
This number of units was chosen to ensure sufficient model complexity to cap-
ture the nuances in the data without causing overfitting. The input shape for this
layer was set to (2200, 2), reflecting our data’s structure with 2200 time steps and
two features per time step (one for EDA, one for POX). The return sequences
parameter was set to True, enabling the layer to return the full sequence of out-
puts for each input sequence, a necessary configuration for sequence-to-sequence
learning.

A second LSTM layer, also with 150 units, was added. This layer, with return
sequences set to False, returns only the last output in the output sequence. This
setup helps in reducing the dimensionality of the output and prepares it for the
final dense layer.

The model’s output layer is a Dense layer with 7 units, corresponding to the
seven emotional attributes we aim to predict. Each unit in this layer provides
a prediction for one of the emotional attributes, giving us a multi-dimensional
output that encapsulates the predicted emotional state based on the input phys-
iological data.
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Compilation and Training. The model was compiled using the adam opti-
mizer. Adam is an adaptive learning rate optimizer that has proven effective
in various deep learning applications. It is particularly well-suited for datasets
with noisy and sparse gradients. For the loss function, Mean Squared Error was
employed, aligning with our goal of predicting continuous variables (ratings of
emotional attributes). This loss function computes the mean of the squares of the
differences between predicted and actual values, making it suitable for regression
tasks.

The training process involved feeding the combined EDA and POX sequences
and the corresponding emotional ratings into the model. We set the number of
epochs to 150 and the batch size to 32. The choice of 150 epochs was based
on the observation of the loss value. We observed that the loss value did not
change noticeably after 150 epochs and so we concluded it was sufficient for the
model to converge without over-fitting. A validation split of 20 percent was used
during training to monitor the model’s performance on unseen data, ensuring
generalizability and preventing overfitting.

Model Evaluation. Post-training, the model’s performance was evaluated
using a separate test dataset. The loss on this test dataset was computed to
assess the model’s predictive accuracy on new, unseen data. This evaluation
step is crucial to understand the model’s practical applicability and its ability
to generalize beyond the training data.

The outcome of the LSTM model is a set of predictions for the seven emo-
tional attributes, based on the input physiological data sequences. These predic-
tions represent the model’s understanding and mapping of complex physiological
signals to specific emotional states, offering a novel approach to deciphering the
emotional impact of music through machine learning. This model, with its intri-
cate architecture and careful training, stands as a significant contribution to
the field, demonstrating the potential of deep learning in understanding and
predicting human emotional responses.

4 Evaluation and Results

In our sequence analysis, we utilized DTW to investigate relationships within
our dataset, focusing on two music categories: classical and modern. For each
category, we conducted DTW analysis on three age ranges—20 to 30, 30 to 50,
and 50 to 80 years for both EDA and POX signals. For each age range, we had a
sample space of 50 for EDA and 25 for POX signals. The sample space for both
classical and modern music were 10 songs. This led to twelve DTW heatmaps per
music type, each visualizing the physiological response patterns across different
age groups. These heatmaps effectively demonstrated the variance in responses
to music genres across demographics, showcasing DTW’s utility in elucidating
complex physiological data patterns.

The analysis of the distance matrix reveals distinct patterns in how physio-
logical responses vary with musical genres.
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Age 20 to 30 (EDA): In Fig. 1, we can observe from the image on left that
for age group of 20 to 30, when listening to classical music, there seems to be
very high similarity between the EDA signals of the participants.

Age 30 to 50 (EDA): In Fig. 1, we can observe from the image on the center
that for the age range of 30 to 50, when listening to classical music, there seems
to be somewhat less similarity between the EDA signals but overall, the signals
seem to be mostly similar to each other.

Age 50 to 80 (EDA): In Fig. 1, we can observe from the image on the right
that for the age range of 50 to 80, when listening to classical music, there seems
to be very high similarity between the EDA signals of the participants.

Age 20 to 30 (EDA): In Fig. 2, we can observe from the image on left that
for age group of 20 to 30, when listening to modern music, there seems to be
somewhat dissimilarity between the EDA signals in comparison to when this
group listened to classical music.

Age 30 to 50 (EDA): In Fig. 2, we can observe from the image on the center
that for the age range of 30 to 50, when listening to modern music, there seems
to be somewhat less similarity between the EDA signals and in comparison to
when they listened to classical music, their EDA signal responses seem to be
similar overall.

Age 50 to 80 (EDA): In Fig. 2, we can observe from the image on the right
that for the age range of 50 to 80, when listening to modern music, there seems
to be quite a bit of dissimilarity between the EDA signals of the participants. In
comparison to classical music, there seems to be quite a difference.

Age 20 to 30 (POX): In Fig. 4, we can observe from the image on left that
for age group of 20 to 30, when listening to classical music, there seems to be
very noticeable dissimilarity between the POX signals as well as very noticeable
similarity for some signals. In comparison to listening to modern music, this age
group seems to have pox signals that resonate with with each other better.

Age 30 to 50 (POX): In Fig. 4, we can observe from the image on the center
that for age group of 30 to 50, when listening to classical music, there seems
to be slightly less similarity between the POX signals in comparison to the age
group of 20 to 30. In comparison to signals when listening to modern music,
there seems to be less resonance between the POX signals.
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Age 50 to 80 (POX): In Fig. 4, we can observe from the image on the right
that for age group of 50 to 80, when listening to classical music, there seems to
be more dissimilarity between the responses in comparison to when listening to
modern music for this age group but overall, there is no distinct indication of
anything discernible. This result seems to be in line with the other age groups
when listening to classical music.

Age 20 to 30 (POX): In Fig. 4, we can observe from the image on left that
for age group of 20 to 30, when listening to modern music, there seems to be
very noticeable dissimilarity between the POX signals.

Age 30 to 50 (POX): In Fig. 4, we can observe from the image on the center
that for age group of 30 to 50, when listening to modern music, there seems to
be less dissimilarity between the POX signals in comparison to the age range of
20 to 30.

Age 50 to 80 (POX): In Fig. 4, we can observe from the image on the center
that for age group of 50 to 80, when listening to modern music, there seems to
be more similarity between the POX signals for this age group in comparison to
the age range of 20 to 30 and 30 to 50.

From the heatmaps generated for classical and modern music for participants
of three distinct age groups, we can observe that there seems to be noticable
difference between the participant’s EDA signals when listening to classical music
vs when listening to modern music for the age group of 20 to 30 and 50 to 80.

Unlike EDA signals, the POX signals do not demonstrate any clear differen-
tiation between classical and modern music as well as between the age groups.
This observation leads to an intriguing conclusion: EDA signals appear to be
more reflective and sensitive to variations in musical genres and age groups in
comparison to POX signals. This difference in response patterns underscores the
potential of EDA signals as more effective indicators for distinguishing between
different types of musical experiences for different age groups.

Fig. 1. Distance matrix of EDA signals for the classical music: Left: age 20 to 30.
Middle: age 30 to 50. Right: age 50 to 80.
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Fig. 2. Distance matrix of EDA signals for the modern music: Left: age 20 to 30.
Middle: age 30 to 50. Right: age 50 to 80.

Fig. 3. Distance matrix of POX signals for the classical music: Left: age 20 to 30.
Middle: age 30 to 50. Right: age 50 to 80.

Fig. 4. Distance matrix of POX signals for the modern music: Left: age 20 to 30.
Middle: age 30 to 50. Right: age 50 to 80.

In our study, the developed model demonstrates a proficient capability to pre-
dict seven distinct emotional states that individuals are likely to experience while
listening to music. Recognizing the inherently subjective nature of emotions,
where definitive accuracy is challenging, our model’s performance is notably sig-
nificant. It marks a substantial advancement in comprehending human emotional
responses to music.

Furthermore, this achievement has promising implications for the develop-
ment of recommendation systems. Such systems, informed by our model, could
analyze user inputs to tailor selections more closely aligned with individual pref-
erences. This represents not only a stride in understanding emotions but also
in enhancing user experience through personalized content curation based on
emotional responses (Table 2).
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Table 2. Accuracy obtained from LSTM for each emotion

Emotions Accuracy %

Activity 82.05
Engagement 73.6
Familiarity 84
Chills + Thrills + Shivers 89
Positivity 80.06
Tension 87.6
Likeness 72.5

5 Conclusion

This study represents a stride in the field of psychophysiology and its intersec-
tion with music. By harnessing the extensive data from the “Emotion in Motion”
database, we have developed an interactive platform that allows for an in-depth
exploration and visualization of psychophysiological responses to musical stim-
uli. Our application of DTW to analyze EDA and POX signals across different
musical genres and age groups has yielded insightful findings. Particularly, we
observed that EDA signals more distinctly differentiate between classical and
modern music genres compared to POX signals, suggesting a higher sensitiv-
ity of EDA in reflecting emotional responses to different types of music and for
different age groups.

Furthermore, the implementation of a LSTM predictive model has been an
important part of our research. This model’s ability to predict seven different
emotional states from physiological data showcases the potential of machine
learning in decoding complex human emotions. The implications of this are
twofold: first, it enhances our understanding of the nuanced relationship between
music and its emotional impact on listeners; second, it paves the way for devel-
oping sophisticated recommendation systems that can personalize content based
on an individual’s emotional responses.

Our research highlights the intricate connections between music, emotion,
and physiological responses. It indicates new avenues for future investigations
into how music can evoke a spectrum of emotions and how these can be quantified
and utilized in practical applications. The convergence of psychophysiological
data analysis and machine learning, as demonstrated in this study, sets a prece-
dent for further interdisciplinary research that can expand our understanding of
the human emotional experience.
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Abstract. The frontal regions of the brain are crucial for cognitive functions such
as decision-making and emotional regulation. Understanding how these regions
respond to different visual stimuli is essential for advancing our understanding of
childhood cognitive development, especially in human interaction. The study of
brain wave patterns, such as the P100 wave, in children provides valuable insights
into cognitive processes and the brain development of the younger population,
particularly when investigating frontal channels. The P100 wave plays a crucial
role in visual processing and attention allocation in children.

In this study, a cohort of 20 nine-year-old children, including 8 girls and 12
boys, was recruited. The experiment involved presenting 14 videos on a com-
puter for 15 s, interspersed with periods of a neutral screen. The primary objective
was to assess the influence of these videos on brain wave activity. Initially, sur-
veys were administered to parents and then to the children to understand habits,
preferences, and academic performance. Subsequently, Muse device data were
correlated with survey information. Studies indicate that alpha band activity is
linked to visual processing and attention maintenance, while theta band activity
is associated with memory consolidation and increased cognitive engagement,
especially in human interaction. The research highlights significant disparities in
brain responses between entertainment and educational videos, emphasizing the
positive impact of engaging content and interactive experiences on the activation
of frontal regions. Additionally, the analysis of the P100 component revealed a
greater prominence in response to entertainment videos compared to educational
ones.

Keywords: Children · P100 · alpha · theta · muse · EEG

1 Introduction

Technology has been one of the most significant and fascinating evolutions throughout
history, profoundly impacting society. Since ancient times, humans have created tools
with the aim ofmaking their lives easier and achieving newgoals. In contemporary times,
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technology has become one of the fastest innovations, influencing everything from how
we live to how we interact.

Society increasingly relies on technology for almost every aspect of daily life. This
dependence has grown, encompassing the need for technology in performing daily tasks,
decision-making, communication, and ultimately integrating intowhat is known asmod-
ern society. YouTube has emerged as a platform that not only provides entertainment but
also serves as a learning tool, holding considerable importance in the lives of children.
This platform offers a wide variety of videos, essentially becoming a pastime for chil-
dren. We are aware that currently approximately one-third of internet users are under
the age of 18. This sample demonstrates that the internet is increasingly being utilized
by children without adult supervision. Children are acquiring the capability to master
various tools available to them, leading to a significant transformation in the way they
engage and interact within society [1].

However, despite being a source of entertainment for children, the developmental
impact of YouTube is a subject of debate. There are opposing opinions, with some argu-
ing against the platform’s benefits and others supporting its positive contributions.While
many advocate for the educational and creative benefits of using this platform, there are
also concerns about the negative impacts of excessive screen time. The primary objective
of this project is to understand the impact of YouTube on children’s development, con-
sidering the diverse content of videos and comprehending children’s reactions through
observation and the assistance of the Muse 2 device. The aim is to decode the extent
to which YouTube is impactful on the nervous system of children. This research will
delve into both the positive and negative aspects of children’s exposure to YouTube,
considering educational, creative, and potential detrimental effects. The frontal regions
of the brain hold a pivotal role in facilitating higher-order cognitive functions, including
decision-making and emotional regulation [2]. Understanding how these cerebral areas
respond to a diverse range of visual stimuli is of paramount importance for advanc-
ing our comprehension of infant cognitive development, particularly in the context of
human interaction [3]. Moreover, the study of brainwave patterns, particularly the P100
wave, in children has opened up intriguing avenues for understanding the cognitive
processes and developmental aspects of the young brain [4]. The P100 wave, an early
visual event-related potential (ERP) component, is known for its role in visual process-
ing and attention allocation. When it comes to children, investigating the P100 wave
within the frontal channels offers valuable insights into their cognitive development and
information processing [5].

Utilizing EEG Muse technology [6], we performed an extensive analysis of brain
activity patterns within the alpha and theta frequency bands before, during, and after
children’s exposure to specific video content and human interaction scenarios. Addi-
tionally, we scrutinized the amplitude and latency of the P100 wave. This comprehen-
sive investigation revealed noteworthy changes in frequency spectra and P100 wave
characteristics within the frontal regions, highlighting distinct cerebral responses when
comparing entertaining and educational video materials, as well as the impact of human
interaction.
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2 Methodology and Procedure

In this study, a cohort of 17 children, comprising 8 females and 12males, all aged 9 years,
were recruited. The experimental protocol involved the presentation of 14 distinct videos,
each displayed on a PC screen for 8 s, interspersed with periods of a neutral screen. The
primary aim of this research is to assess the influence of these videos on brain wave
activity. Initially, a survey was administered to both parents and teachers, as well as
the children themselves, in order to comprehensively characterize the children’s habits,
preferences, and academic performance. Subsequently, the data collected from theMuse
device was correlated with the information gathered from these surveys.

2.1 Procedure

The research progressed through the following stages:

a) Conducting a questionnaire survey with the teacher and the parents
b) Collecting data by observing a video with the assistance of the Muse 2 device.
c) Administering a questionnaire survey to the students.

2.2 Protocol

The experimental protocol involved the presentation of 14 distinct videos, each displayed
on a PC screen for 15 s, interspersed with periods of a neutral screen during 2 s. The
videos comprised both entertaining (1) and informative (2) content, as showed in Fig. 1.

1 2 

Fig. 1. Experimental Protocol

In Table 1 is described the videos id (#), the time (in sec) and the type of the video
(Pause, Entertaining and Informative).

3 Results and Discussion

The teacher questionnaire survey aims to assess the overall school performance across
different subjects. The results provide an overview of the students’ academic achieve-
ments, encompassing various assessments and overall educational activities, Fig. 2.
School performance is gauged through factors such as grades, test scores, class partici-
pation, and other assessments reflecting the students’ comprehension and mastery of the
taught material. The data indicates that, on a global scale, the class exhibits high perfor-
mance across all subjects, with a notable emphasis on environmental studies. Portuguese
and Math demonstrate similar levels of achievement.
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Table 1. Videos Information: id (#), time/sec) and type of videos (pause, entertaining, informa-
tive)

# Time Type # Time Type

1 2 seg Pause 16 15 seg Informative

2 15 seg Entertaining 17 2 seg Pause

3 2 seg Pause 18 15 seg Entertaining

4 15 seg Informative 19 2 seg Pause

5 2 seg Pause 20 15 seg Informative

6 15 seg Entertaining 21 2 seg Pause

7 2 seg Pause 22 15 seg Entertaining

8 15 seg Informative 23 2 seg Pausa

9 2 seg Pause 24 15 seg Informative

10 15 seg Entertaining 25 2 seg Pause

11 2 seg Pause 26 15 seg Entertaining

12 15 seg Informative 27 2 seg Pause

13 2 seg Pause 28 15 seg Informative

14 15 seg Entertaining 29 2 seg Pause

15 2 seg Pause

Note that the choice of entertaining videos was influenced by the children’s preferences, while
the selection of informative videos was made in collaboration with both teacher feedback and the
preferences expressed by the children

Fig. 2. School Performance in %

The parents are also participating in this study to better understand the habits of their
children using the internet. Over a period of two months, the children were supervised.
The questions we are interested in knowing from the parents are:

Q1 - How often does your child use the internet at home?
Q2 - How many hours does your child spend on the internet per day?
Q3 - How much time, on average does your child dedicate to watching videos on
YouTube?
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Fig. 3. Number of days per week and the average number of hours per day that each child engages
in internet activities

Analysis of Fig. 3 reveals a consistent pattern in the internet usage habits of children,
signaling their daily access and an average duration of over one hour spent on online
activities. Notably, Fig. 4 highlights a distinct focus on YouTube, with an average daily
usage of approximately 1.6 h. This observation emphasizes the widespread adoption of
internet usage among children, highlighting a daily routine of online involvement. The
substantial time allocation to YouTube implies a significant preference for video content
consumption, underscoring the platform’s popularity within this demographic. In order
to delve into the content and attention levels during video consumption, an analysis of
alpha and theta waves’ power energywas conducted as part of the experimental protocol.

Fig. 4. Number of hours in the YouTube 1h, 2h and 3h

Analyzing data from the Muse device, we assessed both theta and alpha activity
across all videos. Segregating them into categories—entertaining videos (1), informative
videos (2), and breaks (3)—the results indicate a significant elevation in average theta
wave activity for entertaining videos (1), followed by informative videos (2), and, lastly,
during breaks (3), as shown in Fig. 5. This underscores the participants’ greater focus
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and attention towards entertaining. This pattern suggests that children exhibit heightened
cognitive engagement, attention, and focus during entertaining videos on YouTube. The
higher theta wave activity during informative videos indicates a considerable level of
cognitive involvement, albeit to a lesser extent than during entertainment. The lowest
thetawave activity observed during breaks suggests a relaxation or disengagement phase.

Understanding the neurological responses to different content categories onYouTube
provides valuable insights into the preferences and attention levels of children. Such
findings can contribute to the development of content strategies that align with the
cognitive capacities and interests of the target audience, fostering a more informed
approach to digital content creation for this demographic.

Fig. 5. Average Power Energy considering Alpha and Theta bands

Fig. 6. P100 wave considering the mean of entertainment videos and the mean of informative
videos

The analysis of P100 was conducted, revealing notable differences in amplitude
between entertainment and informative videos, Fig. 6. Specifically, the P100 amplitude
was found to be higher in response to entertainment videos compared to informative
ones. This elevated P100 amplitude suggests heightened neural engagement or attention
during the early processing stages, potentially attributed to the visually stimulating or
attention-grabbing nature of entertainment content as opposed to informative content.
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The T-test analysis was conducted, and the results demonstrate a statistically
significant difference between entertainment videos and informative ones (p= 0.00145).

Following the test, all children are required to respond to a questionnaire, addressing
the following inquiries:

• Q1 - Are you currently utilizing the internet?
• Q2 - Do you access the internet at home?
• Q3 - When you are online, do your parents generally remain nearby?
• Q4 - What do you enjoy watching the most on YouTube?”
• Q5 - Which video did you like the most?

After conducting a thorough analysis of the results, it was observed that every child,
constituting 100%, utilizes the internet at home, often without parental supervision, as
evidenced by responses to Q1, Q2, and Q3. Figure 6 illustrates the distribution of video
types on YouTube, encompassing categories such as Informative, Game Tutorial, Vlog,
and Entertaining. Notably, the Entertaining category exhibits the highest frequency of
visualization. Regarding Q5, the findings indicate that concerning video preferences,
23.5% expressed a preference for video 2 (Entertaining), while the majority, accounting
for 76.5%, favored video 1 (Informative) (Fig. 7).

Fig. 7. Type of videos visualized inYouTube (left graph),where 1 - informative; 2-GameTutorial;
3-Vlog and 4 - Entertaining

Taking into account all the presented results, there is a significant correlation between
the P100, power energy in theta and alpha bands, and the type of video content (specifi-
cally, entertaining videos). This information contributes to a better understanding of how
visual processing and cognitive states may be influenced by different types of video con-
tent a correlation analysis was conducted to enhance the understanding of the obtained
findings.
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4 Conclusions and Further Work

Our findings suggest that alpha band activity may be intricately linked to the processing
of visual information and the maintenance of sustained attention, while the theta band
could be associated with memory consolidation and heightened cognitive engagement,
especially when coupled with human interaction [7, 8]. Moreover, our study illuminated
substantial disparities in cerebral responses between entertaining and educational videos,
underlining the positive impact of entertaining content and interactive experiences in
stimulating the activation of frontal regions. Furthermore, the P100 component was
analyzed in response to each video individually, revealing that it is more prominent
in response to entertainment videos in comparison to educational ones. The observed
differences in P100 amplitude between entertainment and informative videos suggest
variations in early neural processing. Further research and a detailed exploration of the
specific characteristics of the videos and the experimental design can provide deeper
insights into the cognitive and emotional processes involved.

The implications of comprehending these precise cerebral reactions, within the con-
text of human interaction, are profound for the realms of childhood education and enter-
tainment [9].Our results underscore the pivotal role of engaging and entertaining content,
as well asmeaningful human interaction, in fostering cognitive engagement and facilitat-
ing learning in children. Additionally, they offer invaluable insights for the development
of more efficacious and captivating educational materials and interactive learning expe-
riences. In sum, this study significantly contributes to the burgeoning field of infant
cognitive development neuroscience, providing pathways to optimize educational and
entertainment experiences tailored to children’s needs, preferences, and the enriching
influence of human interaction.
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Abstract. Debugging is an important skill to learn for novice programmers and
since compiler error messages are instrumental to the debugging process, inves-
tigating how novice programmers read and process these messages has become a
subject of interest among computer science education researchers. Prior studies
were valuable because they identified differences in the visual attention patterns of
high and low performers and of experts and novices. They were, however, subject
to certain limitations. In this study, we attempted to bridge these gaps by continu-
ing the study of Rodrigo and Tablatin [18] and Tablatin and Rodrigo [21]. Using
the methodology detailed in Rodrigo & Tablatin [18], we investigated how student
programmers process literal and non-literal syntax errors embedded in Java and
C++ programs. The analysis of eye tracking data collected from participants of
two schools revealed a variation in visual effort and attention patterns of high and
low performers. We conclude that low performance is not always associated with
low visual attention. The novice programmer code comprehension errors may be
rooted in other causes such as tracing and debugging strategies that students use,
cognitive skills, individual preference of learning and programming experience.
These factors are out of scope for this paper but may be the subject of future work.

Keywords: Eye-tracking · Compiler Error Messages · Error Lines · Syntax
Errors · Visual Attention · Visual Effort

1 Introduction

Novice programmers rely on compiler error messages to assist them in identifying and
rectifying errors within their programs during the debugging process. However, students
often struggle with understanding these compiler error messages and consequently find
it difficult to debug their programs. Students reported that such errors are frustrating
and have described them as “barriers to progress” [3]. Further, students have difficulty
locating and repairing syntax errors using only the typically terse error messages pro-
vided by the average compiler [7, 19]. McCall and Kolling [14] noted in their study that
Java error messages, are confusing from the novices’ point of view due to the following
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observations: (1) a single error may, in different context, produce different diagnostic
messages and (2) the same diagnostic message may be produced by entirely different
and distinct errors.

Programming errors can be categorized into twobroadgroups: language specification
errors and program specification errors. Language specification errors arise when the
program fails to meet the requirements and rules of the programming language, making
them detectable by the compiler or interpreter. When a properly structured program
deviates from its specified correctness criteria, it contains program specification errors
or sometimes called logic errors [2]. This paper focused on language specification errors
which are often also known as compiler errors or syntax errors. When the compiler or
interpreter detects a language specification error, it sends feedback to the programmer
through error messages, and these can be either literal or non-literal error messages.
Literal syntax error messages are compiler-reported errors that exactly correspond to the
actual error. For instance, in Java, if the error ‘semicolon (;)’ expected were literal, it
means that a semicolon is missing and that adding a semi-colon to the line indicated will
solve the problem. Non-literal syntax error messages are those that do not accurately
correspond to the real error [8]. If the error ‘semicolon (;)’ expected were non-literal, this
would mean that adding a semi-colon to the line indicated would not solve the problem
because the error that caused the message was located somewhere else.

Because debugging is an important skill to learn and since compiler error messages
are instrumental to the debugging process, investigating how novice programmers read
and process these messages has become a subject of interest among computer science
education researchers. Researchers have employed a number of methods to study how
novice programmers debug code. These include qualitative studies by Whalley, Settle
and Luxton-Reilly [26], Javier [9], Yen, Wu, and Lin [27] and eye tracking by Lin et al.
[12]. Whalley et al. [26] conducted qualitative analysis and observed that comprehen-
sion, evidence-based activities, and workflow practices contribute to novice debugging
success. Javier [9] conducted qualitative interview, document reviews and observation to
understand information technology life-long learners who were subjected to a hands-on
experience, program tracing and interviews. He found novice programmers’ difficulties
in program structures, debugging, code comprehension and code navigation. Yen, Wu,
and Lin [27] undertook a qualitative investigation that aimed to categorize difficulty
levels associated with various types of errors among novice and expert programmers.
The participants were requested to vocalize their thought processes during debugging
activities, specifically focusing on syntax, semantic, and logic errors encountered while
utilizing a compiler. The findings indicated that novice programmers often encounter
confusion during the debugging of semantic errors, leading them to engage in backward
inference. The study documented key metrics such as debugging time, completion time,
and the frequency of debugging behaviors [27]. Lin et al. [12] asserted that, to minimize
cognitive load during debugging and observe students’ insights without requiring ver-
balization of their actions, they opted for the utilization of eye-tracking methodology
over the think-aloud protocol.

In this study, we used eye tracking to collect quantitative data about how novice
programmers read and act upon compiler error messages. Eye tracking is a technique
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that provides a direct measure of the visual attention of a programmer while perform-
ing a program comprehension task [6]. Several studies have employed eye tracking to
quantify the cognitive effort and processing required in comprehending computer code.
Jessup [10] and colleagues conducted a pilot study to examine group differences in code
comprehension abilities and perceptions of experts and novice computer programmers.
They found that experts had more fixations than novices implying that experts were
devoting more attention to tasks and employing greater cognitive skills compared to
novices.

In 2018, Villamor et al examined the eye movement patterns of participants within
pairs as they traced and debugged segments of code. They conducted a dual eye-tracking
study, capturing their fixations and calculating gaze-relatedmetrics for these individuals.
The findings indicate that individuals categorized as more successful tend to initially
familiarize themselves with the program, exhibit heightened focus on the lines with the
errors and demonstrate a higher level of task engagement [24]. In a series of programming
tasks, Turner, and colleagues [23] investigated how different programming languages
influenced the performance of developers. To quantify visual effort, the researchers
documented four eye tracking metrics: (1) the number of fixations and (2) the duration
for the entire program, as well as (3) the fixation count and (4) duration specifically on
the defective lines within the programs. Each of these metrics was expected to increase
with the visual effort expended by the participants. The authors’ analysis revealed no
significant differences in any of the metrics, except for a higher number of fixations on
the buggy lines of the Python programs compared to the C++ programs [23]. Tablatin
and Rodrigo [21] studied the difference in visual attention of students while finding
syntax errors in C++ using fixation count and fixation duration metrics. They found that
high performing students had significantly higher visual attention on error lines than the
low performing students.

Prior studies were valuable because they identified differences in the visual attention
patterns of high and low performers and of experts and novices. They were, however,
subject to certain limitations. Jessup et al. [10] and Turner [23] did not include analysis
of programmers’ interaction with compiler error messages. There was no uniformity in
the type of errors inserted in the code as they could be syntactic or semantic in Villamor
et al. [24]. The number of errors per program also varied. The font size could be small
which may lead to ambiguity when interpreting fixation locations. Whether an error was
literal or non-literal was not taken into account in the study of Tablatin and Rodrigo
[21]. We therefore attempt to bridge these gaps by continuing the study of Rodrigo
and Tablatin [18] and Tablatin and Rodrigo [21]. Using the methodology detailed in
Rodrigo & Tablatin [18], we investigate how student programmers process literal and
non-literal syntax errors embedded in Java and C++ programs. Through this study, we
hope to contribute new knowledge about how student programmers read and process
these types of errors using different programming languages. Our research questions
include:

1. How does visual attention to compiler error messages for literal syntax errors differ
between high-performing and low-performing novice programmers?

2. How does visual attention to compiler error messages for non-literal syntax errors
differ between high-performing and low-performing novice programmers?
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3. How does visual attention to error lines for literal syntax errors differ between high-
performing and low-performing novice programmers?

4. How does visual attention to error lines for non-literal syntax errors differ between
high-performing and low-performing novice programmers?

5. How does student visual attention to compiler error messages differ with their visual
attention to error lines for literal syntax errors?

6. How does student visual attention to compiler error messages differ with their visual
attention to error lines for non-literal syntax errors?

7. How does student visual effort on the error lines differ when locating literal vs.
non-literal syntax errors?

Note that error lines refer to the line(s) in the code containing the error(s).We referred
to the number of fixations and fixation durations on an area of interest (AOI) as visual
effort. We termed the amount of fixations directed towards an AOI, relative to the total
amount of fixations on the entire stimuli as visual attention.

2 Method

2.1 Participants

Students in their college level who had completed at least one programming course
participated in this study. A total of 63 participants were recruited, 31 from School A
in Metro Manila and 32 from School B in Pangasinan. The actual number of samples
included in the analysis varied because data of some students had to be excluded. The
details of the final numbers will be given below.

2.2 Stimuli

Characteristics of the Stimuli. The stimuli characteristics presented in Tablatin and
Rodrigo [21] were the same in this study. However, two sets of stimuli were used. The
two sets of stimuli had the same problem descriptions, problem sequences, and problem
solutions. The first set of stimuli was written in Java while the second was written in
C++. The Java stimuli were used in the eye tracking experiment with respondents from
School A while the C++ stimuli were used with respondents from School B.

Code Complexity and Criteria. The complexity of the code and criteria presented in
Tablatin and Rodrigo [21] were also the same in this study.

2.3 Experimental Setup and Procedure

The experimental setup and procedures described in the studies of Rodrigo and Tablatin
[18] and Tablatin and Rodrigo [21] was also used in this study.

2.4 Comprehension Task and Evaluation

The primary task for the participants was to locate program errors. There was no need
for the participants to correct the errors. The evaluation of participant performance was
based on the accuracy of their responses.
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2.5 Sources of Data

There were three sources of data in this study: eye trackingmetrics, video recordings and
slide viewer data. The eye tracking data were collected and saved in an individual CSV
file composed of information regarding the fixation timestamp, the location of fixations,
fixation durations, blinking counts, pupil dilations, and separate values for the left and
right eye movements. Figure 1 shows an example of eye tracking data exported as a file
from the Gazepoint Analysis software. In this study, the fixation timestamp, location of
fixations, and fixation durations were extracted from these eye tracking data. Fixation
timestamp represents the duration in seconds that has passed since themost recent system
initialization or calibration. It is registered after the image transmission from the camera
to the computer. The location of fixations is represented by the FPOGX, FPOGY, and the
X- and Y-coordinates of the fixation POG, as a fraction of the screen size. The fixation
POG data provides the user’s point-of-gaze as determined by the internal fixation filter.
The fixation durations FPOGD is the duration of the fixation POG in seconds [16].

The slide viewer data logged the action type, timestamp, slide number, and locations
of marked areas in each of the slides. The action type represents a press on one of the
Next, Previous, and Reset buttons or a mark on the selected error in a program line. The
timestamp is the start time in seconds when the action took place. The slide identifies the
slide numbers that were visited. Note that only positive numbered slides were marked
with X and Y points since these are the slides containing the program solutions. Figure 2
shows a screenshot of the sample slide viewer data. The odd numbered slides are the
problem descriptions. The X and Y columns represent the location in the slides that
were marked by the user. The eye tracking and slide viewer data were used to generate
segmented data for each participant. The segmentation refers to the process of separating
the fixation data thatwere captured per slide. Thiswas done to perform statistical analysis
of data on fixations of participants in each problem.

Video data of each participant’s fixation map and answers in the test were gener-
ated and exported. The video data was used to review the participant fixations and test
responses. The responses of the students in each problem were evaluated, giving 1 point
for every correctly identified syntax error. We grouped students’ data into high and low
performing based on their total scores in Problem 2 and Problem 4 (literal syntax error
problems). We did the same on their total scores in Problem 1, Problem 3 and Prob-
lem 5 (non-literal syntax error problems). The scores of all participants in literal syntax
error problems were averaged. If the total score of the respondent is greater than or
equivalent to the average score of all students, the participant was classified as high per-
forming. Otherwise, the participant was classified as low performing. The same method
was employed on non-literal syntax error problems.
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2.6 Data Pre-processing

Participants’ eye movements, including the timestamp of fixation occurrences, the x and
y coordinates indicating fixation locations, and the duration of each fixation were saved
on a CSV file. The Areas of Interest (AOIs) of the five programs were drawn using the
OGAMA Areas of Interest module [25] to obtain AOI coordinates.

In this study, the compiler error message and the line in the code containing the error
(error line) were marked as AOIs. The AOI coordinates obtained from OGAMA are
provided with respect to the screen resolution settings used during AOI definition. To
align the fixation locations with the program codes, we transformed the eye tracking data
by scaling the x andy coordinates. Specifically, the x coordinatesweremultiplied by1366
and the y coordinates were multiplied by 768. This adjustment was made to ensure that
the coordinates matched the program code layout used during the experiment, whichwas
designed for a screen resolution of 1366 × 768. In addition, the fixation durations were
recorded in terms of seconds by the eye tracker and were converted into milliseconds by
multiplying the duration with 1000 [21]. These processes were done for the eye tracking
data of the participants to determine their visual effort and attention in finding the literal
and non-literal syntax errors.

Fig. 1. Screenshot of Eye tracking Data saved as CSV file

2.7 Eye-Tracking Metrics

We included two eye-tracking metrics that are commonly collected when participants
read computer code: fixation count (FC) and fixation duration (FD). Additionally, we
calculated the time to first fixation, proportional fixation count, and proportional fixation
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Fig. 2. Screenshot of Slide Viewer Data saved as CSV file

durations tomeasure the visual attention on two areas of interest in each program namely,
the compiler errormessage and the error line.Weusedfixation count andfixationduration
to measure visual effort of participants on the areas of interest. The definitions of each
of the metrics is as follows:

Fixation Count. Fixation count (FC) was defined as the number of fixations made
within the pixel range of code for each participant and for each of the five programs.

Fixation Duration. Fixation duration (FD) was computed separately for each partici-
pant and for each of the five programs by computing the fixation duration inmilliseconds
of each fixation spent within the pixel range of the stimuli.

Proportional Fixation Count. Proportional fixation count (PFC) was calculated by
dividing the fixation count on an area of interest (AOI) by the total number of fixations
on the entire slide during test duration on each problem.

Proportional Fixation Duration. Proportional fixation duration (PFD) was calculated
by dividing thefixation duration on an area of interest (AOI) by the total fixation durations
on the entire slide during the test duration on each problem.

Time toFirst Fixation. Time from the beginning of a program slide displayed on screen
until the participant fixates on a given AOI which in this case are the error line and the
compiler error message.

2.8 Data Analysis

To answer the first to fourth research questions, we calculated the average proportional
fixation count, average proportional fixation duration and average time to first fixation
on error lines and compiler error messages in the literal and non-literal syntax error
problems. The purpose was to determine the difference in the visual attention given
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by high and low performing students on error lines and compiler error messages when
identifying literal and non-literal syntax errors respectively. We used independent sam-
ples t-test to determine the difference in the visual attention of high and low performing
students on the compiler error messages and error lines of both and non-literal syntax
error problems.

To answer the fifth and sixth research questions, we compared the average pro-
portional fixation count as well as the average proportional fixation duration of high
performers on compiler literal error messages and error lines in literal syntax error prob-
lems. Then, we did the same for the non-literal syntax error problems. The purpose
was to determine the differences in the visual attention of high performing students on
compiler error messages and error lines when they are locating literal and non-literal
syntax errors. We applied the same methods to the data of the low performing group.

To answer the seventh research question, we calculated average fixation count, aver-
age fixation duration and average time to first fixation on error lines and compiler error
messages of the high performing group on literal and non-literal syntax error problems
respectively. This was to determine the difference in the visual effort exerted by the
students when they identify literal syntax errors versus when they identify non-literal
syntax errors. The same methods were employed on the data of the low performing
group. We used the independent samples t-test in the statistical tests to answer the first to
fourth research questions. A paired samples t-test was used to answer the fifth to seventh
research questions.

3 Results

Data of 12 participants obtained from School A and 6 participants obtained from School
B were discarded due to lack of fixations recorded and/or frequent head movements
resulting in inaccurate recording of fixations. Thus, the data included in the analysis
were from 19 students from School A and 26 students from School B. The grouping
based on performance resulted in 15 high performers and 4 low performers in School A,
and 18 high performers and 8 low performers in School B, specifically for addressing
literal syntax errors. Meanwhile, 12 students were high performing and 7 were low
performing in School A whereas in School B, 16 students were high performing while
10 were low performing in non-literal syntax error problems.

Comparison of Visual Attention to Compiler Error Messages of High and Low
Performing Novice Programmers.

3.1 Compiler Error Messages for a Literal Syntax Error

School A. To determine if there was difference in the visual attention of high and low
performing students on compiler error messages, we analyzed the average proportional
fixation count, average proportional fixation duration and average time to first fixation.
Results revealed that the average proportional fixation count, average proportional fix-
ation duration, and average time to first fixation on compiler error messages did not
significantly differ between high and low performers.
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School B. The same fixation metrics used to analyze the data of School A were used
to analyze the data of School B. We also found that the visual attention of high and
low performers did not differ in terms of the average proportional fixation count, aver-
age proportional fixation duration, and average time to first fixation on compiler error
messages of literal syntax error problems.

These results imply that the visual attention on the compiler error messages of literal
syntax error problems is the same regardless of the student performance and school.

3.2 Compiler Error Messages for a Non-literal Syntax Error

School A. We found no significant differences between groups in terms of average
proportional fixation count, average proportional fixation duration, and average time to
first fixation on compiler error messages.

School B. Results show that high performers had significantly greater average propor-
tional fixation count (M = 0.15, SD = 0.08) than low performers (M = 0.08, SD =
0.09), t(24)=−2.17, p= 0.040. However, we found no significant differences between
high and low performers on average proportional fixation duration and average time to
first fixation on compiler error messages in non-literal syntax error problems. Figure 3
illustrates the visual summary of distribution and skewness of the average proportional
fixation count on compiler error messages. The data shows a higher median proportional
fixation count among high-performing students when compared to their low-performing
counterparts. The findings imply that high performers exerted more visual attention on
the compiler error messages of non-literal syntax error problems compared to the low
performers.

Fig. 3. Average Proportional FC on Compiler Error Messages (School B) – Non-literal

Comparison ofVisual Attention toErrorLines ofHigh andLowPerformingNovice
Programmers
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3.3 Error Lines with a Literal Syntax Error

School A. To determine if visual attention to error lines differ between high-performing
and low-performing novice programmers, we analyzed the average proportional fixation
count, average proportional fixation duration, and average time to first fixation on the
error lines of literal syntax error problems. Similar to the result of the visual attention to
compiler error messages on literal and non-literal syntax error problems, we also found
no significant differences between these two groups.

School B. The result of the analysis revealed that the average proportional fixation
count of high performers on error lines was significantly greater (M = 0.10, SD= 0.05)
than low performers (M = 0.04, SD = 0.01), t(21.78) = −4.68, p < 0.001. Similarly,
high performers had significantly greater average proportional fixation duration (M =
0.10, SD = 0.06) than low performers (M = 0.04, SD = 0.02), t(21.13) = −4.16, p
< 0.001. However, we found no significant differences between the groups in terms of
the average time to first fixation. Figures 4 and 5 show the distribution and skewness of
average proportional fixation count and average proportional fixation duration on error
lines. High performers had significantly higher median average proportional fixation
count and average proportional fixation duration than low performers. The results imply
that high performers had more visual attention on the error lines of literal syntax error
problems compared to the low performers.

Fig. 4. Average Proportional FC on Error
Lines (School B) – Literal

Fig. 5. Average Proportional FD on Error
Lines (School B) – Literal

3.4 Error Lines with a Non-literal Syntax Error

School A. We compared the high and low performers’ average proportional fixation
count, average proportional fixation duration and average time to first fixation on error
lines but found no significant differences between the groups.

School B. The analysis of the visual attention to error lines of non-literal syntax error
problems revealed that high performers had greater average proportional fixation counts
on error lines (M=0.06,SD=0.04) than lowperformers (M=0.03,SD=0.01), t(19.23)
= −3.18, p < 0.01. Additionally, high performers had greater average proportional
fixation durations on error lines (M = 0.07, SD = 0.05) than low performers (M =



A Comparative Study of High and Low Performing Students’ Visual Effort 87

0.03, SD = 0.01), t(17.65)=−3.01, p< 0.01. The average time to first fixation of high
performers on the error lines was not significantly different from that of low performers.
Figures 6 and 7 present a visual overview depicting the distribution and skewness of the
average proportional fixation count and average proportional fixation duration on the
error lines for both groups. The visual representation indicates a positive skewness in both
datasets, revealing that high-performing students exhibit more dispersed data, a higher
median average proportional fixation count, and higher median average proportional
fixation duration in comparison to their low-performing counterparts.

Fig. 6. Average Proportional FC on Error
Lines (School B) – Non-literal

Fig. 7. Average Proportional FD on Error
Lines (School B) – Non-literal

Based on the School B dataset, we observed that high performers exerted more
visual attention to the error lines of non-literal syntax error problems as indicated by
greater average proportional fixation count and average proportional fixation duration.
This finding supports the findings of Chandrika & Amudha [6] and Sharif et al. [20] that
experts tend to concentrate more on areas where the errors are located while novices
read the code more broadly. The greater number of fixations on an AOI indicates its
importance [4]. Hence, high performers were observed to have more fixations on the
error lines.

Comparison of Student Visual Attention to Compiler Error Messages vs. Error
Lines

3.5 Literal Syntax Error

For both Schools A and B, we compared high performers’ visual attention on error lines
versus their visual attention on compiler error messages and found no significant differ-
ences in terms of average proportional fixation count and average proportional fixation
duration. When we performed the same analysis with the data from low performers, we
also found no significant differences.
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3.6 Non-literal Syntax Error

School A. School A’s high and low performers exerted as much visual attention on error
lines and on compiler error messages. Average proportional fixation count on error lines
versus compiler error messages and average proportional fixation durations on error
lines versus compiler error messages were not significantly different.

School B. For non-literal syntax error problems, low performers exerted the same visual
effort on error lines and compiler error messages. When comparing low performers’
average proportional fixation counts and average proportional fixation durations on error
lines and compiler error messages, we found no significant differences. On the other
hand, high performers had significantly greater average proportional fixation count (M
= 0.15, SD = 0.08) on compiler error messages than on error lines (M = 0.06, SD =
0.04), t(15) = −4.120, p = 0.001 in non-literal syntax error problems. Likewise, high
performers had significantly greater average proportional fixation duration (M = 0.15,
SD= 0.08) on compiler error messages than on error lines (M = 0.07, SD= 0.05), t(15)
= −3.331, p = 0.005. Figures 8 and 9 show the distribution and skewness of average
proportional fixation count and average proportional fixation duration of high performers
on compiler error messages and error lines. High performers had significantly higher
median average proportional fixation count and average proportional fixation duration
on compiler error messages than on error lines. This implies that high performers paid
more visual attention to compiler error messages than on error lines in non-literal syntax
error problems.

Fig. 8. Average Proportional FC Compiler
Error Messages vs. Error Lines (School
B) – Non-literal

Fig. 9. Average Proportional FD Compiler
Error Messages vs. Error Lines (School
B)– Non-literal

Comparison of Visual Effort of Novice Programmers on Error Lines when Locat-
ing Literal vs. when they are Locating Non-literal Syntax Errors. To determine if
visual effort of students differ when locating literal versus non-literal syntax errors, we
compared the average time to first fixation, average fixation count and average fixation
duration on error lines of samples in literal and non-literal syntax error problems.
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3.7 Literal vs. Non-literal Syntax Errors

School A. Low performers had significantly greater average fixation count on error
lines in non-literal syntax error problems (M = 12.14, SD = 8.22) than in literal syntax
error problems (M = 5.64, SD = 4.41), t(6) = −2.782, p = 0.032. However, low
performers exert about the same visual effort in terms of the average fixation duration
and average time to first fixationwhen locating literal and non-literal syntax errors.When
we compared high performers’ average fixation counts, average fixation durations, and
average time to first fixation when they located literal and non-literal syntax errors, we
found no significant differences. Figure 10 presents a visual overview illustrating the
distribution and skewness of the average fixation count on the error lines of literal and
non-literal syntax error problems for the low performing group. This shows that low-
performing students exhibit a higher median average fixation count on error lines in
non-literal syntax error problems than in literal syntax error problems.

Fig. 10. Average FC on Error Lines Literal vs. Non-Literal (School A – Low Performers)

School B. We compared high-performing students’ visual effort on error lines when
errors were literal versus when errors were non-literal. Their average fixation counts,
and average fixation durations were not significantly different. The same finding was
true for the low-performing students. However, low performers showed significantly
longer average time to first fixation on error lines of non-literal syntax error problems
(M = 23.97, SD= 15.88) than in literal syntax error problems (M = 12.48, SD= 8.21),
t(9) = −2.389, p = 0.041. Meanwhile, though it was only approaching significance,
high performers also had longer average time to first fixation on error lines of non-literal
syntax error problems (M = 17.07, SD = 10.69) than in literal syntax error problems
(M = 10.37, SD = 11.16), t(15) = −2.013, p = 0.062. Figures 11 and 12 show the
distribution and skewness of the average time to first fixation on the error lines of literal
and non-literal syntax error problems for the high and lowperforming groups. This shows
that for both high and low-performing students they exhibited longer median average
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time to first fixation on error lines of non-literal syntax error problems than in literal
syntax error problems. This implies that for both groups it took longer for the students
to notice the error lines in non-literal than in literal syntax error problems.

Fig. 11. Average TTFF on Error Lines Literal
vs. Non-Literal (School B – Low Performers)

Fig. 12. Average TTFF on Error Lines
Literal vs. Non-Literal(School B – High
Performers)

4 Discussion

This study is the third in a series of publications concernedwith theways inwhich novice
programmers read and act upon compiler error messages. The overarching goal of these
studies is to determine the extent to which novices process compiler error messages and
to draw implications on the benefits, if any, of efforts that researchers invest in designing
better and better messages.

The first publication by Rodrigo and Tablatin [18] discussed the data collection
methodology that this study used. The goal of the publication was to address some
of the limitations of prior work such as, there was no uniformity in the type of errors
inserted in the code as they could be syntactic or semantic. The number of errors per
program also varied. The font size could be small which may lead to ambiguity when
interpreting fixation locations. The second publication [21] was a first analysis of the
data collected using the methods described in Rodrigo & Tablatin [18]. They found that
high performing students had significantly higher visual attention on error lines than
the low performing students. A limitation of the study was that whether an error was
literal or non-literal was not taken into account. This report addresses this limitation by
examining the visual effort and attention patterns of novice programmers on AOIs such
as compiler error messages and error lines considering in the analysis whether a syntax
error was literal or non-literal.

The analysis conducted on eye tracking data obtained from participants of School A
and School B answered the research questions.

1. How does visual attention to compiler error messages for literal syntax errors differ
between high-performing and low-performing novice programmers?
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High and low performers from School A and School B did not differ in terms of visual
attention exerted on compiler error messages when identifying literal syntax error.

2. How does visual attention to compiler error messages for non-literal syntax errors
differ between high-performing and low-performing novice programmers?
High and low performers from School A did not differ in terms of visual attention
exerted on compiler error messages. Meanwhile, findings in the School B dataset
indicated that high performers exerted more visual attention towards the compiler
error messages than low performers in non-literal syntax error problems. Prior work
by Bylinski [4] claimed that fixation counts are an indicator of the relative importance
of an AOI with more fixations implying higher importance. High performers in this
group fixated more on compiler messages, implying that they gave more importance
to these messages than low performers did.

3. How does visual attention to error lines for literal syntax errors differ between high-
performing and low-performing novice programmers?
High and low performers from School A did not differ on visual attention exerted on
error lines when identifying literal syntax error. On the other hand, high performers
from School B had significantly greater visual attention on error lines as compared
to the low performers.

4. How does visual attention to error lines for non-literal syntax errors differ between
high-performing and low-performing novice programmers?
In the case of non-literal syntax errors, high and low performers from School A did
not differ on visual attention given on error lines. Meanwhile, findings in the School
B dataset indicated that high performers gave more visual attention towards the error
lines than low performers in non-literal syntax error problems. The visual inclinations
of high performers may be correlated with the cognitive style theory known as field-
independent (FI), which characterizes individuals who usually embrace an analytical
processing approach, concentrating on pertinent details [17]. Conversely, the visual
patterns exhibited by low performers might be connected to a field-dependent (FD)
cognitive style. Individuals with an FD cognitive style typically utilize a holistic
processingmethod for visual information, potentially facing difficulties in pinpointing
relevant details within complex visual stimuli [21].

5. How does student visual attention to compiler error messages differ with their visual
attention to error lines for literal syntax errors?
High performing students invested the same amount of visual attention on compiler
error messages and error lines. Similarly, low performing students invested the same
amount of effort on both areas of interest.

6. How does student visual attention to compiler error messages differ with their visual
attention to error lines for non-literal syntax errors?
In School A, high performers’ visual attention on compiler error messages and error
lines did not differ significantly. This was also true of low performers. In School B,
high performers gave more attention to compiler error messages than on error lines
in non-literal syntax error problems. The visual behavior of high performers may be
an indication that they were trying to comprehend the compiler error messages to
locate the non-literal syntax errors. This implies that paying more attention to the
compiler error messages is a strategy employed by high performers in School B to
locate non-literal syntax errors.
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7. How does student visual effort on the error lines differ when locating literal vs.
non-literal syntax errors?
The findings in School A dataset indicate that low performers exerted more visual
effort on error lines when locating non-literal than when locating literal syntax errors.
Meanwhile, the syntax error type did not have an effect on the visual effort of high
performers on error lines.

In the case of the School B dataset, both low and high-performing students took
longer time to notice the error lines in non-literal than in literal syntax error problems.
However, in terms of average fixation count and average fixation duration the syntax
error type did not have an effect on the visual effort of both high and low performers
on error lines.

5 Conclusion

The analysis of eye tracking data collected from participants of two schools revealed
a variation in visual effort and attention patterns of high and low performers. It was
found in this study that the visual attention of high and low performing students on
compiler error messages and error lines can be influenced by the error type injected in
the program. The dataset from School B showed that high performing students gave
more visual attention towards the compiler error messages and error lines in non-literal
syntax error problems. In many of the other comparisons, particularly between groups
from School A, we found no significant differences.

From these findings, we glean the following insights. We may conclude that low
performance is not always associated with low visual attention. There were cases in
the study where high and low performers did not differ significantly on visual attention
metrics. The novice programmer code comprehension errors, therefore, may be rooted
in other causes such as tracing and debugging strategies that students use [5], cognitive
skills, individual preference of learning [15] and programming experience [11]. These
factors are out of scope for this paper but may be the subject of future work.

It is interesting to observe that the high and low performers in School A hardly varied
while the high and low performers in School B did. This may imply greater homogene-
ity in School A and more diversity in School B. A homogeneous group is composed
of students who have common traits, such as proficiency, age, or gender. A diverse or
heterogeneous group is composed of mixed students with varying characteristics [13]. A
homogeneous group in a program comprehension and bug finding task may be described
as composed of student programmers who have the same orientation, personality, profi-
ciency, etc. Students in School A probably had more shared characteristics which could
have been the reason why visual patterns of high and low performers hardly varied.
The high or low performance of students might be attributed to a difference in one or
more factors, such as those identified in the second paragraph of this section. Students
in School B probably had more differences in characteristics which caused the variation
in the visual patterns of high and low performers.

A limitation of this study is that the analysis focused on fixations which capture eye
gaze positions but not sequences. Similar to the approach of Tablatin and Rodrigo [21],
we have investigated the participants’ fixations on compiler error messages and error
lines, but we have incorporated the types of errors injected in each of the programs.
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Examining the entire scanpath as a cohesive entity to identify patterns in code reading,
rather than assessing individual eye movement attributes in isolation, has become cru-
cial for making definitive conclusions about the nature and understanding of cognitive
processes [1, 22]. While fixation data helps us quantify student attention, examining
the methodologies employed by experts or high-achieving students during comprehen-
sion tasks, such as debugging, will enable us to identify effective strategies that can be
explicitly imparted to enhance the code reading and comprehension skills of students.
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Abstract. Gulf War Illness (GWI) is a poorly understood exposure-induced neu-
roinflammatory disorder where complexity and the high cost of animal exposure
studies has led to fragmented and sparse data sets incompatible with conven-
tional data mining. We propose a numerical approach for generating hypotheses
from sparse data to describe dysregulation of phosphoproteomic signaling in GWI
brain. In an established animal model, hippocampus, and prefrontal cortex (PFC)
samples were collected in mice exposed to corticosterone (CORT) to mimic high
physiological stress, sarin surrogate diisopropyl fluorophosphate (DFP), CORT
and DFP (CORT + DFP), as well as controls. IonStar liquid chromatography/
mass spectrometry (LC/MS) profiling produced a network of 93 undirected inter-
actions (Pearson correlation Bonferroni< 1%) linking 12 hippocampal and 5 PFC
phosphoproteins.With only one pre-treatment resting state and one post-treatment
transient observation, conventional rate models were infeasible. Instead, a simple
discrete state transition logic was applied to each network node requiring base-
line be a steady state from which the network could evolve through the transient
6-h post-treatment state. Solving this as a Constraint Satisfaction (SAT) problem
produced 3 competing network models where DFP directly targeted phosphory-
lated subspecies of sodium channel protein type 1 subunit alpha (Scn1a), protein
kinase C gamma (Prkcg), sacsin molecular chaperone (Sacs), in PFC and R3H
domain containing 2 (R3hdm2) in hippocampus potentiated by corticosteroids. In
simulation-based searches for intervention targets inhibition of Prkcg was dispro-
portionately represented in rescuing the model-predicted persistent illness state,
though companion targets were also necessary. Results such as these suggest that
a dynamically constrained model-informed design can be highly useful in the ini-
tial phases of investigation into complex poorly understood illness where detailed
data is largely unavailable.
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1 Introduction

Gulf War Illness (GWI) is a complex neuroinflammatory disorder affecting 1 of 3 Vet-
erans of the 1990–91 Gulf War. Among the symptoms of GWI are those associated
with sickness behavior (e.g. headache, fatigue, gastrointestinal distress, and neuropathic
pain), suggestive of underlying neuroinflammation potentially from low-level neurotoxic
exposure potentiated by in-theatre stress [1–3]. In developing a rodent model of GWI,
we have shown that the exposure of mice to the stress hormone, corticosterone (CORT),
at levels associated with high physiological stress, in combination with diisopropyl flu-
orophosphate (DFP), as a nerve agent mimic, results in marked neuroinflammation [3].
Moreover, this initial exposure to DFP can induce a “priming” of the neuroinflammatory
response that persists for months in a mouse (equivalent to years in a human), consis-
tent with the protracted sickness behavior phenotype exhibited by ill Veterans over the
26 years since their returning from theater [4–6]. Despite these important observations,
the underlyingmolecularmechanismsof illness remainpoorly understood.The complex-
ity of the persistent GWI pathology itself coupled with the high cost of comprehensive
proteomic profiling in brain tissue of exposed animals has led to fragmented and sparse
data sets that are generally incompatible with conventional data mining.

The initial biological response to diverse chemical/biochemical insults is primarily
coordinated by cellular signal transduction networks, which typically follow a funda-
mental framework: the phosphorylation/dephosphorylation cycle mediated by protein
kinases and phosphatases [7–9]. Our prior work has shown that increased phosphoryla-
tion of signal transducer and activator of transcription 3 (STAT3), which activates this
transcription factor, serves as a key downstream effector of proinflammatory mediators
from various neurotoxic exposures [10] including CORT and DFP treatment in our GWI
mouse model [1]. Indeed, exposure to these insults perturb a much broader dynamic and
highly integrated network of signaling pathways responsible for normal biological func-
tion and maintenance, inducing inflammation that can progress to a chronic condition
as a result of overcompensation and dysregulation [11–13]. Accordingly, an experimen-
tal approach that casts a much wider net on key phosphoproteins that mediate signal
transduction through various stress and inflammatory pathways is desperately needed
to elucidate the regulatory response mechanisms that support not only the onset but
most importantly the dynamically stable persistence of GWI symptomatology long after
insult. Only once we have identified these regulatory drivers will it be possible to iden-
tify targets that may be amenable to modulation by already available kinase/substrate
inhibitors and modulators [14]. Unfortunately, mapping regulatory feedback dynamics
typically requires well-sampled time course experiments making them more accessible
to in vitro experimentation due to the excessive expense often associated with repeated
in vivo experimentation.

Here, we demonstrate a constraint satisfaction framework where we leverage sparse
experimental observations by casting individual phosphoproteins in the context of a
broader regulatory network and where we apply specific hypotheses regarding the sys-
tem’s dynamic behavior that we expect to be true in the vicinity of these observations.
Applying these additional constraints of regulatory stability to only 3 transient post-
exposure observations and one pre-treatment baseline resulted in a small number of
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competing models that consistently inferred phosphoproteomic profiles characteristic
of stable persistent illness as well as corresponding sets of actionable targets.

2 Methods

2.1 A Small Set of Animal Experiments

All procedures were performed within protocols approved by the Centers for Disease
Control and Prevention-Morgantown Institutional Animal Care and Use Committee and
the US Army Medical Research and Materiel Command Animal Care and Use Review
Office, and the animal facility was certified by AAALAC International. Upon arrival,
mice were individually housed in a temperature- (21 ± 1 °C) and humidity-controlled
(50%± 10) colony room that wasmaintained under filtered positive-pressure ventilation
and a 12 h light (0600 EDT)/12 h dark cycle (1800 EDT) and acclimated for one week
prior to the commencement of experimental procedures. Mice were given ad libitum
access to food (Harlan 7913 irradiated NIH-31 modified 6% rodent chow) and sterile
water. In this work, we used our acute exposure model [3] where adult male (N = 30, 8–
12weeks, ~ 30 g) C57BL/6mice (Jackson Laboratory) were selectively administered the
stress hormoneCORT (200mg/L in 0.6%EtOH), or not, in drinkingwater for 7 days then
exposed to the sarin surrogate DFP by an intraperitoneal injection (4 mg/kg) or saline
control (0.9%) on day 8. These mice were chosen as young adult males constituted the
majority of deployed troops in the 1991 GW. Baseline control (saline, N = 12), CORT
(N = 6), DFP (N = 6), and CORT + DFP (N = 6) exposed mice were sacrificed by
focusedwavemicrowave irradiation at 6 h post-exposure for all phosphoprotein analyses.
Brains were removed and dissected free-hand into multiple regions, including the pre-
frontal cortex (PFC) and hippocampus, and immediately frozen on dry-ice and stored
at −80 °C. We have chosen to examine these brain areas as they showed a significant
neuroinflammatory response to these exposures in previous studies [1, 3].

2.2 Phosphoproteomic Profiling of Hippocampus and PFC

Samples were analyzed in triplicate using the IonStar liquid chromatography/ mass spec-
trometry (LC/MS) platform. Prior to analysis samples were pooled among like-treated
animals to increase sample quantity and protein concentrations in each of the pooled
samples measured in duplicate. The IonStar pipeline consists of two major components:
i) an experimental procedure for robust sample preparation and enabling consistent,
sensitive and reliable data acquisition for many biological replicates [15–17]; and ii) a
data processing pipeline with optimal alignment, sensitive feature detection and strin-
gent quality control [18–21]. IonStar supports very broad-spectrum profiling, routinely
exceeding 6000 protein groups with ≥ 2 peptide/protein in human cell/tissue samples.
It also displays excellent reproducibility for low-abundance protein quantification with
< 0.2% missing data, across ~ 6 orders of magnitudes in abundance. Cells were lysated
by a pressurized cell in a detergent-cocktail buffer (0.5% sodium deoxycholate, 2%
SDS, 2% IGEPAL® CA-630 and protease/phosphatase inhibitor cocktail), followed by
a surfactant-aided/precipitation-on-pellet-digestion (SOD) method to achieve quantita-
tive and efficient recovery of peptides, including these from hydrophobic membrane
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proteins [15–17, 22]. To achieve in-depth profiling and accurate peptide ion-current
quantification, digests were separated on a 100-cm-long column with 2-μm-particles
by an ultra-high-pressure chromatographic setup. An Orbitrap LUMOS ultra-high-field
and high-resolution mass spectrometer was then used to acquire quantitative ion-current
signal and for protein identification. Individual data files were searched against the
Swiss-Prot human protein database using MSGF + package leading to the quantifiable
detection of 10,894 phosphorylation modifications to over 2,800 master protein species.

Phosphoprotein species of interest were those with technical replicates significantly
different from saline in at least one treatment (i.e. CORT, DFP or CORT + DFP) at an
adjusted t-test p-value corresponding to a Bonferroni correction > 1% and expressed
with a Ln2 transformed fold change (FC) > 2 (Fig. 1). Calculations were performed
using the Python functions scipy.stats.ttest_ind in the SciPy v1.11.4 library.

Fig. 1. Stringent identification of phosphoprotein species emerging in response to challenge with
CORT, DFP alone and CORT + DFP in C57bl/6J male mice (Jackson Labs) at a Bonferroni
Correction <1% and a signal to noise ratio >2. Putative interactions were inferred from sim-
ple Pearson correlation of Ln2 transformed, range-adjusted abundance values with a Bonferroni
correction >1%.

2.3 Identification of a Phosphoproteomic Regulatory Network in Brain

A first putative undirected interaction network was inferred using simple Pearson cor-
relation as a reasonable measure of association between significantly responsive phos-
phoprotein species given the low number of abundance values, namely triplicate mea-
sures at each of 4 conditions. Significance of the coefficient of determination R2 was
based on the F statistic from the underlying linear regression computed using the
sklearn.linear_model.LinearRegression function in the Python scikit-learn library. Raw
p-values for these pairwise associations were once again corrected for multiple com-
parison using a Bonferroni correction with a cut off threshold of 1%. Significant undi-
rected associations were then translated into pairs of putative opposing directed interac-
tions. Of these, only those candidates directed regulatory interactions that supported a
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flow of information through the network consistent with experimental observations and
postulated network dynamics were retained as explained below.

Information flow through this putative directed network was modeled by applying a
simple discrete decisional logic to each node originally proposed by Thomas [23] and
further refined by Mendoza and Xenarios [24]. Each phosphoprotein-phosphoprotein
regulatory interaction was defined by a direction, (i.e. source to target), as well as its
action on a downstream target (i.e. inactivating or activating). The activation level of each
phosphoprotein node was described as one of three discrete qualitative states, namely
Low (0), Nominal (1), or High (2). An increase or decrease in the activation level of
any given node was dictated by the states and actions of its upstream neighbors. The
competing actions of upstream neighbors activated to levels above their respective per-
ception thresholds were aggregated using a simple piece-wise linear function weighing
the actions of weak inactivators against those of strong activators, and vice versa. Based
on this combinatorial context-specific process an increase or decrease in the activation
of each node is proposed as an update in the next iteration [25] (Fig. 2).

Fig. 2. Simple state transition logic directing the flow of information through the network. In
this parameter space, each network node carries a baseline activation term and every regulatory
interaction is characterized by a perception threshold and a strength of action weight.

Here, the direction (source-target) andmode of action (positive activating or negative
inactivating) for each network interaction as well as logic parameters describing signal
transmission thresholds and decisional weights dictating each node’s state transition
[26, 27] were defined as free variables and plausible values determined by solving a
Constraint Satisfaction (SAT) problem [28] (Fig. 3). The expression or activation profiles
observed served as both hard and soft constraints that must be met by any acceptable
solution parameter set. In addition, constraints were imposed that dictate the expected
dynamic behavior in the vicinity of each observation. Specifically, with respect to the
observed phosphoprotein activation values at baseline (saline), we require not only that
these values be recovered exactly, but also that this observed baseline state be explained
by the model as a dynamically stable resting state. In other words, not only must the
observed baseline state be recovered exactly, but the next predicted state must also be
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identical to the current state in the absence of an external perturbation i.e. it must be
explained as a steady state. These are both defined as hard constraints. In contrast, as
we do not know a priori the state transition time step we establish as soft constraints
the 6-hrs post-exposure phosphoprotein activation profiles to be transient observations
that the most suitable network models should explain as closely as possible (Manhattan
distance) in their response following each exposure. This parameter search problem
was encoded using the open-source Constraint Programming and Modeling in Python
(CPMpy) library in Python [29]. Solutions were generated by invoking the CP-SAT
solver [30] within the Google OR-Tools optimization toolbox [31]. CP-SAT applies
lazy clause generation, a hybrid approach which combines the strengths of finite domain
propagation inConstraint Programming (CP)with the efficiency ofBooleanSatisfiability
(SAT) solvers.

Fig. 3. Inferring a directed regulatory network structure and behavior from phosphoproteomic
data collected in mice at baseline and at 6 h post- exposure to CORT, DFP or CORT + DFP by
using this data to validate regulatory programs where the predicted dynamic responses include
those observed. In essence the data is used to define a series of constraints and model parameters
used as free variables in a large Constraint Satisfaction (SAT) problem.

2.4 Mapping Regulatory Traps and Escape Trajectories

As mentioned above, we used a discrete decisional logic to manage the signal propa-
gation through the phosphoproteomic regulatory network and direct its evolution from
one state to the next. At any given iteration, each of the network nodes is assessed for
incoming signals activated above their respective perception thresholds. Based on the
specific combination of active upstream mediators and their mode of action (activator
or inactivator), the state of a downstream node is directed to either remain unchanged,
increase, or decrease in the next iteration. Depending on the specific network update
scheme, this predicted state change is applied to a single random node (asynchronous
update) or to all eligible nodes simultaneously (synchronous update). Here, we used a
synchronous update of all node states to improve computational efficiency and because
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we are primarily interested in stable persistent behaviors. Using this framework, simula-
tions of phosphoprotein signaling under different conditions were conducted as part of
a multi-objective optimization problem directed at identifying the smallest sets of target
phosphoproteins that if manipulated concurrently in a specific manner (i.e. activated or
inactivated) would render the persistent illness attractor unstable and trigger a reset of
phosphoprotein signaling to one ensuring a normal resting state.

Such phosphoproteinMinimal Intervention Sets (MIS) were identified by stating and
solving a computationally efficient Answer Set Programming (ASP) problem [32] where
idealized manipulations of network targets were iteratively assessed. As reported in
previous work by our group [33], this optimization consisted of concurrently minimizing
the number of target phosphoprotein nodes being manipulated, the final distance to the
target state achieved by the intervention (calculated using the L1-norm), and the number
of state transitions required (efficiency) to reach this treatment stabilized state. This
multi-objective optimization problem was encoded in MiniZinc [34] using an in-house
parser and solved with the greedy solver Chuffed [35].

Fig. 4. Number of phosphoprotein species expressed significantly (Bonferroni < 1%) in the
hippocampus and PFC with effect size Ln2(FC) > 2 at 6 h pots-exposure.

3 Results

3.1 Plausible Regulatory Response Networks

We selected as nodes in the regulatory network those candidate phosphoprotein species
where changes in abundance were both significant in the context of technical replication
at a Bonferroni correction< 1% and important in terms of affect size with a Ln2(FC)> 2
(Fig. 4).We found 12 such proteins in the hippocampus and 5 in the PFC. Together with 3
insult external perturbation nodes, this resulted in a network of 20 nodes interconnected
by 93 undirected associations (Pearson R2 significant at Bonferroni correction < 1%)
(Fig. 5). Interestingly, the brain phosphoproteome targets in the PFC directly associated
with the compound CORT + DFP insult consisted of the union of those targets affected
by the agents CORT and DFP applied individually, suggesting a straightforward additive
insult to the PFC. The 4 phosphoproteins targeted directly consisted of modifications to
the master proteins Scn1, Prkcg, and Sacs in the PFC and R3hdm2 in the hippocampus.
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Fig. 5. An initial undirected association network linking 17 phosphoprotein and 3 exogenous
insult nodes through 93 undirected associations.

As we are interested in the network response dynamics resulting from the propaga-
tion of the neurotoxic insult through the network, we translated all undirected associa-
tions between phosphoproteins into pairs of oppositely directed regulatory actions. The
actions of exogenous agents were assumed to be unidirectional into the phosphopro-
teomic network. Focusing on the compounded actions of CORT + DFP, this resulted in
a network of 18 nodes linked by 145 directed interactions. The corresponding parameter
space consists of 17 bias terms for each of the phosphoprotein nodes and for each of
the 145 directed interactions (network edges) a perception threshold, a mode of action
(positive or target activation vs negative or target inactivation) as well as decisional logic
weight resulting in over 450 parameters or free variables. The corresponding search for
parameter values was formulated as a Constraint Satisfaction problem defined by 450
constraints on the range for each parameter, as well as 17 linear equality constraints
describing the network steady state at baseline and another 17 linear inequality con-
straints setting an upper bound on departure from the 6-h transient response state for
each of the 3 insults. Overall, the parameter search was subject to 520 constraints on
452 free variables.

Applying a lazy clause generation CP-SAT solver to this problem produced only
3 plausible solution sets where the network architecture and regulatory state transition
logic could explain the baseline (saline) profile in 17 phosphoproteins as a stable steady
state fromwhich the network response to each insult evolved at 6 h towithin 5%deviation
(Manhattan distance) of the observed transient phosphoprotein signature (Fig. 6). In all
3 models, the direction of regulatory actions selected in the solution set supported the
propagation of the neurotoxic insult through the PFC into the hippocampus. Moreover,
12 of 145 directed edges were unanimously retained across solution sets, with another
68 retained in 2 of the 3 network models (Fig. 7).
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Fig. 6. Parameters sets identified by solving the Constraint Satisfaction (SAT) problem of Fig. 3,
define 3 competing network models with< 5% deviation (Manhattan distance) from transient 6-h
profile. In all 3 models information transferred to hippocampus (green nodes) from the prefrontal
cortex (grey nodes), 12 of 145 directed edges unanimously retained across all 3 models, and 68
of 145 are retained in 2 of 3 solution sets (red is inactivating, green is activating). (Color figure
online)

3.2 Predicting Persistent Illness as a Regulatory Trap

Here, we explore the idea that the persistence of chronic or very slowly evolving illness
may at least in part result from an alternative homeostatic regulatory drive or coincide
with a pathologic regulatory trap. To identify the regulatory traps or persistent illness
conditions supported by each of the 3 candidate models above, we formulated another
Constraint Satisfaction problem. This time the network structure and state transition
regulatory parameters remained fixed, butwe added a constraintwherebywe required the
regulatory network model in question to describe unknown stationary point attractors,
or phosphoprotein profiles at which the next predicted network state would remain
unchanged i.e. a steady state. Solving this problem for each of the 3 candidate network
models identified 4 such stable point attractors or potential illness regulatory traps, one
for each of models 1 and 2, and 2 for model 3. We then conducted simulations where
eachmodel was initialized with the phosphoproteomic profiles observed at 6 h following
each insult to confirm which attractors would likely lie on the response path.

Of the 2 attractors supported by model 3 only one emerged as a natural endpoint
following the observed responses to insult. The alternative attractor for model 3 was
therefore removed from further analysis. Attractors predicted by models 1 and 2 both
captured the eventual progression of insult to a persistent state (Table 1). At these candi-
date profiles for persistent illness, 8 of the 17 phosphoprotein species are unanimously
predicted to be at their lowest activation level. Indeed, at the attractor predicted by
model 2 as a persistent outcome of CORT + DFP exposure, only 2 phosphoprotein
species are activated above the minimum level, namely modifications to master proteins
Prkcg (P63318) and Sacs (Q9JLC8). Both are predicted to be persistently activated in
the PFC at their highest level. Modifications to Srrm2 (Q8BTI8) in the PFC and Pcyt1a
(P49586) in the hippocampus were also predicted to be activated in persistent states
supported by models 1 and 3, offering additional potential biomarkers of chronic GWI.
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Fig. 7. Consensus network aggregating the 3 candidate networks showing unanimously retained
directed interactions as solid lines and where red indicates inactivation and green activation of a
downstream target. The combined insult ofCORTandDFPdirectly upregulates 4 phosphoproteins,
namely Scn1a, Prkcg, and Sacs in the PFC and R3hdm2 in the hippocampus. (Color figure online)

3.3 Predicted Rescue Strategies

In order to identify strategies for manipulating the phosphoproteome in a way that would
promote an escape from the stable illness profiles described in Table 1, we formulated
and solved a simulation-based Answer Set Programming (ASP) optimization problem
for eachmodel network, individually. In this approach, themodel networkwas initialized
at the corresponding predicted persistent illness attractor and sets of phosphoproteins
were selected from a pool of allowable targets, and their exogenous up or downregulation
were exhaustively evaluated in terms of their ability to deliver the network to the baseline
normal steady state over a user-specified horizon. Here, we allowed all 17 network nodes
to be selected as a target and assessed the proximity to the desired normal steady state
produced by each candidate manipulation after 50 time steps. We found 59 solution
sets that displaced the network state from illness to within a Manhattan distance of
20 (or ~ 59% deviation) from the desired normal resting state; namely, 16 candidate
manipulations to targets in model 1, 22 manipulations to targets in model 2, and 21
manipulations to targets in the phosphoproteome network of model 3 (Fig. 8). No single
target solution set was identified with all solutions requiring the manipulation of at least
4 targets and only 8 solutions delivered the network back to a lasting baseline steady
state (Manhattan distance of 0).
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Table 1. Activation states in 17 network phosphoproteins at predicted long-term the persistent
illness state where Low = 0, Nominal = 1, High = 2

Master Protein Model 1 Model 2 Model 3

Hippocampus Q9QYE3 0 0 0

Q9ES28 2 0 0

O08547 0 0 0

P20357 1 0 0

Q91VC7 0 0 0

Q80TM6 1 0 0

P49586 1 0 2

Q8VD37 0 0 0

D3YZP9 0 0 0

Q569Z6 0 0 0

A1A5B6 1 0 0

Q9Z0P4 0 0 0

PFC P63318 0 2 0

Q8BTI8 1 0 2

A2APX8 0 0 2

Q9EPC1 0 0 0

Q9JLC8 0 2 0

Of these minimal sets, concurrent downregulation of 5, 6, 7 and 8 phosphoprotein
targets in model 2 delivered the network exactly to the desired baseline self-sustaining
stable resting state eliminating the need for continued treatment. The smallest set of
5 targets involved the inhibition of phosphorylated forms of Parva (Q9EPC1), Sacs
(Q9JLC8), and Prkcg (P63318) in the PFC, along with inhibition of Palm (Q9Z0P4) and
R3hdm2 (Q80TM6) in the hippocampus. Likewise, concurrent downregulation of 4, 5,
8 and 10 targets in model 3 exactly restored the network to the baseline steady state. The
smallest of these sets consisted in the inhibition of Srrm2 (Q8BTI8) and Prkcg (P63318)
in the PFC jointly with the inhibition of SGIP1 (Q8VD37) and Map2 (P20357) in the
hippocampus. Importantly, all larger solution sets predicted to produce a full lasting
recovery were supersets of these minimal solutions for each model, respectively.
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Fig. 8. Summary heat map of predicted escape strategies for concurrent exogenous up or down
regulation of network phosphoprotein targets that would destabilize the persistent illness state
(attractor) in favor of a return to stable baseline activation levels.

Looking across all intervention solutions in all 3 models, we used a simple desirabil-
ity score to rank the participation of individual phosphoproteins being inhibited in those
intervention sets most effective at restoring the stale baseline phosphoprotein signature
(Fig. 9). This desirability score counted only those instances where a phosphoprotein
target was selected for inhibition in an intervention set and weighed this instance by the
squared reduction in Manhattan distance d to the desired target state delivered by that
intervention (i.e. [Max. d – intervention residual d) / Max d]2). Based on this score, inhi-
bition of three phosphoproteins appeared especially appealing, namely Prkcg (P63318)
in the PFC, as well as SGIP1 (Q8VD37) and R3hdm2 (Q80TM6) in the hippocampus.
These targets were consistently selected for inhibition in those intervention sets selected
to be the most successful.
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Fig. 9. Ranking of individual phosphoproteins selected as intervention targets based on the fre-
quency each is selected to be inhibited in an intervention set weighted by the squared reduction
in distance from the target state of baseline activation levels. Higher scores correspond to targets
selected for inhibition in a greater number of more effective intervention sets.

4 Discussion

Here, we demonstrated a formal analytical framework whereby we augmented the use
of very sparse experimental data by including and validating hypotheses regarding the
expected dynamic regulatory behavior of the biological system. In the case study pre-
sented here, we have applied this approach to an early investigation of protein phosphory-
lation patterns in a brain inducedmodel of GulfWar Illness. Though representing sizable
resources and complex experimental procedures, the resulting data set remained small
by data modeling standards. Applying this data to the validation of putative phosphopro-
tein regulatory network models, we identified three such models capable of explaining
experimental observations and predicting plausible phosphorylation signatures for the
onset and persistence of chronic illness. Moreover, using these same models and ill-
ness signatures in a simulation-based optimization scheme pointed to the inhibition of
specific targets for the rescue and recovery of baseline phosphoprotein signaling. One
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of the more prominent targets was protein kinase C gamma (PKCγ), Prkcg (P63318).
PKC isoforms and inhibitors have gained attention in the study and treatment of several
neurological illnesses, includingAlzheimer’s disease, ataxia, stroke, amyotrophic lateral
sclerosis, and psychological disorders [36, 37].

Early results such as these are not meant to be definitive but rather offer potential
avenues of study based on a systematic analysis of sparse but important new experimental
data. While powerful when used appropriately, the amount and type of data needed to
adequately support conventional data mining can make these methods challenging to
deploy in the early stages of data collection or in small pilot studies. Here, we propose
reversing the problem from one of model creation to one of model selection. By using
whatever data available to validate a candidate regulatory network model rather than
assemble said model de novo, the proposed approach provides an opportunity to gain
early insight and perhaps even inform ongoing research studies.
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Abstract. A study of mental workload is essential to understanding
the intrinsic limitations of the human information processing system
and the resultant cognitive-motor behavior, the results of which hold
great importance for any discipline connected to human operators in the
context of safety-critical behavior. Mental workload and the quality of
cognitive-motor performance are known to be impacted by task demand.
However, one feature of task demand far less understood is the control-
lability of a system (e.g., the responsiveness of a flight platform and its
handling qualities). In the realm of Human-Machine Interface, the assess-
ment of system controllability has typically been conducted through sub-
jective measurements, such as the Cooper-Harper Rating Scale (CHR)
[9], Bedford Workload Scale (BWS) [43], or the NASA Task Load Index
(NASA-TLX) [21]. A fundamental element of the decision-making pro-
cess for handling qualities associated with operator workload includes the
reporting of the control compensation required to overcome deficiencies
and errors that could impact and inhibit the successful completion of a
task. However, subjective ratings suffer reduced sensitivity to dynamic
changes in operator workload, and are solely dependent on subjective
estimates of effort to control compensation within a system, despite such
wide usage in the field. Conversely, objective metrics, such as power spec-
tra derived from the electroencephalogram (EEG) paired with behavioral
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performance measures exist as an attractive alternative. Thus, the pur-
pose of the present study was to assess brain dynamics explicitly related
to mental workload and subjective ratings as reported during compen-
satory tracking tasks of varying complexity while also challenged with
progressively increasing levels of difficulty.

Keywords: Mental Workload · Handling Qualities · EEG · Subjective
Rating Scales · Objective Biomarkers · Compensatory Tracking Tasks ·
McRuer’s Crossover Model

1 Introduction

Mental and physical workload are often referred to as analogous to one another in
that they each are comprised of two components: stress (task demand) and strain
(related impact on the individual) [49]. While this comparison is extremely sim-
plistic, it offers an attractive approach to empirically explain mental workload,
which is otherwise a complex multidimensional construct [18,49]. As such, the
joint organization of mental processes functioning in concert with coordinated
motor processes is characterized as psychomotor behavior. Psychomotor behav-
ior is indicated by the level of work output relative to the mental and physical
effort required to execute a task. Essentially, psychomotor behavior can be bro-
ken into two separate branches: mental workload and attentional reserve, where
mental workload represents the amount of mental and physical effort required
to complete a task, and attentional reserve is simply “what is left over” [39,40].
There is empirical evidence that the two constructs are inversely related [24].

Hatfield and Hillman [22] have coined the term “Psychomotor Efficiency”,
which postulates that an individual can refine their neural network to become
more efficient, which is a hallmark of expert or high-level performance. Higher
efficiency of psychomotor behavior is indicative of an adaptive state, which sug-
gests that the magnitude of effort required for a task is inversely related to
attentional reserve; that is, decreased effort is associated with elevated reserve
[24]. Notably, increased availability of attentional reserve, resulting from mental
and physical work reduction, allows the operator to respond to sudden increases
in task demand, in addition to unexpected or surprise stimuli and events. How-
ever, a suboptimal response, resulting from scarcity of attentional reserve, could
result in operator error and even catastrophic consequences. Therefore, opti-
mized efficiency of operator behavior is desirable as it contributes to safe and
reliable manipulation of the system within a broad range of conditions.

While high-level performers should be able to overcome increased levels of
challenge (e.g., poor system controllability) by relying on well-learned skills,
there is evidence that increasing levels of task load have the ability to regress an
individual away from automaticity, resulting in decreased efficiency. An attenu-
ation in performance is dependent on whether the operator is able to regulate
their state such that adverse effects of increased arousal and workload do not
interfere with task execution [13]. However, in such cases, the maintenance of per-
formance comes at a cost (e.g., increased cognitive effort resulting in decreased
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efficiency). In some cases, an operator’s effectiveness may be preserved due to
heightened activation, but efficiency must be sacrificed. In the short term, this
may appear as acceptable given that the primary objective is accomplished, but
over longer periods of time, reduced efficiency may appear as increased stress,
fatigue, overload, or perhaps a catastrophic consequence.

Historically, mental workload has been assessed within three main classifi-
cations: physiological, subjective, and task-performance-based measures. While
physiological measures have the benefit of being objective, they do not always
occur in the same time scale, nor do they always occur as what might be pre-
dicted (i.e., increased stress and/or demand can lead to reduced mental workload
[12,29]). On the other hand, subjective measures, while considering the individ-
ual’s perception, can often be biased by the experience of the individual on the
task as well as on the measure, itself. Task-performance-based measurements can
offer some insight into understanding an individual’s workload, but failing in a
task can increase perceptions of workload [17], and also suffers from many of the
same limitations as subjective measures. While each measurement modality has
its own strengths and weaknesses, ultimately the sensitivity of each measurement
type can vary based on the workload experienced by the operator [46]. Thus,
the optimal method for measuring mental workload is to employ a combination
of techniques while considering the characteristics of the task, participant, and
context of the measurement environment [31].

The electroencephalogram (EEG) provides an objective biomarker character-
ized by excellent temporal resolution to gain insight into the electrical activity
of the cerebral cortex, which is an index of arousal and workload. Specifically,
the desynchronization of broadband alpha activity (α) reflects a state of high
excitability, whereas synchronized alpha activity reflects a state of inhibition or
comparatively low excitability [30]. Therefore, for a given task, the measure-
ment of regional alpha activity can provide a metric for brain regions that are
relatively inhibited during the processing of a task. Conversely, activity in the
theta band (θ), particularly over the frontal midline, plays an important integra-
tional role in task engagement, working memory, and emotional arousal [33,44].
Theta band power increases when experiencing difficult, attention-demanding
tasks that require sustained concentration [15,16]. When a challenging condi-
tion is compared to a resting condition, EEG alpha desynchronizes and EEG
theta synchronizes [30]. As such, some studies have utilized the θ

α ratio as an
objective biomarker to index mental workload [4,16,23,24,26].

While previous research has utilized objective and subjective metrics to
examine mental workload and system controllability, few studies have employed
an integrative approach. Furthermore, even fewer studies have examined brain
dynamics associated with varying levels of system controllability. Therefore, the
purpose of this study was to examine how objective brain dynamics and subjec-
tive workload ratings will respond to a series of specific compensatory tracking
tasks when task demand and system controllability are manipulated. It was
hypothesized that subjective ratings of workload (BWS, NASA-TLX) and the
objective biomarker of workload, θ

α ratio, would increase, whereas behavioral
performance would decrease, in response to increasing task demand and levels
of difficulty.



114 K. F. Pietro et al.

2 Methods

This study followed a 2 (Condition: Single-axis vs. Multi-axis) x 3 (Level of
Difficulty (HQR): Level 1 (low), Level 2 (medium), Level 3 (high)) repeated-
measures design. Order of Condition and HQR were counterbalanced across all
participants. The primary dependent variables of interest include subjective rat-
ings (BWS, NASA-TLX), EEG θ

α ratio, and quality of behavioral performance.
A total of eight healthy, right-handed participants (3 Females), were recruited

via email and consented according to best clinical research practices under
approved United States Naval Academy and University of Maryland, College
Park IRB consent processes. Hand dominance was evaluated according to the
Edinburgh Handedness Inventory [42]. Before any testing began, participants
were provided with a thorough explanation of the purpose, design, protocol, and
risks of participation of the study. Fleet pilots affiliated with the United States
Naval Academy were the primary participant pool for this study, however one
United States Air Force Aviator also participated.

2.1 Description of Task

The task employed in this experiment is a highly idealized version of pitch and
roll control of an aircraft in a turbulent atmosphere, and is based on the display
shown in Fig. 1, which consists of a green line representative of the horizon, and
a magenta shape (the “bowtie”) representative of the aircraft, e.g., the aircraft
dashboard. There are two versions of the task: (i) a single-axis, and (ii) a multi-
axis, each employed as ‘conditions’ in the present study.

In the single-axis (or “pitch”) version, the green horizon line moves vertically
on the screen with a “Sum-of-Sines” (SoS) motion. The SoS allows the generation
of a deterministic signal with precisely defined spectral characteristics, but which
appears to the participant as completely random. The SoS command signal in
the task is driven by an automated command signal generated by a custom coded
simulation environment (MATLAB r2022b, The MathWorks Inc.). Participants
control the vertical motion of the bowtie using a joystick, and were asked to track
the green line by keeping the green dot inside the magenta circle of the bowtie.
This is an idealized version of the task of maintaining the pitch attitude of an
aircraft in the presence of turbulence. The transfer function from joystick fore-aft
longitudinal displacement δlon to vertical motion z of the bowtie is essentially
of the type z̈ + Mq ż = Mδδlon, and the breakpoint frequency Mq is changed to
obtain tasks with three levels of difficulty (low, medium, high). Decreasing Mq

progressively changes the nature of the frequency response from 1/s to 1/s2, and
increases the difficulty of the task because the participant needs to remove and
reverse the sign of the input before the desired vertical displacement has been
achieved. All transfer functions were stable.

The multi-axis (or “pitch-roll”) version of the task consists of the single-axis
version and, additionally, the green horizon line can rotate by an angle φ, with
it own SoS motion. The participants must also control the rotational motion of
the bowtie using the joystick, and were asked to also track the green line by
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keeping it inside the wedge shaped portions of the bowtie. The multi-axis task
is an idealized version of the task of maintaining pitch and roll attitude of an
aircraft in the presence of turbulence. The transfer function from joystick right-
left lateral displacement δlat to angular motion φ of the bowtie is essentially of
the type φ̈ + Lpφ̇ = Lδδlat, and the breakpoint frequency Lp is again changed
to obtain tasks with three levels of difficulty (low, medium, high). Decreasing
Lp progressively has the same consequences as decreasing Mq for the single-
axis task. The SoS input begins with 10 s of non-scoring time (i.e., 0 to 10 s)
that includes a 5 s initial linear ramp up in amplitude. This is followed by 60 s
of scoring time (i.e., 10 to 70 s) and a 5 s cool down period (i.e., 70 to 75 s)
where the amplitude is ramped back to zero (see Fig. 2b). Thus, each task lasted
75 s and was followed by post-scenario questionnaires. However, the window of
interest for this experiment consisted of the 60 s scoring time window.

Although the experiment employs an idealized version of an aircraft piloting
task, no specific piloting training was required. These are compensatory tracking
tasks1 based on the seminal task devised by McRuer et al. [38]. This task was
executed to quantify the “attentional demand” and the “excess control capacity”,
where the attentional demand and the excess control capacity are negatively
related.

“Desired” and “Adequate” performance levels were defined for the pitch and
the roll portions of the tasks, see Table 1. Participants were asked to aggressively
track the displayed green line representing the command signal, and to keep
errors within the specified tolerances in Table 1. Participants were reminded that
for pitch, desired performance was to keep the green dot within the inner circle,
while adequate performance was to keep it within the magenta circle. Desired
performance for roll was to keep the green line within the inner most wedge
shape, and adequate performance is to keep it within the magenta wedge shape.

2.2 Procedure

All data collection occurred in a laboratory space at the United States Naval
Academy. Participants were sized and fitted with a stretchable fabric cap in
which electrodes recorded electrical brain activity via 64 electrodes housed within
a stretchable lycra cap (actiCAP slim, actiCHamp, BrainProducts, GmbH), sam-
pled at 2500Hz and referenced to site FCz with a common ground. Electrode
placement followed the international 10–10 system [5].

Participants were seated comfortably at a distance of 65 cm in front of a
47 cm x 29 cm computer monitor. Participants controlled all input to the system
via a HOTAS WARTHOGTM (Thrustmaster R©, France) joystick controller. To
simulate a more realistic experience, the joystick was attached to an adjustable
height extension apparatus, below the computer monitor (see Fig. 2a). Following

1 In the literature, the task of the present paper, where both the target line and the
operator-controlled line are displayed, is sometimes defined as “tracking task”, as
opposed to a “compensatory task” where only the error between the two lines is
displayed [38].
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equipment set up, participants completed two, two-minute reference conditions,
which consisted of sitting passively (i) with their eyes closed, and (ii) while
viewing the bowtie display (Fig. 1). Finally, the participants were oriented to
the subjective metrics of interest, and the objectives of the task were described
to the participant. Participants were allowed to ask questions for clarification
on these questionnaires, and the descriptions of each were provided to the par-
ticipant if they needed to refer back to this information while completing each
questionnaire. Participants then completed three “practice” trials of the task
related to the assigned counterbalanced order of condition (i.e., Single-axis or
Multi-axis).

Fig. 1. Bowtie heads-up display (magenta polygon) which participants controlled dur-
ing the compensatory tracking tasks (a) Single-axis Condition, (b) Multi-axis Condi-
tion [32,37]

Following three practice trials, participants were provided an opportunity
to ask any questions about the task and the objective was repeated. Partici-
pants completed a total of six SoS compensatory tracking tasks which followed
a counterbalanced combination of three levels of task difficulty, nested within
two conditions ((i) Single-axis (Pitch), (ii) Multi-axis (Pitch-Roll)). The levels
of difficulty (HQR) are indicated as “Level 1”, “Level 2”, and “Level 3” Cooper-
Harper Ratings2 (CHR): these are rigorous terms that have specific regulatory
meanings that will not be discussed here for reasons of space. For the purpose
of this paper, it is sufficient to replace them with “Low”, “Medium”, and “High”
difficulty, respectively.

Both desired and adequate levels of performance can be calculated after task
completion based upon the scoring period, and an overall performance assess-
ment can be provided (see Table 1 for experiment criteria). This result, paired
with the combined usage of objective and subjective metrics, can provide not
only measures related to handling qualities and mental workload, but also when
exactly the operator may have felt their highest (or lowest) level of workload to
make their decision for the subjective rating.

2 The parameters of the joystick transfer functions were selected to yield Level 1, 2,
and 3 CHR according to ADS-33 [1], but the actual ratings were not determined
because not all participants were properly trained in issuing them.
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Table 1. Performance standards for task objectives

Desired Adequate
Pitch: At least x% of the scoring time within

pitch attitude error tolerance:
50% 75%

±1◦ ± 2◦

Roll: At least x% of the scoring time within
roll attitude error tolerance:

50% 75%

± 5◦ ± 10◦

Both objective and subjective metrics were used in this study. As an objective
biomarker of mental workload, the theta/alpha ratio ( θ

α ) was computed as the
mean theta power spectral density of all frontal EEG channels divided by the
mean alpha power spectral density of all parietal EEG channels.

The subjective ratings utilized for this experiment were the Bedford Work-
load Scale (BWS) [43] and the NASA Task Load Index (NASA-TLX) [21] over-
all measure of workload. The BWS is a modification of the CHR, designed to
measure an operator’s spare mental capacity. The TLX is a well known multi-
dimensional assessment which divides workload into six subscales, which can be
weighted and combined to serve as an overall workload metric. The degree to
which each of the six factors within the NASA-TLX contribute to the workload
of the specific task to be evaluated is determined by the participants’ responses
to pair-wise comparisons among the six factors [20]. There are 15 possible pair-
wise comparisons of the six scales, where each comparison is presented to the
participant on a flash card. Participants are asked to circle the scale title that
represents the more important contributor to workload for the specific task being
performed in the experiment [20]. The ratings of factors deemed most important
in creating the workload of a task are given more weight in computing the over-
all workload score. Participants were allowed to ask questions for clarification
on these questionnaires, and the descriptions of each were provided to the par-
ticipant if they needed to refer back to this information while completing each
questionnaire.

3 Signal Processing

EEG data pre-processing was conducted using BrainVision Analyzer (v.2.1,
BrainProducts, Gmbh), MATLAB R2023b (The MathWorks Inc.), and
EEGLAB v.2022.1 [11]. EEG data were inspected for bad channels in BrainVision
Analyzer and, when necessary, bad channels were replaced with spherically inter-
polated channels. Raw EEG data was first re-referenced to a common-average
of all EEG channels, and then high-pass filtered with a zero-phase shift Infinite
Impulse Response Butterworth filter. The EEG data were then subjected to a
biased extended Infomax Independent Component Analysis (ICA) to correct for
ocular artifact in BranVision Analyzer. The EEG data were then exported for
further processing in MATLAB.
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EEG data were subjected to a custom elliptic infinite impulse response (IIR)
band-pass filter from 1 to 30Hz. EEG data were then downsampled to 256Hz
and subjected to the extended Infomax ICA. Independent components (ICs)
determined to be unrelated to the task-relevant EEG signal were removed using
the Multiple Artifact Rejection Algorithm (MARA) plugin in EEGLAB [48].
A current source density (CSD) transformation was applied to these denoised
EEG data using the CSD Toolbox, (version 1.1) [27,28]. EEG data were baseline
corrected using the mean of the one-second period prior to the beginning of the
scoring period. Power spectral densities were computed for each 60 s trial using
Welch’s method [47] utilizing a periodic hamming window of 4 s with 50% overlap
and the number of fast Fourier transform (FFT) points of 5000. Power spectra
were approximated by applying the trapezoidal rule to each EEG frequency
band, including delta (1–4 Hz), theta (4–8 Hz), broadband alpha (8–13 Hz), and
broadband beta (13–30 Hz).

3.1 Performance Scoring Criteria

Fig. 2. (a) Experimental setup; Participant completing Multi-axis Condition while
psychophysiological signals are recorded. (b) Visual representation for SoS timeline,
blue line represents the SoS amplitude which follows a short (5 s) ramp up, then held
constant, and ramped down (5 s).

Participants’ performance scoring was computed for the middle 60 s of each
trial according to their adherence to the performance standards criteria (see
Fig. 2b, and Table 1). A constraint was placed on the performance data where
pitch and/or roll are invalidated if either of the axes did not meet the per-
formance standards listed in Table 1. Performance was scored for 60 s, using a
sliding 5 s window, with 50% overlap. Finally, overall mean scores for desired,
adequate, and inadequate were generated for each participant and each trial.
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3.2 Statistical Analysis

Statistics were calculated in RStudio (version 2023.06.1+524, RStudio, Boston,
MA). The independent variables include Condition and Level of Difficulty
(HQR). The dependent variables were subjective ratings (BWS, NASA-TLX),
EEG θ

α ratio, and behavioral performance. Each dependent variable was sub-
jected to separate 2 (Condition: Single-axis vs. Multi-axis) x 3 (HQR: Level
1, Level 2, Level 3) completely within-subjects repeated-measures ANOVAs to
examine main and interactive effects for workload and HQR. A significance cri-
terion of α = 0.05 was utilized for all tests. P-values were adjusted for multiple
comparisons using the False Discovery Rate. Effect sizes are reported where
appropriate [8]. Significant relationships are reported as : ∗p<.05; ∗∗p<.01;
∗∗∗p<.001. For all figures below, HQR represents the Handling Qualities Lev-
els manipulation, and vertical error bars represent standard error of the mean
(Fig. 3).

4 Results

4.1 Bedford Workload Scale

(a) (b)

Fig. 3. (a) Mean BWS rating by Condition and HQR (b) Mean weighted NASA-TLX
overall workload rating by Condition and HQR

A repeated measures ANOVA was performed to compare effects of Single-
axis and Multi-axis Conditions as well as HQR on BWS ratings. There was no
significant main effect for Condition (F(1,7) = 6.08, p = .06). There was a signif-
icant main effect for HQR (F(2,14) = 13.86, p < .01). Pairwise comparisons for
the Single-axis Condition revealed that the mean BWS rating was significantly
different in HQR 1 (M = 3.38 ± 0.38) vs. HQR 3 (M = 5.75 ± 0.3) HQR
(t(7) = −5.65, p < .01, d = −2.0), and in HQR 2 (M = 3.75 ± 0.42) vs. HQR 3
(M = 5.75 ± 0.3) HQR (t(7) = −3.39, p < .05, d = −1.20).
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4.2 NASA-TLX Overall Workload

A repeated measures ANOVA was performed to compare effects of Single-axis
and Multi-axis Conditions as well as HQR on NASA-TLX overall workload rat-
ings. There was a significant main effect for Condition (F(1,7) = 15.84, p < .01).
There was a significant main effect for HQR (F(2,14) = 23.83, p < .001). Pairwise
comparisons for the Single-axis Condition revealed that the mean NASA-TLX
Overall workload rating was significantly different in HQR 1 (M = 32.89 ± 6.84)
vs. HQR 3 (M = 53.3 ± 6.1) HQR (t(7) = −3.63, p < .05, d = −1.28),
and in HQR 2 (M = 32.3 ± 7.6) vs. HQR 3 (M = 53.3 ± 6.1) HQR
(t(7) = −5.97, p < .01, d = −2.11). Pairwise comparisons for the Multi-axis
Condition revealed that the mean NASA-TLX Overall workload rating was sig-
nificantly different in HQR 1 (M = 55.8 ± 7.3) vs. HQR 3 (M = 67.1 ± 6.91)
HQR (t(7) = −4.0, p < .05, d = −1.41), and in HQR 2 (M = 49.25 ± 7.95) vs.
HQR 3 (M = 67.1 ± 6.91) HQR (t(7) = −3.70, p < .05, d = −1.31) (Fig. 3b).

4.3 θ
α

Ratio

A repeated measures ANOVA was performed to compare effects of Single-axis
and Multi-axis Conditions as well as HQR on EEG θ

α ratio. There were no
significant main effects for Condition (F(1,7) = 1.50, p > .05), nor HQR (F(2,14) =
1.01, p > .05) (Fig. 4).

4.4 Performance

Single-axis. A repeated measures ANOVA was performed to compare effects
of the Single-axis Condition as well as HQR on participant performance. There
were significant main effects for HQR for desired performance (F(1.1,7.73) =
27.83, p < .001), and adequate performance (F(2,14) = 24.65, p < .001). Pair-
wise comparisons for the Single-axis Condition revealed that the mean desired
performance was significantly different in HQR 1 (M = 65.65 ± 5.75) vs. HQR
3 (M = 36.1 ± 3.3) HQR (t(7) = 5.12, p < .01, d = 1.81), and in HQR 2 (M =
64.86 ± 5.02) vs. HQR 3 (M = 36.1 ± 3.3) HQR (t(7) = 5.74, p < .01, d = 2.03).
Pairwise comparisons for the Single-axis Condition revealed that the mean ade-
quate performance was significantly different in HQR 1 (M = 89.7 ± 5.25)
vs. HQR 3 (M = 65.92 ± 5.71) HQR (t(7) = 4.9, p < .01, d = 1.73),
and in Level 2 (M = 91.5 ± 3.8) vs. Level 3 (M = 65.92 ± 5.71) HQR
(t(7) = 5.5, p < .01, d = 1.93) (Fig. 6).

Multi-axis. A repeated measures ANOVA was performed to compare effects
of the Multi-axis Condition as well as HQR on participant performance. There
were significant main effects for HQR for desired pitch performance (F(1.1,7.8) =
27.05, p < .01), and desired roll performance (F(2,14) = 27.01, p < .001). There
were significant main effects for HQR for adequate pitch performance (F(2,14) =
24.12, p < .001), and adequate roll performance (F(1.18,8.3) = 10.1, p < 0.01).
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Fig. 4. Mean θ
α

ratio by Condition and HQR

Pairwise comparisons for the Multi-axis Condition revealed that the mean
desired pitch performance was significantly different in HQR 1 (M = 45.94 ±
8.11) vs. HQR 3 (M = 24.65 ± 5) HQR (t(7) = 4.91, p < .01, d = 1.73), and in
HQR 2 (M = 47.84 ± 8.11) vs. HQR 3 (M = 24.65 ± 5) HQR (t(7) = 5.7, p <
.01, d = 2.02). Pairwise comparisons for the Multi-axis Condition revealed that
the mean desired roll performance was significantly different in HQR 1 (M =
50.1 ± 7.6) vs. HQR 3 (M = 29.67 ± 6.32) HQR (t(7) = 5.81, p < .001, d = 2.05),
and in HQR 2 (M = 53.72 ± 7.52) vs. HQR 3 (M = 29.67 ± 6.32) HQR
(t(7) = 5.9, p < .001, d = 2.07).

Pairwise comparisons for the Multi-axis Condition revealed that the mean
adequate pitch performance was significantly different in HQR 1 (M = 71.21 ±
10.16) vs. HQR 3 (M = 48.03 ± 9.12) HQR (t(7) = 4.81, p < .01, d = 1.70), and
in HQR 2 (M = 73.1 ± 9.7) vs. HQR 3 (M = 48.03 ± 9.12) HQR (t(7) = 5.4, p <
.01, d = 1.91). Pairwise comparisons for the Multi-axis Condition revealed that
the mean adequate roll performance was significantly different in HQR 1 (M =
72.21 ± 8.21) vs. HQR 3 (M = 54.62 ± 10.3) HQR (t(7) = 4.50, p < .01, d =
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Fig. 5. Scalp topographical maps of the θ
α

ratio. The top row represents the Single-axis
Condition (P=pitch), HQR 1, 2, 3, left to right, respectively. The bottom row represents
the Multi-axis Condition (PR=Pitch-Roll), HQR 1, 2, 3, left to right, respectively. Plots
represent looking down upon the scalp, nose forward.

1.59), and in HQR 2 (M = 75.67 ± 7.3) vs. HQR 3 (M = 54.62 ± 10.3) HQR
(t(7) = 3.22, p < .05, d = 1.14).

Brain-Performance Relationships. An exploratory analysis was conducted
using cross-correlation to examine the synchronous activity between the brain
and behavioral performance measured within the bowtie. Some significant rela-
tionships appeared such that within the Single-axis Condition, the synchronous
activity between the brain and performance markedly decreased from HQR 1 to
HQR 3 (Fig. 7a). Additional cross-correlations revealed several regional wavelet
power spectra significantly involved in behavioral performance. In the Single-
axis Condition, beta activity in the superior and inferior parietal lobule, as well
as alpha activity in the superior temporal gyrus were identified. For the pitch
component of the Multi-axis Condition, delta activity in both the middle and
inferior temporal gyrus, and superior parietal lobule were identified. For the roll
component of the Multi-axis Condition, theta and beta activity in the superior
frontal gyrus, and beta activity in the cuneus were identified.
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(a) (b)

Fig. 6. (a) Mean Single-axis performance for desired and adequate tolerances and HQR
(b) Mean Multi-axis performance for desired and adequate tolerances and HQR; The
Y-axis, percentage, represents the scoring percentage that participants met based on
Table 1.

(a) (b)

Fig. 7. (a) Normalized cross-correlations between brain activity and behavioral per-
formance. Boxplot edges represent the 25th, 50th, and 75th percentiles for HQR 1, 2,
3, left to right, respectively, in the Single-axis Condition. (b) Standardized scoring for
a single participant between Multi-axis (roll angle) behavioral performance and theta
activity at the superior frontal gyrus (SFG).

5 Discussion

This experiment employed McRuer et al.’s seminal task [38] to examine how
objective brain dynamics and subjective workload ratings respond to a series of
specific compensatory tracking tasks when task demand and system controllabil-
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ity were manipulated. As expected, subjective ratings of workload are sensitive
to changes in handling qualities3. Participants reported experiencing higher lev-
els of workload on the BWS between HQR 1 and 3, and HQR 2 and 3, in the
Single-axis Condition. Participants reported experiencing higher levels of work-
load on the NASA-TLX between HQR 1 and 3, and HQR 2 and 3, in both
Conditions. This result is understandable given that participants’ performance
significantly decreased in the same negative pattern for both the desired and
adequate tolerances. While the θ

α ratio failed to achieve statistical significance,
this variable is visibly trending higher by HQR for the Multi-axis Condition.

Participants were able to perceive changes in mental workload utilizing the
BWS, when HQR were manipulated. The effect sizes of the contrasts within the
Single-axis Condition were large (i.e., d ≤ −1.20) which indicates that partic-
ipants perceived much higher levels of workload in HQR level 3, compared to
HQR 1 and 2.

As expected, participants rated the NASA-TLX overall workload as signifi-
cantly higher for HQR 3 compared to HQR 1 and 2, for both Conditions. The
effect sizes of these contrasts were large (i.e., d ≤ −1.28) which indicates that
participants perceived markedly higher workload for HQR 3 compared to HQR
1 and 2, for both Conditions.

The result for the θ
α ratio was opposite of what was expected for the Single-

axis Condition such that the θ
α ratio was higher when handling qualities were

less challenging. This result is at odds with previous findings that the θ
α ratio

has been shown to increase with task demand and challenge [26]. However, many
studies typically employ more complex, multicomponent tasks which differ con-
siderably in processing demands from the present study [16,23]. Therefore, the
usage of the θ

α ratio may depend on the nature of the task and/or demand,
given the trending increase of the θ

α ratio in the Multi-axis Condition, which
is in line with our hypotheses. Additionally, it is interesting for the Single-axis
Condition that the θ

α ratio was higher for HQR 2 compared to HQR 1 since
this is not observed for either of the subjective ratings results. Similar to Han-
cock and Warm’s [18] model of sustained attention, it may be possible that the
θ
α ratio loosely follows an inverted-U pattern as related to handling qualities
levels. Moreover, this result is understandable since each trial was only 75 s in
length, and the θ

α ratio was computed for the middle 60 s scoring period. The
result from the present study is likely to be different given a longer duration,
paired with increased effort or arousal, such as in real flight. Future efforts will
examine the θ

α ratio undulations over time, to more closely probe the dynamic
nature of workload.

While the theory-based approach for θ
α ratio failed to achieve significance, it

is possible to see some trends within the data driven results outlined in Fig. 5.
Standardized difference scores were computed within Conditions, across HQR

3 Recall that, for example, “Level 1 CHR” means that the parameters of the transfer
function from joystick displacement to bowtie displacement correspond to Level 1
HQ in ADS-33 [1], and not that the CHR was explicitly assessed by the participant
as being “Level 1”.
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for all electrodes to highlight some specific brain regions/structures that may
be relevant in the detection of mental workload as related to varying HQR. For
the Single-axis Condition, the θ

α ratio computed at EEG electrodes AF7, FT7,
T7, CP3, and Cz were significantly related to increasing levels of workload and
HQR. AF7 and FT7 are located near the frontal eye fields and the middle tem-
poral gyrus [34], which controls rapid eye movements related to the scanning
of details within an image and high-level visual processing and perception of
complex objects, respectively. This pattern of eye movements as related to the
continuous visual-spatial reorientation of the bowtie could be analyzed in con-
junction with eye-tracking, a well-known metric of workload. Additionally, CP3
is related to the inferior parietal lobule, which is related to the interpretation of
sensory information processing and sensorimotor integration. For the Multi-axis
Condition, Fz, FT7, CP3, P7, and P8, were significantly related to increasing lev-
els of workload and HQR. This result is understandable given that Fz is located
above the superior frontal gyrus [34], which has been suggested to be critical
in the manipulation and monitoring of information as well as spatial working
memory [10]. Additionally, P7 and P8 are functionally located over the inferior
parietal lobule and supramarginal gyrus, which is implicated in the interpreta-
tion of tactile sensory information in addition to the perception of space and
limb location.

As expected, behavioral performance decreased significantly in HQR 3, com-
pared to HQR 1 and 2, for both Conditions. This finding was true for both the
desired and adequate tolerances. The effect sizes of these contrasts were large
(i.e., d ≥ 1.14) which indicates that participants performed significantly worse
in HQR 3, compared to levels 1 and 2, for both Conditions.

Related to Human-Computer Interaction, the synchronous activity between
the brain and behavioral performance measured within the bowtie was ana-
lyzed using cross-correlation. Some significant relationships appeared such that
regional wavelet power spectra in the superior and inferior parietal lobule in
the beta band was significantly related to behavioral performance. This result is
plausible since it has been demonstrated that beta oscillatory activity, related
to directionally-specific connectivity, is involved in the coordination and facili-
tation of accurate upper limb movement [7]. Furthermore, the results related to
delta activity in the middle and inferior temporal gyrus seems promising. While
most research on delta activity has been collected during sleep, there is some
evidence to suggest that delta is linked to motivation [33], and may modulate dis-
tant areas of the brain from the frontal lobes during attention demanding tasks
[19]. Notably, theta and beta activity in the superior frontal gyrus, was highly
related to the roll component of the Multi-axis Condition (Fig. 7b). This suggests
that the addition of the roll component elicited increased task engagement in
order to maintain performance. These results as related to beta activity warrant
further investigation, since it has been suggested that beta activity may allow
for more efficient processing of sensorimotor feedback required for monitoring
current motor processes and recalibration of the sensorimotor system [2].
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These findings highlight part of a programmatic approach to further under-
stand the brain dynamics and subjective ratings associated with varying levels of
handling qualities. The long-term goals of this work are to: (i) increase the safety
and efficiency of human-operated machinery, (ii) investigate localized neural cor-
relates of handling qualities such as within the inferior parietal lobule and the
superior frontal gyrus, and (iii) further understand the relationship between men-
tal workload and the decision-making process. Future work will further exam-
ine the delta and beta EEG power spectra as these have been implicated in
brain activity related to motivational processes, cognitive processes related to
attention, sensorimotor function, decision making, and efficient cognitive perfor-
mance under conditions of mental effort [6,14,19,33,45]. Additional future work
will include the prediction of subjective ratings related to brain states as well
as examining neural correlates of decision making using time-frequency analy-
ses. The results of this work can be extended to human-machine teaming for
optimal design of a machine-teammate to reduce human-operator workload [36].
Moreover, we will implement knowledge-based machine learning approaches to
estimate human-operator responses to dynamically changing task-load and stress
[3,25,31,35,41]. Such an effort may be able to improve one’s mental health and
can aid in the reduction of mental workload during lengthy and stressful mis-
sions.
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Abstract. Human cognitive performance is enhanced by the use of tools. For
example, a human can produce amuch greater, andmore accurate, volumeofmath-
ematical calculation in a unit of time using a calculator or a spreadsheet applica-
tion on a computer. Such tools have taken over the burden of lower-level cognitive
“grunt work” but the human still serves the role of the expert performing higher-
level thinking and reasoning. Recently, however, unsupervised, deep, machine
learning has produced cognitive systems able to outperform humans in several
domains. When humans use these tools in a human/cog ensemble, the human’s
cognitive ability is augmented. In some cases, even non-experts can achieve, and
even exceed, the performance of experts in a particular domain—synthetic exper-
tise. A new cognitive system, ChatGPT, has burst onto the scene during the past
year. This paper investigates human cognitive augmentation due to using Chat-
GPT by presenting the results of two experiments comparing responses created
using ChatGPT with results created not using ChatGPT. We find using ChatGPT
does not always result in cognitive augmentation and does not yet replace human
judgement, discernment, and evaluation in certain types of tasks. In fact, Chat-
GPT was observed to result in misleading users resulting in negative cognitive
augmentation.

Keywords: human cognitive augmentation · cognitive systems · human/cog
ensembles

1 Introduction

Human performance of any kind is augmented by the use of tools. Physical performance
is enhanced by using simple tools like hammers, shovels, and axes. Likewise, human
cognitive performance is augmented by the use of tools able to process and transform
information. For example, unaided, a human might take several minutes to add a column
of numbers, and then the sum would need to be checked because of the possibility
of error in the calculations. However, using a calculator or a computer spreadsheet, a
human could produce a reliable sum in a fraction of a second. In fact, entry of the numbers
becomes the limiting factor in terms of speed. Today, we commonly use software able to
process words, images, video, and numbers to perform our volume of daily work. Such
tools have taken over the burden of lower-level cognitive “grunt work.” So far, though,
the human still serves the role of the expert and performs the high-level thinking.
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Recently, however, cognitive systems technology (“AIs”) built using unsupervised,
deep, machine learning techniques, has produced tools able to outperform humans in
several domains formerly thought to be possible only as the result of high-level human
cognitive processing. We call such systems “cogs.” When humans use tools like these
in a collaborative manner (a human/cog ensemble) human cognitive performance is
enhanced—augmented. If a human’s cognitive ability is augmented enough, even a non-
expert can achieve, and even exceed, the performance of an expert in a particular domain,
something called synthetic expertise. So far, though, such cognitive systems are narrow
in their applicability. Even though they outperform humans, they are limited to just that
domain.

Things are changing. Systems like the newChat Generative Pre-Trained Transformer
(ChatGPT), have gained much attention recently. ChatGPT is a large language model
trained to predict themost probable nextword in a sequence ofwords and is fine-tuned for
conversational usage. ChatGPTmimics human-created text. Instead of being limited to a
narrow domain, users can conduct extended textual dialogs with ChatGPT on practically
any topic and most of the time, text generated by ChatGPT is indistinguishable from text
produced by another human. Every day, millions of people use ChatGPT for assistance
in learning, researching, getting advice, writing music, poetry, and prose, generating
computer program code, and much more. A person using ChatGPT certainly fits our
definition of a human/cog ensemble. Accordingly, the hypothesis explored in this paper
is:
H1: In a human/cog ensemble consisting of a person using ChatGPT we should be able
to observe, measure, and characterize human cognitive augmentation in the form of
enhanced performance when performing a task.

To investigate the hypothesis, we designed two experiments to compare human cog-
nitive performance with and without using ChatGPT. In one experiment we found a
person using ChatGPT as a assistive tool was marginally better than a person not using
ChatGPT but not enough for the result to be compelling. In the other experiment we
found using ChatGPT had no effect on a person’s ability to perform the task and even
misled users resulting in negative cognitive augmentation.

2 Previous Work

2.1 Cognitive Systems

With recent advances in artificial intelligence (AI) and cognitive systems (cogs), we are
at the beginning of a new era in human history in which humans will work in partnership
with artificial entities capable of performing high-level cognition rivaling or surpassing
human ability (Kelly & Hamm 2013; Wladawsky-Berger 2015; Gil, 2019; Fulbright
2016a; 2016b; 2020). Already, there are artificial systems and algorithms outperforming
humans and achieving expert-level results.

For example, a deep-learning algorithm has learned to detect lung cancers better
than human doctors (Sandoiu, 2019). The algorithm outperforms humans in recognizing
problem areas reducing false positives by 11% and false negatives by 5%.
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Google’s convolutional neural network, Inception v4, outperformed a group of
58 human dermatologists using dermoscopic images and corresponding diagnoses of
melanoma (Haenssle et al. 2018).

In the field of diabetic retinopathy, a study evaluated the diagnostic performance of a
cognitive system for the automated detection of diabetic retinopathy (DR) and Diabetic
Macular Edema (DME) (Abràmoff, et al. 2018). The cog exceeded all pre-specified
superiority goals.

At the University of California San Francisco and theUniversity of California Berke-
ley, an algorithm running on a convolutional neural network was better than experts at
finding tiny brain hemorrhages in scans of patients’ heads (Kurtzman, 2019). The cog
was able to complete a diagnosis in only one second, something a human would take
many minutes to do.

Cognitive systems are already better than humans at diagnosing childhooddepression
(Lavars 2019), predicting mortality (Wehner 2019), detecting valvular heart disease
(Stevens, 2023), and assessing cancerous tumors (Towers-Clark 2019).

Not only are cognitive systems able to outperform humans in some domains, they are
able to do things humans cannot. For example, the FIND FH machine learning model
analyzed the clinical data of over 170 million people and discovered 1.3 million of
themwere previously undiagnosed as being likely to have familial hypercholesterolemia
(Myers et al. 2019). Follow-on studies of the individual cases flagged by the cog have
shown over 80% of the cases do in fact have a high enough clinical suspicion to warrant
evaluation and treatment. This means on the order of 800,000 people could receive
life-extending treatment who otherwise would not.

An algorithm named Word2Vec sifted through some 3.3 million abstracts and dis-
covered associations previously unknown by human readers and predicted a new thermo-
electric material four years before it was discovered (Tshitoyan, 2019; Gregory 2019).

2.2 Cognitive Augmentation

We can view data, information, knowledge, and wisdom (DIKW) as a hierarchy based
on relative value (Ackoff 1989). Each level is of a higher value than the level below
it partly because of the processing involved to produce the information stock at that
level and partly due to the utility of the information stock at that level. Information is
processed data, knowledge is processed information, etc. Processing at each level can be
modeled as a cognitive process. Data, information, or knowledge, generically referred to
as information stock, is input to the cognitive process. The cognitive process transforms
the input and produces the higher-valued output. This transformation is accomplished
by the expenditure of a certain amount of cognitive work (W) (Fulbright 2020).

In a human/cog ensemble, a collaborative team consisting of one or more humans
and one or more cognitive systems), cognitive processing of the entire ensemble is a
mixture of human cognitive processing (WH) and artificial cognitive processing (WC)
(W* = WH + WC) as depicted in Fig. 1 (Fulbright 2020; 2020a; Fulbright & Walters
2020).

A human working alone is able to achieve a certain amount of cognitive work. A
human aided by a cognitive system is able to achieve a greater amount of cognitive work.
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Fig. 1. A Human/Cog ensemble performing a cognitive process.

We call this increase in cognitive performance, cognitive augmentation (Fulbright 2017;
2020).

The amount of cognitive augmentation depends on how sophisticated the cognitive
system, how much of the total cognitive work it performs, and how well the human
collaborates with the cognitive system. Throughout history, humans have created ever-
evolving technology to assist in cognitive processing. As these systems get more capa-
ble, especially now in the era of artificial intelligence and unsupervised deep machine
learning, cognitive augmentation will increase rapidly.

Level 0:  No Augmentation
the human performs all 

cognitive processing

Level 1:  Assistive Tools
e.g., abacus, calculators, 

software, etc.

Level 2:  Low-Level Cognition
pattern recognition, clas-

sification, speech 

human makes all high-

level decisions 

Level 3:  High-Level Cognition
concept understanding, 

critique 

conversational natural 

language

Level 4: Creative Autonomy
human-inspired/unsuper-

vised synthesis 

Level 5: Artificial Intelligence
no human cognitive pro-

cessing 

Fig. 2. Levels of Cognitive Augmentation.
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Different Levels of Cognitive Augmentation have been defined ranging from no aug-
mentation at all (all human thinking) to fully artificial intelligence (no human thinking)
as shown in Fig. 2 (Fulbright 2020; 2020a; Fulbright & Walters 2020).

In previous work, we have conducted various experiments designed to measure and
characterize cognitive augmentation. Fulbright (2017; 2018) discusses several kinds of
metrics and proposes severalmetrics to employwhenmeasuring cognitive augmentation.
Fulbright (2019) calculates cognitive augmentation for a given task finding cognitive
augmentation as high as 74% when people are provided different numbers of hints by
a simulated cognitive system. Fulbright & McGaha (2023) shows how information of
different types affects the level of cognitive augmentation when tasked with solving
several different kinds of puzzles. In both of these studies, enhanced cognitive accuracy
and cognitive precision were measured.

In all three of these studies assistive information supplied to the humanwas simulated
and did not come from an actual cognitive system. However, ChatGPT represents a cog-
nitive system, already used by millions, with which to conduct experiments in cognitive
augmentation. There have been some notable studies comparing human performance to
ChatGPT.

2.3 ChatGPT and Cognitive Augmentation

Li et al. (2023) compared the results of ChatGPT versus human performance on the
Objective Structured Clinical Examination (OSCE) in obstetrics and gynecology. Chat-
GPT was asked to answer discussion questions in seven key disciplines within obstetrics
and gynecology. ChatGPT outscored human test-takers in questions regarding postpar-
tum management, urogynecology and pelvic floor problems, labor management, and
post-operative care. ChatGPT did not outperform humans in early pregnancy care, core
surgical skills, or gynecologic oncology. Li et al. (2023) theorized those question require
multiple answers and higher-level reasoning.

Kung et al. (2023) found comparable results when administering the United States
Medical Licensing Examination (USMLE) to ChatGPT. ChatGPT beat the passing
score of 60% on most areas but narrowly failed to pass the multiple choice-question
Sect. (59.1%) and the multiple-choice with forced justification Sect. (52.4%) on Step
2CK of the exam. Step 2CK is typically administered to students who have successfully
completed their fourth year of medical school (Kung et al. 2023).

In taking theAmericanBoardofNeurological SurgerySelf-AssessmentExamination
1, Ali et al. (2023) found ChatGPT 3.5 achieved a score of 73.4% and GPT-4 achieved
a score of 83.4% relative to the human average of 72.8%. Both versions of ChatGPT
exceeded last year’s passing threshold of 69%.

Liéven et al. (2023) determined GPT-3.5 performed higher than the needed passing
score on questions taken from the USMLE and MedMCQA examinations, however,
GPT-3.5 still underperformed on both examinations in comparison to humans.

Brin et al. (2023), determined GPT-4 to have performed 10.77% better than human
test-takers on multiple-choice questions from the USMLE involving soft skills, such as
empathy, leadership, emotional intelligence, and communication.

Similarly, Eloyseph et al. (2023) found ChatGPT to score 74.35% higher than males
and 66.27% higher than females on the Levels of Emotional Awareness Scale (LEAS),
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a test measuring emotional intelligence in the form of open-ended questions that are
evaluated by licensed psychologists. It is also worth noting ChatGPT took the LEAS
evaluation twice: once in January and once in February. ChatGPT improved its LEAS
score by 13% between the two exams.

Duong & Solomon (2023) compared the ability of ChatGPT to humans in answer-
ing multiple-choice questions about genetics. Humans answered questions with 1.61%
greater accuracy overall, but ChatGPTperformed 8.51%better than humans on questions
that relied on memorization instead of critical thinking.

Jarou et al. (2023) administered multiple-choice questions from the American Col-
lege of Emergency Physicians (ACEP) study guide. Human respondents scored 36.32%
higher than GPT-3.5 and 19.5% higher than GPT-4; yet GPT-4 scored 33.71% higher
than GPT-3.5.

Additionally, Katz et al. (2023) compared the performance of GPT-3.5 and GPT-4
with human respondents on the Uniform Bar Exam. GPT-4 performed 11.3% better
than human test-takers, but GPT-3.5 could not exceed human performance in any of the
subject areas tested on the exam.

Instead of situations in which ChatGPT replaces humans, this paper is interested
in exploring how using ChatGPT enhances a user’s cognitive ability as stated in the
hypothesis, H1. Unfortunately, there have not yet been a lot of studies like this. Noy and
Zhang (2023) assigned 444 professionalswith tasks related to their respective profession,
such as sensitive e-mails, press releases, and reports. After completing the initial task,
the group was split in two. The control group was asked to repeat the task using LaTeX,
a document preparation program, while the test group used ChatGPT to assist them with
their second task. Those using ChatGPT reduced the time spent on the task by 35.16%
and improved their score on the second task by 15.45%.

3 The Experiments

This paper presents the results of two experiments in whichwe asked students to perform
a task and comparing their performance with that of an expert. Students were tasked with
two different challenges, an innovation problem and an expert advice question. Students
used ChatGPT 3.5 (circa November 2023, January 2024) in these experiments.

3.1 Innovation Challenge

For the innovation challenge, studentswere given the following problem statement:When
shooting skeet, fragments from the skeet fall on and cause harm to the grass field by
preventing sunlight and water from reaching the grass. What changes can I make to
protect the grass?

This is the same problem statement used in a previous cognitive augmentation exper-
iment described in Fulbright (2019). In that experiment, students were given hints in the
form of innovative suggestions (called operators) and the results showed it was possible
to affect the innovative solutions arrived at by the participants toward a desired goal—
the preferred solution. In fact, results showed as much of a 74% increase in cognitive
accuracy was achieved demonstrating significant cognitive augmentation.
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Participants were asked to synthesize three innovative solutions to the problem. Any
solution could not interfere with the sheet shooting activity, must be relatively easy and
inexpensive to implement, and involve as little change to the current situation as possible.
One-half of the participants were instructed to not use any Internet-based resource at all.
The other half were instructed to use only ChatGPT.

This innovation problem was chosen because it is a problem used in teaching inno-
vation at the university undergraduate level for over many years. As such, there is a long
history of solutions, and patterns of solutions, to compare new results with. Because of
this history, we know what type of solutions people give when not aided by any cogni-
tive system or assistive information and we know what type of solutions are given by
professional/expert innovators.

With respect toH1, our goalwas to see if usingChatGPT altered the type of solutions.
If H1 was verified in this experiment, we would expect to see the solutions trend toward
the professional/expert type of solutions.

3.2 Retirement Decision

For the second experiment, participants were given detailed information about an imag-
inary college professor approaching retirement. Information provided included: age,
profession (and pros and cons of the profession), salary, debt, medical situation, retire-
ment savings, with the goals of being able to remain in the current home, travel at least
twice per year after retirement, and not outliving their money.

Participants were asked if the person should retire early at 67 or wait until the age
of 70. A person can go to a retirement planning expert and ask this question and receive
a detailed response including an explanation of why it is better to retire at 67 or wait
until 70. None of the participants, being university students, were experts in retirement
planning. However, we asked each participant to provide a specific answer (either 67 or
70) and then also provide a justification to support the answer. In our judgement of the
results, it did not matter which age was given as the answer. We focused on the level of
detail in the justification. A detailed and specific justification, in our view, constituted
an expert-level answer to the challenge.

One-half of the participants were instructed to use ChatGPT only, an no other
Internet-based resource, and the other half was instructed to use any Internet-based
resource except ChatGPT. With respect to H1, we expected to see an increase in the
ability of participants to provide an expert-level answer due to using ChatGPT.

4 The Results

4.1 Innovation Challenge Results

For the innovation challenge, 13 students used ChatGPT and 13 students did not use
ChatGPT to synthesize a total of N = 96 ideas to solve the skeet shooting innovation
challenge. As we have seen in earlier studies using this problem statement, ideas fell into
three broad categories: changing the field (F), changing the skeet (T), or ideas not solving
the problem at all (X). Ideas involving the field fell into three different subcategories
and ideas involving the skeet fell into two categories:
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FT  protecting the field with a tarp, net, or some 
other kind of covering 

 FC ways of cleaning the field or making picking up 
fragments easier 

 FG changing or replacing the grass on the field 
 TB replacing clay skeet with biodegradable mate-

rial 
 TC changing the clay skeet to make cleanup more 

easier 
 X ideas addressing ideas other than the stated prob-

lem 

Figure 4 shows the results for students not using ChatGPT. Overwhelmingly, most
ideas (79.5%) involved changing the field in some way such as covering it with a tarp
or net to prevent fragments from reaching the grass or various ways to clean the field
after fragments have fallen onto the grass. The remainder (20.5%) of the ideas involved
changing the clay skeet such as making the skeet out of biodegradable material or
out of some material other than clay to facilitate easier cleanup. Field-related ideas
outnumbered skeet-related ideas 3.8:1.

F (11)

23.4%

F (14)

29.8%

F (5)

10.6%

63.8% (30)

Change 

T (5)

10.6%

T (3)

6.4%

17.0% (8)

Change 

X

No Solution
19.1% (9)

N = 47 

Fig. 3. Solutions Using ChatGPT for Assistance (47 ideas).

Figure 3 shows the results for students using ChatGPT. As in Fig. 4, ideas involving
changing the field vastly outnumber ideas involving changing the skeet by almost exactly
the same ratio 3.75:1. Therefore, we see no difference in the type of ideas generated as
a result of using ChatGPT. Therefore, the hypothesis, H1, is refuted.
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F (12)

30.7%

F (17)

43.6%

F (2)

5.1%

79.5% (31)

Change 

T (6)

15.4%

T (2)

5.1%

20.5% (8)

Change 

N = 39 

Fig. 4. Solutions Not Using ChatGPT for Assistance (39 ideas).

Interestingly, students using ChatGPT synthesized a number of ideas having no
effect at all on the primary problem—littering of the grass by the fragments. Examining
these ideas in detail shows these ideas were related to “educating shooters about the
environmental impact” and “educating shooters about gun safety.” These ideas can be
explained when one analyzes the response from ChatGPT when given the problem
statement as the prompt. ChatGPT is trained from articles and other content available
on the Internet. Because the problem statement involves guns and shooting, ChatGPT
respondedwith suggestions to educate shooters about gun safety because on the Internet,
when one sees a document about guns and shooting, it is very likely to also include
comments about safety. Even though the concepts of guns and safety are understandably
related, the safety issue has nothing to do with solving the problem given in the problem
statement—littering the grass field. ChatGPT however does not perform such in-depth
analysis to realize this. ChatGPT’s responses are driven by word association. Likewise,
because the problem statement mentions littering and damaging grass, ChatGPT finds
associations with environmental issues important and therefore responded to students
suggesting education about the environment since this is found in millions of pages
on the Internet when litter and harming grass is mentioned. While one could argue you
might be able to talk a shooter out of shooting after they understand the harm to the grass,
this is not likely to change the mind of the vast majority of shooters, so is not a practical
solution. Interestingly, in this case, using of ChatGPT actually distracted students by
misleading them to consider things having nothing to dowith the problem.Therefore, one
could argue using ChatGPT actually decreased cognitive ability—resulting in negative
cognitive augmentation.
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4.2 Retirement Decision Results

For the retirement decision challenge, 15 students used ChatGPT and 10 students did
not use ChatGPT. The challenge asked students to provide a specific answer, whether or
not the subject should retire at 67 or 70 and also provide an expert-level justification of
that answer. We explained to the students how people could visit a retirement planning
professional and receive guidance and we asked students to provide a similar-quality
answer here.

Responses were judged to be either “expert quality” or “non-expert quality” as seen
in Fig. 5. The difference between an expert and a non-expert response is in the details
provided in the justification. To answer the question properly, one must calculate the
monthly inflow and outflow of money. To do that, one has to find out how much per
month social security payments would be and add to that withdrawals from savings to
augment the monthly inflow. Once this is established, one has to calculate how long
the subject’s money would last. Very different answers are obtained if one retires at age
67 versus 70. In judging the responses, we did not consider which answer the student
provided. It did not matter at what age the student decided the subject should retire.
What we did look for, though, is did the student conduct and include the analysis needed
to justify their response. Reponses including the analysis were deemed “expert” and the
responses not including the analysis were deemed “non-expert.”

Another characteristic of non-expert responses was “generic” information like “the
person must consider how long their savings will last.” While this is certainly is some-
thing a person needs to consider when planning retirement, one would not have to visit
an expert to get this advice. Any friend, family member, or easy search on the Internet
will produce a list of such things for one to consider. In fact, the first response from
ChatGPT gives a list of 8–10 such generic issues to consider. So, a response simply
containing generic information like this was considered “non-expert.”

Figure 5 shows students not using ChatGPT provided expert-quality answers 40%
of the time. Students using ChatGPT provided expert-quality answers 53% of the time.
While this is an increase, it is not a definitive increase in our opinion. Of further note, is
of the students using ChatGPT, there was only one more expert response than non-expert
response. If ChatGPT provided demonstrable cognitive augmentation for this task, one
would expect many more expert answers than non-expert answers from the group of
students using ChatGPT.

Students not using ChatGPT were allowed to use any other Internet-based resource
and reported the tool or information source they used. We observed all expert-quality
answers from the non-ChatGPT group were provided by students who used a retirement
calculator available on the Internet. We believe the students using a retirement calculator
were cognitively augmented just like students using ChatGPT. In fact, the retirement
calculator is an assistive tool designed specifically to help answer retirement planning
questions whereas ChatGPT is not. Although we are not able to definitively conclude it
in this study, we believe if non-ChatGPT students were not allowed to use a retirement
calculator, the number of expert-quality answers would be much lower and students
using ChatGPT would have performed much better.
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Expert (4)

40%

Not Using ChatGPT

Non-Expert (6)

60%

Expert (8)

53%

Using ChatGPT

Non-Expert (7)

47%

Fig. 5. Responses to the Retirement Decision Challenge (25 responses).

5 Conclusion

Our hypotheses, H1 was refuted in the innovation experiment and only moderately con-
firmed in the retirement decision experiment. In fact, in the innovation experiment, Chat-
GPTactuallymisled students to thinking about issues irrelevant to the problem statement,
resulting in negative cognitive augmentation. Both experiments involved tasks requir-
ing detailed analysis, high-level reasoning, and human judgment and were questions
without a definite right and wrong answer. To this extent, we confirm the findings of Li
et al. (2023), Liéven et al. (2023), Jarou et al. (2023), and Katz et al. (2023) who found
ChatGPT outperformed humans on some types of questions but not those involving
higher-level analysis.

Our results show using ChatGPT does not guarantee expert-level performance. None
of the students participating in this study were experts at using ChatGPT. For some, this
task was the first time they ever used ChatGPT. If students had more experience with
ChatGPT, more expert-level results might be expected. Also, students who participated
were not given detailed instructions on how to answer retirement questions nor how to
think innovatively. If they had known more about the subject, it stands to reason more
would have been able to provide expert-quality answers. This can be explored in future
studies.

It is necessary to note,when designing these experiments,we found it quite difficult to
determine tasks to give to students.We tested and discarded several tasks before deciding
on the innovation and retirement challenges because we found ChatGPT was able to
simply spit out a perfectly correct answer on the first prompt. Over time, we realized
we could not ask students to perform any task involving just simple knowledge retrieval
because ChatGPT does this quite well. To create a challenge tough enough, we realized
the tasks needed to require cognitive processes involving understanding, evaluation,
appraisal, critique, and judgment in order to exercise the students and ChatGPT more
vigorously.
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We recognize these types of cognitive processes represent the upper levels ofBloom’s
Taxonomy, a framework for categorizing educational goals and therefore classifying lev-
els of cognitive processes (Bloom et. al., 1956; Anderson &Kratwohl, 2001). We expect
future studies to showChatGPT already able to take the cognitive “grunt work” of lower-
level cognitive processes like recall, defining, listing, classifying, describing, discussing,
explaining, translating, and recognizing away from the human in a human/cog ensemble.
Any task involving these levels of cognitive processing will be done quicker and better
by ChatGPT leaving the human to do the higher-level cognitive processing. Relieving
the human of the cognitive “grunt work” will result in significant cognitive augmentation
in the form of higher-quality, higher-value results in less time with less effort.
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Abstract. With the development of advanced AI and robotic systems, there is a
growing interest in examining human-robot teaming. While the vast majority of
human-robot studies has focused on technological developments, only a limited
body of work has considered employing neurophysiological data and real-world
activities to examine human cognitive-motor processes in such a teaming con-
text. Although human-robot teaming can be examined using physical systems,
virtual environments also offer numerous advantages such as versatility, scalabil-
ity, and cost-effectiveness. Therefore, here we propose and assess a novel virtual
environment (VTEAM) through which human cognitive-motor processes can be
examined when individuals perform alone or with a robotic teammate, sequential
tasks that have similar features to real-world activities. This new experimental
platform allows synchronous behavioral and neurophysiological (EEG) data col-
lection to provide a more comprehensive examination of human cognitive-motor
behavior. VTEAMwas evaluated by assessing its usability, as well as the resulting
team performance and human perception of the workload and of the robotic team-
mate. The findings revealed appropriate levels of usability and workload when
individuals operated VTEAM to complete two tasks alone or with the robotic
teammate. When engaged, the robotic teammate - which individuals perceived
as likeable, intelligent and safe - was able to improve task performance, sug-
gesting that this platform can robustly assess human-robot teaming. Thus, this
novel experimental platform appears to be appropriate for investigating human
cognitive-motor processes when individuals perform and learn action sequences
alone or collaboratively with a robotic teammate.
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1 Introduction

A large body of work has examined human cognitive-motor processes underlying task
performance under varying conditions when individuals perform alone or in a teaming
environment (e.g., [1–3]). In these past works, a more restricted effort has investigated
the neural mechanisms underlying various constructs such as, but not limited to, mental
workload, trust, emotion, stress or situational awareness when individuals perform vari-
ous tasks (e.g., flight or monitoring tasks) while interacting with automation which aims
to assist the user [4, 5]. However, while informative, these prior works did not necessar-
ily focus on interactions and particularly on collaborations between human individuals
and robotic systems having AI capabilities as is done here [4–6]. As far as we know,
compared to robotic development, only a fairly limited effort has focused on the human
cognitive-motor processes during human-robot interactions, and this body of work is
even sparser when considering human-robot teaming contexts where individuals work
with a robotic partner to collectively complete a task [6–8]. Specifically, only a restricted
amount of human-robot teaming studies has examined human cognitive-motor processes
in this context via brain dynamics (e.g., EEG, fNIRS) [6–9]. In addition, prior efforts
did not necessarily assess action sequence tasks that can involve complex dependen-
cies similar to real world activities (e.g., solving a puzzle, executing a complicated
maintenance task). Such tasks are particularly interesting since they can be computa-
tionally demanding for both the AI-based robot and humans while being well suited
for team execution [10–12]. Typically, these sequential tasks can require an elevated
deployment of cognitive-motor resources in novices (e.g., planning; working memory;
attention [13]) and an extensive amount of practice to be learned. They also can involve
multiple degrees of freedom as well as a lot of hand-eye coordination [14]. Thus, it
would be informative to examine human cognitive-motor processes when individuals
team-up with a robotic partner to collaboratively execute sequential tasks while com-
bining behavioral and neurophysiological analyses to provide a more comprehensive
understanding of human behavior in such a social context. Such an approach not only
informs human-robot teaming technology but also human behavior.

The examination of cognitive-motor processes during human-robot teaming can be
conducted with physical robots which offer realistic environments. However, although
having their own limitations, virtual platforms offer the advantage of being versatile,
scalable, portable and applicable to situations that would be too complex, costly or
unsafe with physical robots. In addition, they permit examining human-robot teaming
while manipulating the team environment at will with various scenarios and applica-
tions (e.g., tele-operations, tele-autonomy). In some cases, these virtual platforms can
serve as a preparatory step before using physical robots and thus can be considered not
as a replacement but instead as a complementary approach to physical systems. While
simulated environments for examining human-robot teaming are available, these var-
ious platforms do not necessarily involve a human executing sequential tasks (having
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tunable characteristics) with a humanoid robotic teammate that can be parametrized
to manipulate the team environment while allowing synchronous collection of behav-
ioral and neuroimaging data (e.g., [15–18]). Thus, as a first step, we describe here a
novel virtual platform (virtualized teaming or VTEAM) that permits examination of
behavioral and human neural processes when individuals execute and learn sequential
cognitive-motor tasks alone or with a robotic teammate under various tasks and teaming
conditions. The VTEAM platform currently allows one to i) generate various sequential
tasks and scenarios that can be parametrized (e.g., varying the levels of cognitive-motor
demands), ii) manipulate the team environment by having the human perform alone or
with the robotic teammate while parametrizing the synthetic partner (e.g., number of
turns, period of engagement/disengagement); and iii) collect both performance and neu-
roimaging (here electroencephalography or EEG) data in a synchronized fashion based
on markers generated by specific events (e.g., task/scenario starts and ends, robotic
teammate engagement/disengagement). In the following, the usability of this new vir-
tual platform and more generally how it can affect human cognitive-motor behavior
are investigated to ensure that no major design issues inducing experimental bias are
detected. While an EEG event marker system will be used in VTEAM for subsequent
human cognitive-motor studies, no EEG is collected in this current study because we
are only testing the system’s usability. Once validated, VTEAM could be employed to
conduct human-robot teaming studies that incorporate various empirical manipulations
(e.g., task demands, teaming environments). Thus, the aim of this work was to evalu-
ate the usability of this new experimental platform and identify which characteristics
are appropriately designed and which should be revised to be improved. Specifically,
VTEAM’s evaluation was conducted by examining the level of usability and workload
and comparing these to available standards, and by assessing the performance obtained
when individuals execute sequential tasks with and without a robotic teammate. It was
hypothesized that if this novel platform is appropriate, the usability and workload levels
perceived by humans when performing alone or with the robotic teammate sequential
tasks should be beyond the industry standards. Conversely, if this platform has features
which result in usability and mental workload that do not meet established standards, it
could compromise the data integrity and thus should be revised to be enhanced.

2 Material and Methods

2.1 The Virtual Environment

General Presentation. The VTEAM system offers a flexible experimental platform
including customizable tasks to examine the human cognitive-motor processes in par-
ticipants executing sequential tasks. This virtual platform contains a dashboard and a task
completion environment (see Fig. 1). The dashboard allows the administrative experi-
menter to parametrize the experimental tasks as well as the teaming environment (see
details below). Once the administrator has selected and parametrized the task along with
the teaming environment, participants perform through the 3D virtual environment the
task alone or with a simulated humanoid robot (Baxter, Rethink robotics™) teammate
placed in front of them. While various scenarios could be implemented in VTEAM, as
of now two tasks of interest involving sequences of actions were designed. The first
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task is based on the sliding block puzzle-game RushHour™ (RH) [19] which consists of
sliding blocks in a sequential manner on a grid to move one single specific block outside
the board. The second task is a circuit breaker (CB) task which consists of maintaining
an electrical panel where faulty fuses must be replaced (see Sect. 2.2 for details). The
entire virtual environment, including both tasks, was implemented in C# using the Unity
game engine.

Fig. 1. Administrator’s VTEAM interface for the RH (top row) and CB (bottom row) tasks. First
column: main menu of the virtual environment for both the RH and CB tasks. Second column:
developer dashboard for the administrator to create, validate and save different scenarios for
each task. Third column: dashboard to create and load experimental conditions by selecting the
scenarios and the presence/absence of the robot as well as its level of involvement.

The VTEAM experimental platform presented here is based and expands upon two
previous virtual systems: the Simulator for Maryland Imitation Learning Environment
(SMILE) [20, 21] and the Virtualized Learning (VLEARN) platform [22], both devel-
oped at the University of Maryland, College Park. SMILE was initially developed to
provide a simulated environment where animated demonstrations of sequential tasks
could be generated and then observed by a humanoid robot (Baxter, Rethink robotics™)
that learns the sequences through imitation. The main idea behind SMILE was that the
humanoid could successfully learn via imitating complex action sequences by focusing
solely on object activities in the virtual environment without using information from the
demonstrator’smovements.More recently, VLEARNwas developed by the SEAM lab at
theUniversity ofMaryland, College Park to examine human cognitive-motor control and
learning processes during execution of various sequential tasks without robotic teaming.
The primary aim of developing VLEARN was to provide a portable web-based virtual
environment where individuals can perform and practice remotely different tasks that
involve action sequences of varying complexity. Prior works suggested that some tasks
executed via this virtual environment produced usability, performance, mental workload
and fatigue levels comparable to those observed with the corresponding physical system
[22]. Although both SMILE and VLEARN are very useful for robotic imitation learning
and examining human cognitive-motor performance, neither of them allows for exam-
ining human cognitive-motor processes when individuals collaborate with a humanoid
robotic system that can be tuned in various manners to manipulate the human-robot team
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dynamics. Therefore, the novel virtual environment VTEAM presented here serves a
different purpose than the VLEARN and SMILE platforms, by allowing one to assess
cognitive motor-performance when individuals execute action sequences on a variety
of tasks collaboratively with an AI-based humanoid robot having adaptive planning
capabilities.

For both tasks the VTEAM interface allows for generating a scenario and its asso-
ciated parameters. First, the experimenter dashboard allows the researcher to create a
scenario for a given task. Specifically, for the RH task, the administrator can choose
the size of a grid board. Once this is defined, the size of the blocks and their position
on the board as well as the location of the exit gate can be selected thus providing one
or more scenarios (or puzzles) to be solved. Then, the VTEAM platform automatically
verifies the scenarios, checking whether they are solvable or not. If they are not solv-
able, they will have to be updated. Once a new solvable scenario is created it will be
saved in the database using a specific name provided by the administrator. Similarly, for
the CB task, the dashboard allows the administrator to create different electrical panel
scenarios where its size and the faulty/functioning fuses indicated by red/green LEDs
can be selected. Also, for further manipulation of task demands, the administrator can
select the option of identifying each fuse with a specific number that must be matched
with the appropriate action when participants perform the task. Once a new electrical
panel scenario is created, an internal validation process checks all the logic related to
the slots with faulty fuses, disallowing illegal moves and evaluating that the respective
button presses are valid. Once a new scenario is validated it is saved in the database
using a particular name selected by the administrator.

For both tasks, any scenarios that have been saved can then be subsequently selected
to be loaded for an experimental study. If multiple scenarios are selected, they can
be either presented in a specific or in a random order to the participants. Therefore,
various scenarios with different levels of complexity can be created and stored to be
then presented to the participants during the study. Once all the scenarios are completed,
these keep cycling through until the end of the experimental session. Although the
primary purpose of VTEAM is to examine cognitive-motor processes in a human-robot
teaming context, it also allows for individuals to perform alone since this provides
a control condition against which the teaming condition can be compared. Thus, for
both tasks, the experimenter dashboard provides the possibility to select if individuals
will perform the task alone or with the humanoid robot as well as the duration of the
experimental condition. If the humanoid robot option is selected, the administrator can
parametrize the robotic teammate as towhich of the human or robotic teammatewill start
the task as well as to identify the task period(s) during which the robot will be engaged
with the human. This latter option enables the robot to engage/disengage dynamically
throughout multiple periods during the experiment. For example, in a condition set for
ten minutes, ten scenarios (RH puzzles or CB electrical panels) could be selected, and
the robotic teammate could be involved for five minutes and be disengaged for the
remaining period. Once all the parameters have been selected, the saved experimental
conditions are loaded to run the corresponding testing session. During data collection
the virtual environment can record the action sequences completed by the participants
and the robotic teammate while communicating with EEG systems allowing to collect
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data on human cortical dynamics, thus providing amore comprehensive cognitive-motor
performance assessment (see Fig. 1).

The long-term goal of this platform is to allow the examination of the neural mech-
anisms underlying cognitive-motor performance and learning when individuals collab-
oratively complete various tasks with a robotic teammate having AI capabilities. Thus,
the proposed environment enables i) smooth manipulation of the interactive elements for
different tasks that individuals can execute alone or collaboratively with a robotic part-
ner, ii) a robust action sequence planning system driving the robotic teammate execution
when interacting with the user, iii) a flexible platform allowing a wide range of task,
scenarios and teaming parametrization and iv) the capability to record each action of the
sequences as well as interact with neuroimaging data (e.g., EEG) collection systems by
generating multiple event-markers. This allows one to analyze performance and brain
dynamics providing a more comprehensive assessment of the human cognitive motor
processes.

Software Architecture. The proposed virtual platform was developed using Unity, a
software system for building and deploying real-time gaming programs and rendered
through WebGL. These programs are built in the language C# and incorporate sub-
stantial packages for graphics, plus a physics engine to offer realistic behaviors. Once
parametrized, all the experimental settings (i.e., human alone or human-robot teaming)
as well as scenarios (e.g., RH puzzle to solve, CB panel configuration) generated for
both tasks are saved as XML files. The saved experimental settings and scenarios can
be subsequently loaded from the folders they reside in, offering thus a testing database
for implementing data collection (Fig. 2, bottom row). In VTEAM, the various task
components are manipulated via simple computer mouse operations such as click, drag
and drop.

When the robotic teammate is activated, the planning algorithm implemented through
the Python programming language receives the current state of the task and then com-
putes the action for the robot to execute. The Python script runs a breadth first search
algorithm (BFS) which takes as input the current state of the task in a csv format and
provides the next move in a format representative of the current state of the object to be
acted upon and the new state of the object they should reside in.

VTEAM’s login capabilities can record all the actions of the sequential task executed
by the participants and the robotic teammate during data collection. These actions are
then stored in a csv file for future analysis. Additionally, the appropriate interfaces were
included such that EEG signals can be synchronized with the task activities for purposes
of subsequent analysis. Specifically, each task embeds button presses to generate event
markers that are sent out to another computer (in our case the EEG softwarewas BrainVi-
sion Recorder, Brain Products GmbH) collecting EEG data which indicate the beginning
and end of the task as well as completion of different scenarios. If the teaming envi-
ronment has been activated, additional event markers are also generated when the robot
engages/disengages during task completion (Fig. 2, top row). These EEG event markers
allow one to mark the period covering the signals of interest for subsequent analysis of
human cortical dynamics. Therefore, this feature enables VTEAM to synchronize task
execution with collection of behavioral and cortical data allowing subsequent measure-
ment of performance and cortical dynamics and enabling a combined examination of the
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Fig. 2. High-level architecture employed to implement VTEAM. The red circles represent the
experimenter dashboard, the green circles represent the participant conditions, and the blue circles
refer to EEG eventmarkers generation, logging of actions, planning algorithm and external storage
of XML and csv files forming the scenario and experiment databases.

human cognitive-motor processes of interest. Since the primary aim of this current work
is only to assess the usability of VTEAMwithout actually analyzing brain data, the EEG
was not collected. However, this study revealed that VTEAM was able to successfully
send all of the correct triggers to the EEG recoding system.

2.2 Experimental Evaluation

Participants. Fifteen healthy individuals participated (6 men; 9 women; age range 19
- 39 years). Participants did not report any neurological impairment nor use of medica-
tion that can affect the central nervous system. At the time they completed the study,
participants were free of drug and alcohol use and had a normal or corrected-to-normal
vision. Before the start of the study, all participants provided written informed consent
which was approved by the University of Maryland, College Park Institutional Research
Board.

Experimental Tasks.VTEAMwas assessed by means of two tasks that can be executed
by individuals alone and while teaming with the robotic partner. The first task was a
modified version of the RH task which consists of moving a red block to an exit location
by clearing other blocks obstructing its path [19, 23, 24] (for details see sections below).
The second task was the CB maintenance task which consists of replacing faulty fuses
in an electrical panel with new ones (for details see sections below). Although multiple
reasons led us to consider both tasks in this work, two were particularly important. First,
they can be computationally demanding for both the AI-based robot and humans since
they involve dependency between task components requiring and engaging multiple
cognitive processes (e.g., high-level planning, reasoning, decision-making) to generate
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the appropriate action sequences and solve the problem [10–12]. Second, both tasks are
well suited to be executed by individuals alone or working collaboratively with a robotic
teammate.

Individuals executed alone or with the robotic partner different scenarios of both the
RH and CB tasks through VTEAM to evaluate its degree of usability. This was done
by comparing the obtained usability scores to standard thresholds whenever these were
available as well as by evaluating the human workload and team performance. While
the sequences presented to the participants could have been chosen to induce significant
cognitive demands, the scenarios used in this study did not involve excessive complexity.
The reason for this is that the aim of this work was not to investigate the recruitment
of neural mechanisms when individuals performed under varying demands but rather
to investigate the usability of the proposed platform. Thus, a good level of usability
would indicate that this platform would be suitable to examine human cognitive-motor
processes when individuals collaborate with an AI-based humanoid robot with adaptive
planning capabilities to complete both tasks introduced here.

Rush Hour Task. The first task, which is based on the RH puzzle-game, includes a
horizontal board where several blue blocks of different lengths form a gridlock around a
red block as well as an exit gate. This task aims tomove sequentially the blue blocks with
a minimum of moves and/or distance travelled to get the red block off the board through
the exit gate (Fig. 3). The rules of the task were that all the blocks can solely be displaced
along their longest edge without moving them off the board, jumping, and collisions.
Also, a block that has been moved can be moved again later and the red block has to
be moved out to the designated gates indicated as the exit point. The application was
designed such that rule-breaking moves were not permitted. As previously mentioned,
this work aimed to assess the usability of this novel virtual experimental platform rather
than examining changes in the engagement of the neural resources in response to varying
demand. Therefore, participants were required to solve various scenarios of the RH task
employing a fairly limited number (i.e., 4–8) of blocks. A total of ten scenarios were
presented to the participants. When a scenario was completed, a new one was loaded.
This process was repeated over multiple iterations during the entire execution of the task
which lasted for a total duration of five minutes.

Circuit Breaker Maintenance Task. The maintenance task required participants to
replace faulty fuses by functioning ones in an electrical panel. The faulty fuses to be
replaced were indicated by a red LED. The participants picked up and discarded the
faulty fuse and then replaced it with a new functioning one. Once a functioning fuse
was placed the LED turned green, the participant moved to the next faulty fuse (see
Fig. 3). For the same reasons mentioned above, participants were required to complete
six scenarios with a limited number of fuses (i.e., 2–8) to be replaced. Similar to the RH
task, once all scenarios were successfully executed, the panels would cycle over the task
completion which lasted for a total duration of five minutes.

Experimental Procedures.Participantswere asked to execute both theRH andCB tasks
alone as well as collaborating with the robotic teaming over a single testing session. The
order of the tasks (RH, CB) and performance conditions of execution (alone, teaming
with the robot) were counterbalanced. Before performing each task, participants went
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Fig. 3. VTEAM interface for the participants. Execution of the RH and CB maintenance tasks
when individuals performed alone (PA) and collaboratively with the humanoid robot (HRT). PA-
RH: rush hour performed alone; HRT-RH: rush hour during human-robot teaming; PA-CB: circuit
breaker performed alone; HRT-CB: circuit breaker during human-robot teaming.

through a two-minute familiarization period where they executed each task alone (i.e.,
without robotic teammate) to become accustomed to the goals and rules of the task as
well as the control interface. This familiarization period combined with the execution
of action sequences being not excessively complex ensured that the usability and the
participant’s cognitive-motor states were mainly linked to utilizing VTEAM and not to
the recruitment of cognitive-motor processes (e.g., working memory; attention; high-
level planning) resulting from demands due to overly challenging action sequences.
During the familiarization stage, individuals practiced both tasks with scenarios (i.e.,
puzzles, panels) that were not presented to the participants during the testing session
without the robotic teammate to ensure that no learning effect would bias the subsequent
assessment of the experimental platform.

For both RH and CB tasks, participants had to perform multiple scenarios during a
five-minute period either performing alone or collaboratively with the humanoid robot.
When the robot was involved, participants had to alternate turns with the robot which
would be indicated by a message stating, “Your Turn” and “Robot’s Turn” on the top left
corner of the screen (Fig. 3). For the RH task, when the environment was first loaded, the
condition started when the participants pressed the red button on the bottom right of the
screen to load the first scenario. Participants had to press the green button before making
the first move for every puzzle (Fig. 3). This was employed to indicate the completion of
human planning and moving towards executing the action sequences for the task. Once a
scenario was solved a new one would be loaded after a two-second window resulting in
participants completing multiple scenarios until the five-minute task duration elapsed.
An exploratory analysis was also conducted with the RH task since in addition to the
3D view, a 2D view of the board displayed on the top right corner of the screen allowed
participants to move the blocks in this 2D display with the same control as for the regular
3D view. Thus, participants were also required to solve puzzles with this 2D perspective
for 2 min (not shown in Fig. 3).

Similarly, for the CB maintenance task, when one of the scenarios was loaded,
participants could see the status of the panel on the bottom right portion of their screen.
If the status of the panel indicated “Fail”, the stop button needed to be pressed to begin
replacing the defective fuses (indicated by a red LED) that had to be discarded into
a trash can located on the left of the panel. To perform this action participants had
to click on the defective item and then click on the trash can to discard it. Once this
action was completed, a new fuse had to be selected from the set of non-defective
fuses (also located on the left of the panel). To vary the conditions, some scenarios had
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fuses that were identified by a number which is mapped to the slot it needs to fit into.
Once all the LEDs were green, the restart button on the right would be clicked and if
the message displayed “Success”, a new panel was loaded. Participants cycled through
fixing multiple panels until the end of the five-minute task duration. For both the RH
and CB tasks, appropriate EEG event markers were sent to BrainVision Recorder (Brain
Products GmbH) to indicate the beginning and end of a scenario, a task and a change in
the robot’s engagement.

After each experimental condition of each task, individuals were asked to com-
plete several questionnaires such as the Post-Study System Usability Questionnaire
(PSSUQ) [25], System Usability Scale (SUS) [26], Subjective Mental Effort Question-
naire (SMEQ) [27], Single Ease Question (SEQ) [27] to determine the perceived usabil-
ity of the proposed experimental platform. These surveys have been largely employed
to reliably estimate the usability of various systems (e.g., software, websites, devices)
even with relatively small sample sizes [26–28]. The PSSUQ consists of 16 questions
recorded on a 7-point Likert Scale. The PSSUQ provides a total score (Overall), as well
as the system usefulness (SysUse), information quality (InfoQual), and interface qual-
ity (IntQual) subcomponents, respectively [25]. This survey also has the advantage of
providing standards for the Overall, SysUse, InfoQual and IntQual score dimensions
[25]. Moreover, the SUS includes 10 questions where positive and negative statements
about the system are alternated. The answers to the statement are collected by means
of a 5-point Likert scale [29]. Like the PSSUQ, the SUS also has the advantage of pro-
viding a well-established industry standard value of 68 [30, 31]. The SMEQ included
a single scale with 9 levels ranging from “Not at all hard to do” to “Tremendously
hard to do” [27]. Finally, the SEQ is a single questionnaire survey which assesses the
perceived difficulty of a user-performed task [27]. After task completion, participants
also completed the well-established NASA Task Load Index (TLX) survey to assess
the perceived workload during cognitive motor-performance [32, 33]. The NASA-TLX
score was computed for the overall workload to enable direct comparison with standards
previously reported in the literature [34]. In addition, participants completed the God-
speed survey [35] after they performed the tasks collaborating with the humanoid robot
to indicate the characteristics of the robot they interacted with in terms of its anthropo-
morphism, animacy, likeability, perceived intelligence, and safety. Although secondary,
here the perceived usefulness of the 2D perspective option for the RH task was assessed
in an exploratory manner via a Visual Analog Scale (VAS) survey that participants had
to complete including the three following questions “How often did you refer to the 2D
grid display to plan your actions?”; “How helpful was the 2D grid display when forming
strategies to solve the various puzzles?”; “How would you like the presence of a 2D
display when solving tasks of this kind?”).

Data Processing
Survey Data. The scores for the PSSUQ, SMEQ and SEQ were averaged across par-
ticipants. For the PSSUQ this averaging process was conducted for all 16 questions to
obtain the total score (Overall). The averaging of questions 1–6, questions 7–12, and
questions 13–15, provided the scores for the system usefulness (SysUse), information
quality (InfoQual), and interface quality (IntQual) subcomponents, respectively [25].
The raw SUS scores were normalized and then combined resulting in a single score
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between 0–100 for each participant, task and performance condition [30, 31]. Similarly,
each subscale of the NASATLX scores was averaged, resulting in scores between 0–100
for each task and performance condition [32]. The VAS scores were also averaged across
participants.

PerformanceData.For each trial, task and condition of execution, the sequence deviation
error (SDE) was computed to quantify the discrepancies between the number of moves
and spaces utilized to execute an optimal reference sequence from that generated by
the human or the human-robot team. Here the reference sequences were defined as the
sequences using theminimumnumber of actions to complete each scenario of both tasks.
The average SDE was computed for each participant, task, and conditions. An elevation
of the SDE indicates a decrement of performance.

StatisticalAnalysis.The primary aim of thisworkwas to assess the usability ofVTEAM
when individuals performed action sequence tasks with the humanoid robot. Thus, the
surveys scores were interpreted based on specific ranges provided by the literature and
whenever possible, by statistically comparing them towell-established standards. In par-
ticular, when individuals performed either alone or collaboratively with the humanoid
robot both tasks, the scores obtained for the four subscales of the PSSUQ scores (Over-
all, SysUse, InfoQual, IntQual), the SUS and the five dimensions (ANT, ANI, LIK,
INT, SAF) of the Godspeed were subjected to statistical analysis. Specifically, a series
of one-sample t-tests or Wilcoxon signed-ranked tests (depending on whether the data
were normally distributed or not) compared the mean scores obtained for these three
surveys with their respective standard when individuals performed each task either alone
or collaboratively with the humanoid robot. The standards for the Overall, SysUse, Info-
Qual and IntQual dimensions of the PSSUQwere 2.82, 2.80, 3.02 and 2.49, respectively
[25]. For these four PSSUQ dimensions, scores smaller and greater than these threshold
values represent above and below average usability [25, 30]. The standard for the SUS
was thewidely acknowledged industry threshold value of 68which represents an average
usability level (i.e., scores below and above this level indicate a system having a below
and above average usability) [30, 31]. The SMEQ, SEQ and NASA TLX scores were
qualitatively assessed by comparing their range to the corresponding scale and to avail-
able standards previously provided in the literature [27, 34]. Although no established
standards for the Godspeed questionnaire are available from the literature, the same sta-
tistical approach was employed with the threshold being the midpoint of the five-point
scale [35]. The samemethodology was used for the VAS surveys for which the threshold
was the midpoint of the scale. Also, the paired versions of the same tests were employed
to compare the SDE obtained when individuals performed the task alone and with the
robotic teammate. Finally, for each task, the same statistical analysis was employed for
the SDE when individuals executed the task alone and with the robotic teammate to
assess if the generated sequences were optimal or not (a SDE not different from zero
would be optimal). For all the statistical analyses, the Cohen’s d effect sizes were calcu-
lated and reported whenever appropriate. To account for multiple comparisons, the false
discovery rate (Benjamini-Hochberg) correction was applied. For all statistical analyses
the significance level was set to p< 0.05. All the statistical computations were executed
in MATLAB™.
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3 Results

3.1 Usability

A qualitative analysis suggested that the vast majority of the trials did not reveal any
major technical issues (e.g., system crashed or frozen) during the entire time whether
individuals executed the tasks either alone or with the robotic partner (<0.005%).

Fig. 4. Usability scores for theOverall (A), SysUse (B), InfoQual (C) and IntQual (D) dimensions
of the PSSUQ survey when individuals execute the RH and CB tasks either alone or teaming with
the humanoid robot. The dashed black line illustrates the thresholds usability levels (see text for
further details). PA-RH: rush hour performed alone; PA-CB: circuit breaker performed alone;
HRT-RH: rush hour during human-robot teaming; HRT-CB: circuit breaker during human-robot
teaming. The stars represent the level of statistical significance when comparing the average score
values for a given condition relative to the acceptability threshold. *: p< 0.05; **: p< 0.01; ***:
p < 0.001.

For both tasks and conditions of execution the PSSUQ scores were either at or
beyond the minimal usability threshold. Namely, the Overall PSSUQ scores were all
smaller than the threshold value for all conditions (PA-RH: t(14) = -5.412, p < 0.001,
d = 1.321; HRT-RH: t(14) = -4.292, p = 0.001, d = 1.048; HRT-CB: t(14) = -2.731,
p = 0.022, d = 0.667) except when individuals performed alone the CB task (PA-CB:
t(14) = -2.029, p = 0.062, d = 0.495) (see Fig. 4A). In addition, the SysUse PSSUQ
score was significantly smaller than its threshold value for all conditions (PA-RH: z =
-3.333, p = 0.003, d = 0.860; PA-CB: t(14) = -2.659, p = 0.019, d = 0.649; HRT-RH:
z = -3.161, p = 0.003, d = 0.816; HRT-CB: t(14) = -3.594, p = 0.004, d = 0.877)
(see Fig. 4B). Similarly, the scores of the InfoQual subscales were significantly smaller
than the cut-off values for all conditions (PA-RH: t(14)= -4.176, p= 0.004, d= 1.019;
HRT-RH: t(14) = -2.743, p = 0.021, d = 0.970; HRT-CB: z = -2.503, p = 0.021, d =
0.646) except when individuals execute alone the CB task (PA-CB: t(14) = -1.917, p
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= 0.076, d = 0.468) (see Fig. 4C). Finally, the scores of the IntQual dimension were
similar to the cut-off values for all conditions (HRT-RH: t(14)= -2.267, p= 0.079, d=
0.213; PA-CB: t(14)= 0.601, p= 0.558, d= 0.269; HRT-CB: z= -0.972, p= 0.442, d
= 0.251) except when individuals performed alone the RH task (PA-RH: t(14)= -2.884,
p = 0.048, d = 0.491) which was significantly smaller (see Fig. 4D).

The scores obtained with the SUS questionnaire revealed that for both tasks and
condition of performance were significantly higher than the industry threshold (PA-RH:
t(14) = 4.414, p = 0.001, d = 1.077; HRT-RH: t(14) = 4.487, p = 0.001, d = 1.095;
HRT-CB: t(14)= 2.323, p= 0.048, d= 0.567) apart fromwhen theCB taskwas executed
by the individuals alone (PA-CB: z = 1.763, p = 0.078, d = 0.455) (see Fig. 5A). The
average SMEQ score for both task and condition of execution were comprised between
0 and 10 which corresponds to lowest range of task difficulty level of the scale (PA-RH:
6.333 ± 7.188; PA-CB: 8.000 ± 12.649; HRT-RH: 7.000 ± 5.916; HRT-CB: 4.667 ±
5.164) (Fig. 5B). Similarly, the average SEQ scores all ranged between 6 and 7 which
represents lowest level of task difficulty on this scale (PA-RH: 6.000 ± 1.840; PA-CB:
6.533 ± 0.516; HRT-RH: 6.467 ± 0.516; HRT-CB: 6.733 ± 0.458) (Fig. 5C). The
exploratory analysis of the VAS survey examining the usefulness of the 2D display did
not reveal any significant results (p > 0.345 for all comparisons).

3.2 Workload

The statistical analysis conducted on the composite NASA TLX score revealed that for
both task and performance conditions the overall workload ranged from 16 to 18, which
represents the 10% lowest workload percentile based on the examination of a database
of publications citing the NASA-TLX using various tasks [34] (PA-RH: 16.000± 8.038;
PA-CB: 17.300± 7.810;HRT-RH: 15.067± 6.429;HRT-CB: 16.600± 6.378) (Fig. 5D).
Although these ranges are not available for each dimension of this survey the mental
demand dimension which has been suggested as representative of the mental workload
ranged from 15 to 19 which in this context is also low.

3.3 Human Performance Alone and Human-Robot Team Performance

The SDE was different from zero when individuals performed the RH task alone (t(14)
= 6.762, p < 0.001, d = 1.651) or with their robotic partner (t(14) = 5.547, p < 0.001,
d = 1.354). However, the same contrast was not significant when individuals executed
alone (z = 2.023, p = 0.065, d = 0.522) or with the robot (z = 1.342, p > 0.170, d
= 0.346) the CB task. Also, the SDE was smaller when individuals completed the RH
task with their robotic partner compared to alone (t(14)= 4.498, p= 0.001, d = 1.418)
whereas this was not observed for the CB task (z= 1.753, p= 0.096, d= 0.453) (Fig. 6).

3.4 Human Perception of the Humanoid Robotic Teammate

The statistical analysis revealed that the humans perceived their humanoid robotic team-
mate as having intelligence and safety levels above average when jointly executing either
the RH task (INT: t(14)= 5.530, p< 0.001, d= 1.350; SAF: t(14)= 2.738, p= 0.020,
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Fig. 5. Usability scores for the SUS (A), SMEQ (B), SEQ (C) and the NASA-TLX (overall
workload) (D) surveys when individuals executed the RH and CB tasks either alone or together
with the humanoid robot. The dashed black line illustrates the threshold usability level in panel
A and the 10% lowest workload percentile, respectively (see text for details). See Fig. 4 for
definition of abbreviations PA-RH; PA-CB; HRT-RH; PA-CB. The stars represent the level of
statistical significance when comparing the average score value for a given condition relative to
the threshold. *: p < 0.05; **: p < 0.01; ***: p < 0.001.

Fig. 6. Performance (SDE) when individuals executed alone (PA) or collectively with the robotic
teammate (HRT) the RH and CB tasks. The stars (*) and crosses (+) represent the significance
level for the PA vs. HRT contrast and the PA or HRT vs. standard contrast, respectively. *: p <

0.05; **: p < 0.01; ***: p < 0.001; +: p < 0.05; ++: p < 0.01; +++: p < 0.001.

d = 0.667) or the CB maintenance task (INT: z = 3.097, p = 0.004, d = 0.800; SAF: z
= 2.588, p = 0.014, d = 0.668). In addition, the participants perceived their humanoid
robotic teammate with a likability level above average when jointly executing the RH
task (LIK: t(14) = 2.458, p = 0.031, d = 0.600) but was not different from the average
for the CB maintenance task (LIK: z = 1.622, p = 0.105, d = 0.419). However, the
perceived anthropomorphism and animacy were below average during completion of
the RH (ANT: t(14) = -5.493, p < 0.001, d = 1.341; ANI: t(14) = -3.606, p < 0.001, d
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= 0.880) and CB maintenance tasks (ANT: t(14)= -6.849, p< 0.001, d= 1.672; ANI:
t(14) = -5.792, p < 0.001, d = 1.414) (Fig. 7).

Fig. 7. Scores for the perceived anthropomorphism, animacy, likability, intelligence and safety
dimension of the Godspeed survey when individuals executed the RH and CB tasks together
with the humanoid robot. The dashed black line illustrates the mid-scale threshold levels for
each dimension (see text for details). ANT: anthropomorphism; ANI: animacy, LIK: likability,
INT: intelligence and SAF: safety. The stars represent the level of statistical significance when
comparing the average score value for a given condition relative to the mid-scale threshold. *: p
< 0.05; **: p < 0.01; ***: p < 0.001.

4 Discussion

The results revealed that, regardless of the surveys employed in this work, individuals
who executed alone or with the robotic teammate the RH and CB tasks, consistently
evaluated the platform’s usability as meeting or exceeding the industry standards avail-
able from the literature. Similarly, based on thresholds taken from past literature, the
perceived workload by individuals when executing both tasks alone and collaboratively
with the robotic teammate was low. The performance for the RH task was greater when
individuals collaborated with the robotic teammate relative to the condition where they
performed alone (a tendencywas also observed for the CB task).While performing alone
or with their robotic partner, participants were able to generate optimal sequences for the
CB task whereas they were sub-optimal for the RH task. After teaming, the perceived
anthropomorphism and animacy of the humanoid robot was below average whereas the
perception as being intelligent and safe was above the threshold for both tasks. The
likeability was above and equal to average for the RH and CB task, respectively.

4.1 Usability and Workload When Individuals Perform Alone
and with the Robotic Teammate

All of the dimensions of the PSSUQ, the SUS and the SEQ surveys robustly indicated
that the usability of VTEAM when individuals executed both tasks either alone or with
their robotic partner was similar to or beyond industry standards [25, 27, 30, 31]. In
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particular, for the PSSUQ, this was observed for the overall assessment but also for the
system usefulness, information and interface quality. In addition, the level of perceived
workloadwhen the individuals perform both tasks alone andwith the robot was observed
as low [34]. This is consistent with the findings above which revealed that the usability
level exceeded standards. Namely, it is coherent with the notion that executing action
sequences (without excessive complexity) performed with VTEAM that has a good
usability would likely result in a low workload level. Thus, taken together both the
usability and workload levels observed here suggest that this virtual platform can be
operated straightforwardly without adding a layer of challenge that could possibly result
in biases and confounding factors during the study of human cognitive-motor behavior.
In addition, when made available to the user, the option of the 2D display did not appear
to affect much the user preferences. This is also consistent with the finding that the
environment (which was 3D by default) had a good usability, suggesting that the 2D
perspective option is not necessarily needed.

4.2 Effects of Robotic Teammate on Performance, Human Workload
and Perception

When individuals executed collaboratively the RH task with the robotic teammate, the
obtained performance was greater relative to that observed when participants performed
the same task alone. Although, this was not the primary aim of this work, this very
important finding suggests that VTEAM is sensitive enough to examine human-robot
team dynamics even when performing action sequences of modest complexity. This is
interesting, since future experimental work could employ graded complexity levels of
action sequences and not just consider two very different level of demands as is often
done in experimental work (e.g., [1, 33]). Although the same performance improvement
was not as prominent as for the RH task, a tendency was observed for the CB task.
Such a difference may be due to different degrees of task constraints. While the RH
task has a few rules, the CB task has more constraints between the objects when they
are manipulated due to causal relationships driven by the physics and the task rules
(e.g., a fuse has to be removed before being replaced, the panel has to be open before
accessing the fuses, the LED colors indicate the fuse status and only the faulty fuses
have to be replaced). Thus, the completion of this task appears to be more structured and
thus possibly less challenging than the RH task. Therefore, it is possible that the robotic
teammate would have less effect on the performance of the CB maintenance task which
is in essence more structured than the RH task. This is also consistent with the fact that
sequences produced when the individuals performed alone the CB task were optimal
(although a tendency of being suboptimal was observed) and that the engagement of the
robotic partner further facilitated such optimal performance. Furthermore, contrary to
the performance, the same comparison did not lead to any modulation of the perceived
workload. This was expected, since as mentioned above, the sequences employed here
were relatively easy to complete and generated a low workload. Thus, while the robotic
teammate could still assist the users by improving their performance, these sequences
were likely not complex enough to induce a great need of assistance and thus a change of
workload. An exploratory analysis of the six dimensions of the NASA-TLX confirmed
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that for both tasks the engagement of the robot did not affect any of the subscale scores
(p > 0.05, all comparisons considered).

The perception of the robotic teammate by the human varied according to different
features considered. Namely, the perceived anthropomorphism and animacy were below
average. A possible reason for this is that although Baxter is a humanoid robot with
anthropomorphic features, it does not look and move like a human, which may explain
why these attributes were evaluated as low compared to actual human beings [36, 37].
The perceived likeability was above average for the RH task and around average for the
CB task. When considering the performance results, a possible explanation could be the
that the robot was considered asmore helpful and thusmore likable by the individuals for
the RH than for the CB task due to a greater need of assistance for the former compared
to the latter. In addition, the results revealed that for both tasks, individuals perceived the
robotic partner to have an intelligence and safety level greater than average. A greater
than average intelligence level is likely due to the planning algorithm which, when
engaged, not only affected the performance but also the individuals’ perception of the
robotic teammate. Finally, the safety of the robot was also perceived as above average for
both tasks by the participants, which was expected since this platform does not involve
a physical but a virtual system. On the one hand, this is advantageous since this allows
one to examine human cognitive-motor performance in a controlled environmentwithout
having potential biases due to changes in emotional state. However, this could also be
a limitation since a human-robot study conducted with a virtual versus a physical robot
may yield different results due to a different safety perception between the former and
the latter. However, such a difference could be attenuated if the physical robot is a cobot.

4.3 Conclusions, Limitations, and Future Work

As a whole, this investigation suggests that good usability and workload levels were
observed when individuals operated the VTEAM virtual environment while completing
alone or with the robotic teammate both the RH and CB maintenance tasks. In addi-
tion, even when using fairly simple action sequences, the robotic teammate was able to
improve task performance, suggesting that this experimental platform is robust enough
to assess human-robot teaming even when executing sequences of moderate complex-
ity. This suggests that this platform can conduct graded experimental manipulations of
task demands without extreme contrast as is often used in the cognitive-motor literature
(e.g., [1, 33]). In addition, individuals perceived their robotic teammate to have accept-
able levels of likeability, intelligence and safety, which are also desirable features for a
virtual platform likeVTEAMsince it may facilitate the engagement of the participants in
completing the tasks. Thus, overall, it appears that the VTEAM experimental platform is
appropriate for examining human cognitive-motor processes when individuals perform
and learn sequential tasks alone or teaming with a robotic partner. The successful imple-
mentation of the EEG event markers system will also allow VTEAM to be deployed for
examination of human behavioral and cortical dynamics.

This work also had several limitations, of which some could be addressed in future
work. First, the perceived anthropomorphismand animacyof the robot by the participants
were both rated as below average. Although, this was not of primary interest in this
work, an elevation of these ratings could contribute to greater participant engagement
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in task execution and teaming. These scores could possibly be improved by considering
a more biologically plausible control system able to generate human-like movements
instead of the more discrete motion currently produced [36, 37]. Currently, VTEAM
has only one planning algorithm, however, it would be beneficial to be able to select
different planning systems to examine how they will affect the human cognitive-motor
states. Moreover, the present platform does not allow specific parametrization for both
tasks (e.g., changing the exit location during the RH task completion, creating more
complex dependency between the fuses for the electrical panel) as well as the team
(e.g., swapping the role between team members, alter the team interdependence in real
time, simultaneous teammate movements). While the proposed platform embeds an AI-
based robotic teammate, it does not have any explainable AI (XAI) capability which
would allow the synthetic partner to explain its behavior to its human teammate. This
could be included in the future with the option to engage or not the XAI system to
examine its effect on the human neural mechanisms during task performance. Finally,
in the longer term, this platform should be merged with a prior virtual environment
developed by our research team (VLEARN) which is a web-based system allowing
remote executionof human sequential tasks [22]. The combinationof both systemswould
provide a powerful experimental platform allowing onsite or remote examination of
human cognitive-motor processes during performance and learning of action sequences
when individuals perform alone or in a (human-human, human-robot) teaming context.
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35. Bartneck, C., Kulić, D., Croft, E., Zoghbi, S.: Measurement instruments for the anthropo-
morphism, animacy, likeability, perceived intelligence, and perceived safety of robots. Int J
of Soc Robotics 1, 71–81 (2009)

36. Kerzel, M., Strahl, E., Magg, S., Navarro-Guerrero, N., Heinrich S., Wermter, S. NICO
— Neuro-inspired companion: A developmental humanoid robot platform for multimodal
interaction. Proc. 26th IEEE International Symposium on Robot and Human Interactive
Communication (ROMAN), pp. 113–120 (2017)

37. Maroto-Gómez, M., Castro-González, Á., Malfaz, M., Salichs, M.Á.: A biologically inspired
decision-making system for the autonomous adaptive behavior of social robots. Complex
Intell. Syst. 9, 6661–6679 (2023)



Measuring Cognitive Workload in Augmented
Reality Learning Environments Through Pupil

Area Analysis

Siddarth Mohanty1, Jung Hyup Kim1(B), Varun Pulipati2, Fang Wang3,
Sara Mostowfi1, Danielle Oprean4, Yi Wang1, and Kangwon Seo1

1 Department of Industrial and Systems Engineering, University of Missouri, Columbia,
Mo 65211, USA

{smdqv,kijung,sara.mostowfi,yiwang,seoka}@missouri.edu
2 Department of Electrical Engineering and Computer Science, University of Missouri,

Columbia, Mo 65211, USA
vpccn@umsystem.edu

3 Department of Engineering and Information Technology, University of Missouri, Columbia,
Mo 65211, USA

wangfan@missouri.edu
4 School of Information Science and Learning Technologies, University of Missouri, Columbia,

Mo 65211, USA
opreand@missouri.edu

Abstract. In the digital learning landscape, Augmented Reality (AR) is revolu-
tionizing instructionalmethodologies. This study shifts focus to explore the impact
of AR-based lectures on pupil dilation as a biomarker of mental demand. By ana-
lyzing pupil dilationwith cognitive load assessment tools like theNASATaskLoad
Index, we aim to understand the cognitive implications of prolonged exposure to
AR in educational settings. We hypothesize that variations in pupil size can be
indicative of cognitive load, correlating with the mental demands imposed by AR
lectures. Preliminary findings suggest a significant relationship between increased
pupil dilation andheightenedmentalworkloadduringARengagements. This study
highlights the new way to measure cognitive workload in AR environments using
pupil dilation data.

Keywords: Augmented Reality · Cognitive Workload · Pupil Dilation Analysis

1 Introduction

Augmented Reality (AR) has emerged as a transformative tool in educational tech-
nology, offering immersive and interactive learning experiences. Despite its growing
adoption, understanding the cognitive impact of AR on students remains a critical area
of exploration. This study focuses on measuring and analyzing the cognitive load in
biomechanics AR lectures.
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Prior studies onAR-based learning havemostly focused on its effectiveness, learning
outcomes, and user experience, which has led to a lack of knowledge about the cognitive
load it imposes on learners. This study seeks to fill this gap using pupil dilation analysis
and comparing mental workload in AR settings. To assess mental demand, we used the
NASA Task Load Index (NASA TLX).

We propose that there may be a relationship between changes in pupil size and per-
ceivedmental effort, as determined through a combinationof objective physiological data
and subjective cognitive evaluations. The results of our research aim to provide a com-
prehensive understanding of the cognitive demands placed on individuals participating
in augmented reality (AR) learning settings.

The research problem is twofold: firstly, to measure and quantify the cognitive load
experienced by students using eye-tracking technology within AR educational settings,
and secondly, to investigate the correlation between pupil area and cognitive load, assess-
ing mental exertion in these settings. By achieving these objectives, this study seeks to
provide actionable insights for educators and developers in AR-based learning, enhanc-
ing both the effectiveness and efficiency of the learning process. The significance of this
research project lies in its potential to bring about transformative advancements in the
field of educational technology, particularly in the context of AR-based learning.

This research emphasizes the key elements of assessing and analyzing cognitive load
among students in AR educational environments. Developing a technique for gauging
mental demand in AR-driven learning presents a new strategy for understanding and
enhancing student education. It will help educators customize their teaching methods to
boost engagement and productivity, ultimately enhancing the effectiveness of the learn-
ing experience. Through an assessment of the mental demand on student learning, we
will identify factors that either hinder or facilitate learning outcomes and task execution
efficiency in AR settings. Such insights empower researchers to develop interventions
that significantly improve learner achievement and overall performance.

To measure cognitive workload in the AR learning environment, we implemented
pupil dilation analysis. This physiological response reflects different cognitive states,
such asmentalworkload anddemand.Toparticipants’ subjectivemental demandwith the
pupil dilation data, we gathered information using the NASA-TLX, a tool for evaluating
perceived workload. Research has shown that pupil size tends to increase with the level
of cognitive effort [1, 2]. When a task requires more mental demands, such as increased
attention, memory, or problem-solving, the pupils may dilate in response to the increased
demand for processing resources [3]. Because of this relationship, pupillometry can be
used as an objective measure to gauge mental workload. In studies where NASA-TLX
is used, pupil dilation measurements can serve as a corroborating physiological marker
to support subjective mental demand ratings [4]. While NASA-TLX relies on subjective
self-report measures of workload across six dimensions (including mental demand),
pupillometry can provide complementary objective data. The combination of subjective
ratings with physiological data can enhance the understanding of the actual workload
experienced by individuals [5]. Objective measures like pupil dilation can help calibrate
the subjective ratings given in the NASA-TLX.

In this study, we hypothesize that there would be a significant difference in eye
tracking pupil areawhen participants are engaged in learning or problem-solving lectures
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in AR environments. Specifically, we expect to observe a larger pupil dilation during
problem-solving tasks compared to the learning tasks, indicative of increased cognitive
workload during the experiment. Our hypothesis is based on the premise that more
complex cognitive processing is required for problem-solving activities,whichwill result
in higher cognitive workload ratings on the NASA TLX questionnaire.

2 Literature Review

This literature review embarks on an exploration of pivotal research discoveries con-
cerning the measurement of cognitive workload in various applications, with particular
attention given to eye tracking, pupil area, and their impact on student performance. Cog-
nitive load theory, as initially propounded by Sweller, Van Merrienboer [6], underscores
the paramount importance of overseeing cognitive demands to optimize the learning pro-
cess. In the area of educational technology, the consideration of cognitive load becomes
pivotal, as digital tools and AR applications can either facilitate or impede learning, con-
tingent upon the cognitive resources they consume. Eye tracking technology has gained
prominence within cognitive load research, offering insights into the precise areas to
which learners direct their visual attention during tasks [7–9]. Previous studies showed
that eye tracking serves as a valuable tool for capturing cognitive load by tracking gaze
patterns and fixation durations [10–14]. In the context of AR-based learning, eye track-
ing elucidates how cognitive load fluctuates in response to changing visual stimuli and
interactive elements. Pupil dilation could serve as a physiological marker intricately
linked to cognitive load [15]. The study done by Ahern and Beatty [16] demonstrated
that cognitive tasks demanding heightened mental effort correspond to increased pupil
dilation. This implies that pupil area can function as a real-time indicator of cognitive
engagement during AR learning experiences. Numerous research endeavors have delved
into the intricate relationship between cognitive load and student performance. A met-
analysis conducted by Sweller [17] underscored that elevated cognitive load can act as
an impediment to the achievement of learning outcomes, ultimately resulting in reduced
performance. This accentuates the pivotal role of optimizing cognitive load within AR-
based educational settings to augment student accomplishments. AR’s potential in the
realm of education is vast, providing opportunities for interactive 3D visualizations and
simulations. AR has the potential to enrich spatial comprehension, critical thinking,
and problem-solving skills [18]. While Augmented Reality (AR) has been increasingly
integrated into educational settings, offering promising avenues for enhanced learning
experiences, a specific aspect of its impact remains underexplored – the analysis of pupil
size as an indicator of cognitive load in AR learning environments. Previous studies have
delved into the general effects of AR on learning outcomes and student engagement.
For example, research on the application of AR in educational settings has examined its
influence on student motivation and performance, as seen in studies done by Braarud
[19]. Similarly, the study “ARLearningEnvironment IntegratedwithEIA InquiryModel:
Enhancing Scientific Literacy and Reducing Cognitive Load of Students” has under-
scored the potential of AR in improving scientific literacy and reducing cognitive load,
highlighting the EIA (Experience–Inquiry–Application) model’s effectiveness in this
domain.
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However, these studies have not specifically focused on using pupil size as a metric
for cognitive load in AR learning environments. This gap presents a unique opportunity
for our research. Our study aims to fill this lacuna by leveraging pupillometry – the study
of pupil size variation – as a novel approach to gauge cognitive workload in AR-based
educational settings. By focusing on the correlation between pupil size and cognitive
load, our research endeavors to provide new insights into the physiological responses
of learners engaged in AR experiences. This approach is pioneering in its attempt to
objectively measure the cognitive impact of AR on learners, a dimension that has been
relatively overlooked in existing literature. By doing so, our study not only contributes to
the broader understanding ofAR’s educational implications but also opens newpathways
for assessing and optimizing cognitive engagement in digital learning environments.

Mental Demand refers to the amount of mental and perceptual activity required by
a task. This can include aspects like thinking, decision making, calculating, remember-
ing, looking, searching, and any other mental activities. NASA-TLX has been used for
evaluating the mental exertion and cognitive involvement needed to execute a task, as
perceived by the individuals themselves [20–22]. The rating is typically on a scale from
low to high. For instance, a task might be considered to have low mental demand if
it is simple, straightforward, and requires minimal thought or concentration [23]. Con-
versely, a taskwith highmental demandmight be complex, challenging, involve intricate
decision-making, or require sustained attention and concentration. Understanding the
mental demand of a task is crucial for evaluating the potential for cognitive overload,
which can occur when the demands of a task exceed an individual’s cognitive capacity.
It is also important for the design of systems and tasks, especially in ensuring that they
are within the capabilities of the user, thereby increasing safety and efficiency. It is used
not only in research but also in the design and evaluation of products, in the workplace,
and in the assessment of training programs. In a typical NASA-TLX assessment, after
completing a task, a participant is asked to reflect on themental demand it required and to
provide a rating. This score is then combined with the ratings from the other five dimen-
sions (Physical Demand, Temporal Demand, Performance, Effort, and Frustration) to
calculate an overall workload score Braarud [19]. The outcomes of the mental demand
assessment can inform changes to task design, indicate the need for additional training
or resources, or suggest modifications to improve user interaction and reduce the poten-
tial for errors. By assessing mental demand and the other subscales, the NASA-TLX
provides a comprehensive view of workload that can inform improvements in system
design.

3 Methodology

3.1 Experimental Design

Twelve participants (average age = 20.6) from University of Missouri were recruited.
Theywere requested to complete a questionnaire encompassing general inquiries regard-
ing their age, gender, academic status, and prior experience with AR. The flowchart
shown in Fig. 1. Outlines the procedural steps for a study where participants begin
by giving informed consent and providing demographic information via a question-
naire. They then proceed to the setup and calibration of eye-tracking equipment and the
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Microsoft HoloLens 2 device. The experiment is conducted in two parts, with a manda-
tory four-hour gap between them to prevent data interference. Upon completion of each
experiment, participants fill out the NASA-TLX form to assess their mental workload.
Only after both experiments are completed do participants move on to the data analysis
phase. We will explain more details of the data analysis phase in the next section. After
that, we conducted a statistical analysis with the experimental data and NASA-TLX
forms, aiming to establish a relationship between the measured pupil dilation and the
subjective workload reported by the participants. This structured approach ensures a
systematic collection and analysis of data pertinent to understanding cognitive load in
AR learning environments.

Fig. 1. Schematic flowchart diagram of the experimental setup.

After the experiment was explained, participants were equipped with the Microsoft
HoloLens 2 headset, followed by the placement of the Dikablis Eye tracker over their
eyes (refer to Fig. 2.), and a powering device was slung across their body (see Fig. 3).
After the eye tracker and HoloLens 2 devices were properly placed on the participant,
the calibration of both devices had been proceeded to collect accurate eye data.

Two experiments (lecture 1 and lecture 2) were conducted with a minimum time
gap of 4 h and maximum 48 h in between. The lecture 1 is a basics Biomechanics
and Ergonomics AR learning session while the AR learning in the lecture 2 is more
challenging compared to the first lecture, as the participant must make use of the first
session’s knowledge to solve problems in Biomechanics and Ergonomics [24]. In each
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Fig. 2. Dikablis eye tracker & HoloLens and Eye tracker placement.

Fig. 3. Powering unit for the Eye Tracker hung across the body.

learning sessions the participant will be asked to complete multiple modules (7 in first
lecture and 8 in second lecture).

Fig. 4. Experimental setup describing the layout.

We set up a table with an indoor location sensor to trace the participant’s location
during AR learning [25]. This table also functioned as a navigational tool for transi-
tioning between different AR scenes (see Fig. 4 and 5). We used the Q-Track NFER
system for accurate indoor positioning. The NFER system plays a vital role in gathering
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important information about the participants’ movements, facilitating an examination of
their interaction with the AR material and their movement within the educational area.

Fig. 5. AR environment setup showing the instructor dictating a biomechanics module.

Our custom-built client program was configured to promptly receive positional data
via the locator receiver as soon as participants moved the table to a marked location

Fig. 6. Participant with the laptop along with the location tracking equipped table.
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(see Fig. 6). Upon identifying the specific area, the program initiated the Windows
Device Portal to execute the corresponding AR application and project the scene onto
the HoloLens device.

Following each augmented reality (AR) learning scene, participants are required to
answer a quiz question related to the material they just studied. They also need to assess
and rate their confidence in their answer. Subsequently, they view a feedback screen.
Once they have reviewed this screen, they can proceed to the next location to engage
with the following AR scene. During the time when participants are engaging with the
AR scene and answering the quiz, their eye pupil movements are tracked and monitored
in real time (refer to Fig. 7). After completion of the lecture, the eye tracker data was
saved in the DLAB eye tracking software in a CSV file.

Fig. 7. Dikablis eye tracking software interface showing the eye pupil.

3.2 Data Analysis for Pupil Eye Tracking

Once the participant data was gathered, multiple steps were undertaken to cleanse the
data for statistical analysis, aiming to uncover its relationship with the NASA TLX
Mental Demand parameter. Utilizing the Dikablis scene view camera footage, the eye
tracking dataset was segmented into learning and solving phases for each AR scene (7
modules for lecture 1 and 8 modules for lecture 2).

Given the variation in pupil size among individuals, which can range from 800 to
2500 square millimeters, we collected data on the initial size of each participant’s pupils
before exposing them to the visual stimuli created for this experiment. This baseline
measurement acts as a reference for tracking changes in pupil size in response to the AR
learning experience.

After that, we applied normalization to the pupil area data using Eq. 1 [26], where
Pnorm represents the normalized pupil area, Pi denotes each data point of the pupil area
(i= 1, …, n), min(P) is the smallest pupil area observed in the participant’s entire set of
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data points, and max(P) signifies the largest pupil area from that same set of data

Pnorm = Pi −min(P)
max(P)−min(P)

(1)

4 Results

4.1 Pupil Dilation Analysis

Upon examining the changes in pupil dilation among participants, we identified a signif-
icant pattern between the variations in pupil dilation from baseline to problem-solving
phases and the mental demand. Table 1 presents the variations in pupil size from the
baseline phase (B) to the problem-solving phase (S), labeled as ‘B-S-1’ to ‘B-S-7’. For
instance, ‘B-S-1’ signifies the difference in pupil area between phases B and S for AR
scene 1. These values represent the normalized difference in pupil size when participants
were engaged in specific AR scene, compared to their initial pupil size. This data is piv-
otal as it suggests a quantifiable link between physiological responses and cognitive load.
The last column, titled ‘Mental Demand’, shows a subjective rating of the mental effort
as reported by participants, with values ranging from 20 to 80. These values reflect the
cognitive demand of the tasks, with higher numbers indicating more demanding tasks.
The variation in pupil dilation across tasks—from as low as 0.0010 to as high as 0.2846.
By comparing the pupil dilation data with the self-reported mental demand, we were
able to find the validity of using pupillometric data as an objective metric for cognitive
workload in AR learning environments.

Table 1. Table shows the difference between the absolute value of the normalized pupil data
(baseline phase and problem-solving phase).

B-S-1 B-S-2 B-S-3 B-S-4 B-S-5 B-S-6 B-S-7 Mental Demand

0.2380 0.1380 0.2130 0.1990 0.2810 0.1560 0.1700 60

0.0950 0.1396 0.0130 0.0010 0.1190 0.2380 0.0100 50

0.0010 0.2180 0.0260 0.1250 0.0130 0.2140 0.2400 80

0.1990 0.1210 0.0060 0.1260 0.0690 0.0250 0.0220 30

0.1120 0.1160 0.0710 0.1660 0.1470 0.1210 0.1230 50

0.0801 0.0054 0.1046 0.0377 0.1065 0.0080 0.2891 50

0.2000 0.0960 0.0153 0.0780 0.1523 0.0779 0.0078 20

0.1281 0.0759 0.1849 0.1813 0.1311 0.0940 0.1167 50

0.1693 0.1520 0.2698 0.1988 0.0889 0.0248 0.0266 50

0.1775 0.1375 0.0689 0.2945 0.0885 0.0379 0.0893 40

0.2846 0.0725 0.0944 0.0390 0.0891 0.1021 0.0714 70

0.1189 0.0174 0.1848 0.0050 0.0988 0.1586 0.1096 50
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4.2 Relation Between Pupil Dilation and Mental Demand

According to the results (see Table 2), we could find the significant relation the pupil
dilation and mental demand in AR scenes 1, 2, 3, 5, and 6 in lecture 1.

Table 2. Table shows regression coefficients solving pupil dilation correlated with Mental
Demand in the lecture 1.

Term Estimate Std Error t Ratio Prob > |t|

Intercept 2.548576 10.84765 0.23 0.8236

B-S-1 132.8429 45.02071 2.95 0.0319

B-S-2 57.16934 41.72258 1.37 0.2289

B-S-3 72.32262 27.85889 2.6 0.0485

B-S-5 -154.746 45.48291 -3.4 0.0192

B-S-6 157.9889 36.44966 4.33 0.0075

Figure 8displays a linear trend illustrating the associationbetween the predictedmen-
tal workload and the actual measurements derived from pupil size. There’s an ascending
trend line depicted, indicating that higher predicted levels of mental workload correlate
with increased actual levels. The pink band surrounding the trend line signifies the con-
fidence interval, which provides an estimate of where the actual trend line might fall
with a certain level of confidence.

For lecture 1, The RMSE value is noted as 7.3448 (see Fig. 8), serving as an index of
the average discrepancy between the model’s predictions and the observed values—the
smaller this value, the more accurate the model is. An R-squared value of 0.90 signifies
a strong correlation, with the model accounting for 90% of the variance in actual mental
workload, which demonstrates an excellent model performance. A P-value of 0.0197
indicates a statistically meaningful correlation between the predicted and actual mental
workload, as it falls below the conventional threshold of 0.05.

However, therewas no significant relation between pupil dilation andmental demand
in lecture 2 (see Fig. 9). It was observed that the P-value is 0.3385, which is above the
conventional threshold of 0.05 for statistical significance. This P-value suggests that
the relationship observed between predicted and actual mental demand might not be
statistically significant.
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Fig. 8. Relation between the predicted mental load and pupil area for lecture 1.

Fig. 9. Relation between the predicted mental load and pupil area for lecture 2.

In terms of mental demand between lecture 1 and lecture 2, there was a notable
difference inmentalworkload between them, as illustrated in Fig. 10. Themental demand
of lecture 2 is significantly higher compared to lecture 1. This could imply that the pattern
of pupil dilation becomes more unpredictable with increased mental demand.
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Fig. 10. Mental Demand Comparison between Lecture 1 and Lecture 2.

5 Discussion

This study aimed to find the newway to measure cognitive workload using pupil dilation
in an augmented reality (AR) learning environment. Our findings revealed a significant
relationship between predicted and actual mental demand, as indicated by the regression
results. The regression model (see Table 2), with an R-squared value of 0.90, suggests
a strong explanatory power of the model, with the predicted mental demand accounting
for a substantial portion of the variance in the actual mental demand measurements.
However, it was only shown in lecture 1. There was no significant relationship between
predicted and actual mental demand in lecture 2. A potential reason for this discrepancy
may lie in the differing levels of workload between the two lectures. Figure 10 illustrates
that the mental demand during lecture 2 was substantially higher compared to lecture
1. The AR learning session in lecture 2 posed greater challenges, requiring participants
to apply knowledge from the first session to address problems in biomechanics. This
increase in task complexity could significantly diminish the predictability of pupil dila-
tion responses. If the task is more demanding than expected, mental demand may rise,
leading to increased variability in pupil dilation as participants adapt to the real level of
difficulty.

The regression coefficients in the model of lecture 1 indicate the relationship each
predictor has with the dependent variable, mental demand. For instance, B-S-1, B-S-
3, and B-S-6 are notable for their significant positive relationship with mental demand,
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suggesting these conditions notably increase cognitiveworkload. In otherwords, the pos-
itive values of these coefficients suggest that an increase of the pupil dilation difference
between baseline phase and problem-solving phase is associated with a correspond-
ing rise in mental demand. While the effect of B-S-2 lacks statistical significance, its
inclusion resulted in the highest R-squared value compared to any other combination.
B-S-5 shows a notable negative correlation, signifying that as the pupil dilation differ-
ence between the baseline and problem-solving phases increases, there is a decrease in
mental demand. The statistical significance of the lecture 1 model is reinforced by the
P-value of 0.0197, suggesting that the predictors used in the model are indeed relevant
to estimating mental demand in an AR setting. Further investigation is necessary to
understand why certain AR scenes exhibit a positive relationship between pupil dilation
and mental demand, while others demonstrate a negative relationship.

Pupil dilation is widely recognized as an indicator of cognitive load, though finding
a strong linear regression model has proven difficult. However, in this study, we have
successfully found a strong linear regression pattern at a medium level of participant
workload. The model’s high predictive validity has practical implications for the devel-
opment of adaptiveAR systems. For instance, real-timemonitoring of pupil area could be
integrated into AR applications to assess learner engagement and cognitive load, thereby
allowing for dynamic adjustments to the complexity of the content. Such adaptability
could enhance learning efficiency and reduce cognitive overload, potentially leading to
better educational outcomes.

6 Conclusion

In this study, we exam the effects of AR-based lectures on pupil dilation, utilizing it
as an indicator of mental demand. By comparing pupil dilation measurements with
cognitive load evaluation methods such as the NASA Task Load Index, we find that
fluctuations in pupil size could reflect varying cognitive loads, aligning with the mental
demands of AR lectures. Initial results reveal a notable link between enlarged pupil
dilation and increased cognitive workload in AR settings. This study introduces an
innovative approach for assessing cognitive workload in AR environments through the
analysis of pupil dilation data. The regression model used in our study reliably identifies
pupil dilation as an indicator of cognitive workload in AR learning settings. Our results
emphasize the model’s effectiveness in detecting variations in mental demand.

As for limitations, our study did not account for how individual differences related to
stress and cognitive demand could affect pupil dilation. Some individuals might exhibit
more significant pupil dilation as a reaction to increased cognitive demand due to stress,
whereas others may not show a physiological response to the same level of demand.
This variability could arise from personal differences among learners or from external
factors not accounted for in our model. Future studies should aim to include additional
physiological or environmental variables to improve the predictive power of the model.
Moreover, it is essential to explore how these findings apply across a larger sample size
that includes diverse age groups. Further research is needed to refine AR learning envi-
ronments, ensuring they effectively balance educational engagement with the cognitive
demands placed on learners.
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Abstract. Recognition of vehicles and other objects is important in military oper-
ations. Unmanned aerial vehicles (UAVs) equipped with different sensors can
provide images from which a human operator can recognise vehicles. Two exper-
iments were carried out to study human performance in recognising vehicle types
in visual and thermal long-wavelength infrared images respectively. The effect of
vehicle model, stimuli size, and response time limit was studied in both experi-
ments. In the experiments, trained laypeople classified images including different
vehicle models, six military and one civilian. The results show that the vehicle
model had an effect on both the classification accuracy and the response time.
The results for the civilian vehicle stood out in particular as it was classified more
accurately and faster than the military vehicles. Using larger stimuli and not lim-
iting the response time generally led to higher classification accuracy and longer
response times. There were also interactions between the variables, where for
example different vehicle models were affected differently by stimuli size and
limiting the response time. The results provide an overall indication of what level
of performance can be expected for human vehicle recognition and how vehicle
type, stimuli size, and time pressure effect performance.

Keywords: Unmanned aerial vehicle · Vehicle recognition · Visual images ·
Infrared images · Human performance

1 Introduction

In almost all military operations, there is a need to quickly detect and recognise adver-
saries imaged by various sensors, cameras and sights. One such way to detect and
recognise adversaries is by using sensors and cameras carried by unmanned aerial vehi-
cles (UAVs) [1]. Two examples of this are visual sensors and thermal long-wavelength
infrared sensors, the latter of which is referred to in this paper as infrared. The use of
UAVs for target detection and recognition is today common practice and is playing a
central role in the ongoing war in Ukraine [2, 3]. One common target that can be detected
and recognised by using UAVs is vehicles.

UAVs can be operated during both day and night. Therefore,UAVs are often equipped
with both visual and infrared sensors. At night, there is limited value in visual sensors, but
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thermal infrared sensors work well as the contrast in thermal infrared images occurs due
to differences in temperature and emissivity between objects. In daylight, UAV operators
often switch between infrared and visual sensors to obtain as much information about
targets as possible.

A UAV operator’s ability to recognise targets is affected by several factors, such as
light conditions, weather, terrain, and target resolution (distance to targets). In a military
setting, the operator might also have limited time to make decisions. Automatic vehicle
detection, recognition, and identification is beginning to emerge in both civilian and
military use of UAVs [4–6]. The best performing algorithms for real-time detection and
recognition of targets in video feeds are currently based on deep neural networks, with
three common algorithms being RetinaNet [7], Mask R-CNN [8], and Cascade R-CNN
[9]. However, a human operator responsible for target recognition from a UAV must
ensure both correct recognition of objects and ensure that inappropriate actions, such
as attacking civilian vehicles, are prevented. Thus, research on factors that impact UAV
operators’ performance is needed, so conditions in which operators can carry out their
task successfully can be provided.

Research has been carried out on human vehicle detection, recognition, and identi-
fication in both visual and infrared images and videos from military settings. Simulated
augmented reality labels were used to support human vehicle identification in infrared
images, leading to increased identification accuracy and shorter response times [10].
Also, in the same study limiting both the response time and increasing the distance to
the target decreased identification accuracy and increased response times. Visual video
sequences led to higher recognition accuracy than infrared video sequences in human
vehicle recognition based on video sequences from simulated visual and infrared sen-
sors placed on a UAV, and accuracy varied for different types of vehicles [11]. Target
detection in visual video sequences was found to be more accurate and faster compared
to detection in infrared video sequences, using video sequences from simulated UAV
sensors [12].

In this work, two experiments were carried out. The first experiment studied human
ability to recognise vehicles in simulated visual images and the second studied human
ability to recognise vehicles in simulated infrared images. The purpose of both studies
was to study how accuracy and time for vehicle recognition are affected by vehicle
model, stimuli size, and response time limit. The following research questions were
formulated:

1. How does vehicle model affect the ability to classify vehicles?
2. How does stimuli size affect the ability to classify vehicles?
3. How does response time limit affect the ability to classify vehicles?

The ability to classify vehicles was primarily measured by classification accuracy,
i.e. the portion of correctly classified vehicles. In addition, response time was used as a
secondary measure.



184 P. Norrblom et al.

2 Experiment 1 – Visual Images

Experiment 1 studied the ability to recognise different types of vehicles in visual images.

2.1 Method

In the experiment, the participants viewed images from a simulated UAV visual sensor.
Each image included one vehicle to be classified. The experiment had a 7 (vehiclemodel)
× 2 (stimuli size) × 2 (response time limit) within-group design. The vehicle models
and stimuli sizes in the experiment are further described in the stimuli section. The two
levels of response time limit were an unlimited response time and a five-second limit.
The dependent variables for the experiment were classification accuracy, measured by
the proportion of correct classification, and the response time for classifying images.

Participants. In total 15 participants (9men, 6women)with an average age of 29 (inter-
val 24–38) participated in the experiment. Two participants had a military background.
All participants reported having adequate vision with or without correction. Participants
received a cinema ticket for their participation.

Stimuli. The stimuli consisted of seven vehicle models, six military and one civilian.
The six military vehicle models used were 2S3, BMP-3, BTR-82, MT-LB, Strela-10,
and T-72, and the civilian vehicle model Volvo V70. Figure 1 shows the vehicles and
Table 1 provides a brief description of the vehicle models.

The stimuli, i.e. the vehicles, in the images had two different sizes. The small stimuli
size ranged from 228–340 pixels, which corresponds to images taken from a UAV from
approximately 1300–2200 m, and the large stimuli size ranged from 631–1438 pixels,
corresponding to images taken from approximately 650–1100 m. Figure 2 shows one
example image for each stimuli size. All vehicles were in open view in different settings,
such as fields, forest edges, and lightly built-up areas. The images were selected initially
by one author and then reviewed by a second author to judge whether the images were
suitable for the experiment. Selection criteria for images were if the vehicle in the image
was within either of the previously specified stimuli-size ranges and if the vehicle was
judged to be sufficiently visible. The vehicles had to be in open view and not presented
directly from the front or back to be considered sufficiently visible, however the vehicles
were presented from different angles in different images.

The simulation software program SE-WORKBENCH [13] was used to generate the
vehicles and terrain in the images. SE-WORKBENCH-EO can simulate sensor systems
in the ultraviolet, visual, and infrared domains. SE-WORKBENCH-EO uses physics-
based models for propagation, transmission, reflectance, and absorption. Thermody-
namic models are used to calculate the physical surface temperature. MODTRAN [14]
was used to model the atmosphere in the images.

Materials and Apparatus. SuperLab 6 [15]was used to present stimuli and record both
classifications and response times. The images were displayed on a computer monitor
with a 27 inch screen with 2560 × 1440 resolution. The experiment was carried out on
a computer.
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Fig. 1. The seven vehicles included in the experiment.

Table 1. A description of the seven vehicle models included in the experiment.

Name Description

2S3 A fighting vehicle from the Soviet Union

BMP-3 Infantry fighting vehicle from the Soviet Union

BTR-82 An armoured personnel carrier from the Soviet Union

MT-LB Often used as simple armoured personal carrier but also as artillery tractor or
ambulance from the Soviet Union

Strela-10 A surface-to-air missile system with electro-optical guidance from the Soviet
Union

T-72 A battle tank from the Soviet Union

Volvo V70 A passenger car from Sweden

Procedure. The experiment was carried out in person with one participant at a time.
After arriving, the participant was informed in writing about the purpose of the exper-
iment, what they would do in the experiment, how data would be managed, and that
they could stop their participation at any time. The participant was encouraged to ask
questions at any time throughout the experiment if any clarification was needed. After
reading the information, the participant filled out an informed consent form, confirming
that they had read the information and consented to participate in the experiment. The
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Fig. 2. Example images of the vehicle model 2S3 showing the two stimuli sizes, large to the left
and small to the right.

participants also filled out a pre-study questionnaire reporting age, gender, whether they
had a military background, and whether they had adequate vision.

Thereafter, the participant received training. First, the participant viewed a printed
document with images of the seven vehicle models (see Fig. 1) numbered from one to
seven. The aim of this training was to learn the numbering for each vehicle model and
learn to discriminate the different vehiclemodels from each other. The experiment leader
provided tips regarding differentiating features for the vehicle models, such as whether
the vehicle had wheels or continuous tracks and differences in weapon systems, size,
and form, to help the participant discriminate the vehicle models from each other.

Thereafter, the training continued with a practice run of the experimental task. In
the experimental task, images containing one vehicle each were presented one at a time
on a computer screen. For each image the participant classified the presented vehicle
using the number keys on a computer keyboard. After each response a visual mask,
in the form of an image with a random pattern, was presented for five seconds before
the next image was presented to prevent interference from the previously presented
stimulus. A given response could not be changed. In the scenario with the time limit,
if a response was not provided within five seconds no answer was recorded. A timer
or feedback on how much time the participant had left to classify the image was not
provided. The participant did not receive feedback on whether they classified images
correctly throughout the experiment. The participant was seated in front of the computer
screen at about an arm’s length during the task but was allowed to move around in the
seat and lean forward. The participant had the printed document from the initial training
as a support when performing the experimental task.

The practice run was performed in two blocks, one with no response time limit and
one with a five-second response time limit. Each block included two images for each
of the seven vehicle models in the experiment, resulting in 14 images per block. The
stimuli size used in the practice run was the same in all images and was slightly larger
than the large stimuli size used in the experiment. The same images were used in each
block for all participants, but the order of the images was randomised.

Next, the participant performed the experimental task. The experimental task was
performed in two blocks, with a short break in between. In each block the participant
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classified a batch of 42 images, consisting of three images for each combination of
vehicle model and stimuli size. Thus, 84 images were classified in total. Two different
batches were used, one for each block, and the order of the batches was balanced using
block randomisation. The order of the images in each batch was random. One block
was performed with and one without the five-second response time limit. Whether the
participant started with or without response time limit was balanced.

After performing the experimental task, the participant was thanked for their partic-
ipation and received a cinema ticket. The participant did not by default receive feedback
on their performance after the experiment, but if the participant asked they were told
how many vehicles they classified correctly in the experimental task.

Analysis. Three-way repeated measures ANOVA, 7 (vehicle model) × 2 (stimuli size)
× 2 (response time limit), was used to analyse the effect of the independent variables on
classification accuracy and response times. Post hoc testswere performedbyTukeyHSD.
Post hoc tests was only performed for the main effects. Jamovi version 2.3.28 [16] was
used for statistical analysis. Mauchly’s test of sphericity was used to test the sphericity
assumption for all ANOVAs, and Greenhouse-Geisser corrected degrees of freedom and
p-value is reported when the sphericity assumption is violated. The significance level
was set to .05 for all analyses.

2.2 Results

The results for classification accuracy are presented first, followed by results for response
time.

Classification Accuracy. The participants overall classified 78% of the vehicles cor-
rectly. For the ANOVA, Mauchly’s test of sphericity was significant for vehicle model
(W = 0.038, p= .01). Greenhouse-Geisser correction was thus applied for this analysis.

All three main effects were significant (vehicle model, F(3.51,49.15; Greenhouse-
Geisser corrected) = 10.79, p < .001; stimuli size, F(1,14) = 50.68, p < .001; and
response time limit, F(1,14) = 9.70, p = .008).

The post hoc test of the main effect of vehicle model showed that the V70 (98%
accuracy) was classified with significantly higher accuracy than all other vehicle models
(2S3 86%; BMP-3 66%; BTR-82 72%; MT-LB 67%; T-72 63%) except for Strela-10
(91%). Strela-10 and 2S3 also differed significantly from the BMP-3 and T-72. The
reason for the significance of the main effect for stimuli size was that accuracy was
lower for the small stimuli size (71%) compared to the large stimuli size (84%). The
reason for the significance of the main effect for response time limit was that accuracy
was lower with the five-second response time limit (74%) than with no response time
limit (82%).

The interaction effect betweenvehiclemodel and stimuli sizewas significant,F(6,84)
= 3.14, p= .008. No other interaction effects were significant. For the interaction effect
between vehicle model and stimuli size, stimuli size made a bigger difference for 2S3
and BMP-3 and smaller for V70 compared to the other vehicle models (see Fig. 3).
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Fig. 3. Estimated marginal means for the interaction between vehicle model and stimuli size
classification accuracy. The error bars show 95% confidence intervals.

Response Time. Overall, the average response time was 3.6 s. In the ANOVA the main
effect for vehicle model violated the sphericity assumption (Mauchly’sW = 0.057, p=
.03). A Greenhouse-Geisser correction was thus applied for that analysis.

All three main effects were significant (vehicle model, F(3.26,45.65; Greenhouse-
Geisser corrected)= 23.25, p< .001; stimuli size, F(1,14)= 23.13, p< .001; response
time limit, F(1,14) = 37.64, p < .001). The post hoc test of the main effect for vehicle
model showed that both Strela-10 (2.7 s) and V70 (2.0 s) were classified significantly
faster than all other vehiclemodels (BMP-3 4.6 s;BTR-82 4.1 s;MT-LB5.2 s; T-72 3.5 s),
except for 2S3 (3.0 s) and each other. Also, 2S3 and T-72 were classified significantly
faster than BMP-3 and MT-LB, and 2S3 significantly faster than BTR-82. The reason
for the main effect of stimuli size was that response time for the large stimuli size was
faster (3.1 s) compared to the small stimuli size (4.1 s). The reason for the main effect
of response time limit was that response times were faster with the five-second response
time limit (2.6 s) compared to with no limit (4.5 s).

All three two-way interactions were significant (vehicle model × stimuli size,
F(6,84) = 2.46, p = .03; vehicle model × response time limit, F(6,84) = 8.39, p <

.001; stimuli size × response time limit, F(1,14) = 8.46, p = .01). The three-way
interaction was not significant.

For the interaction effect between vehicle model and stimulus size, the difference
in response time between stimuli sizes was smaller for BMP-3 and V70 and a bigger
for 2S3 and BTR-82 compared to other vehicle models (see Fig. 4). For the interaction
effect between vehicle model and response time limit, all vehicle models were classified
faster with the five-second response time limit, but the difference in response time with
or without the limit was bigger forMT-LB and BMP-3 and smaller for V70 and Strela-10
compared to other vehicle models (see Fig. 5). Lastly, for the interaction effect between
stimuli size and response time limit both small and large stimuli were classified faster
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with the response time limit, but the difference in response time with or without the limit
was bigger for the small stimuli (see Fig. 6).
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Fig. 4. Estimated marginal means for the interaction between vehicle model and stimuli size on
response times. The error bars show 95% confidence intervals.
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Fig. 5. Estimated marginal means for the interaction between vehicle model and response time
limit on response times. The error bars show 95% confidence intervals.

3 Experiment 2 – Infrared Images

Experiment 2 studied the ability to recognise different types of vehicles in infrared
images.
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Fig. 6. Estimated marginal means for the interaction between stimuli size and response time limit
on response times. The error bars show 95% confidence intervals.

3.1 Method

Overall, the method used in Experiment 2 was similar to the method in Experiment 1.
Therefore, readers are referred to Experiment 1 for a description of the method. Thus,
this section only describes how the experiments differed.

Experiment 2was performedwith a 6 (vehiclemodel)×3 (stimuli size)×2 (response
time limit) instead of the 7× 2× 2 design used in Experiment 1 (see the stimuli section
for information on the differences).

Participants. Twelve participants (7 men, 5 women) with a mean age of 45 years
(interval 29–63) participated. None of the participants had a military background. All
participants reported having adequate vision with or without correction. The participants
were compensated with a cinema ticket for participating.

Stimuli. In this experiment images and stimuli from a simulated UAV infrared sensor
were used. The same vehicle models as in Experiment 1 except for the MT-LB were
used. The two stimuli sizes in Experiment 1 were used in Experiment 2, but another
smaller stimuli size ranging from 35 to 87 pixels was added, which corresponds to UAV
images taken from approximately 2100–2500 m. Thus, the medium stimuli size in this
experiment corresponds to the small stimuli size from Experiment 1. Figure 7 shows
infrared images of the six vehicle models used in Experiment 2, and Fig. 8 shows one
example image of each stimulus size. The same selection criteria as in Experiment 1
was applied. The images were generated as in Experiment 1.

Materials and Apparatus. Overall the same materials and apparatus were used, but
the display and computer used differed. In this experiment a Dell Latitude 7240 with a
12.5 inch display with 1366 × 768 resolution was used.
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Fig. 7. Infrared images of the six vehicle models included in the experiment.

Fig. 8. Examples of infrared images of the vehicle model T-72 for the three stimuli sizes, from
large (left image) to small.

Procedure. The procedure differed from Experiment 1 in that the participants first
received training on both a printed document with visual images and a printed document
with infrared images before practicing the task on computer. During the experiment, the
participants had the printed document with visual images as an aid and not the document
with infrared images. Since the experiment was performed with 6 × 3 × 2 design, the
participants viewed 54 images (3 images for each combination of vehicle model and
stimuli size, i.e. 3× 6× 3) in each block rather than 42 images, thus totally 108 images
in the two blocks.

Analysis. The analysis was performed as in Experiment 1, although the three-way
ANOVAs had a 6 (vehicle model) × 3 (stimuli size) × 2 (response time limit) design.

3.2 Results

First results for classification accuracy are presented followed by results for response
time.
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Classification Accuracy. Overall, the participants classified 74% of the vehicles cor-
rectly. In the ANOVA the assumption of sphericity was violated for the three-way inter-
action (Mauchly’s W = 0.00001, p = 0.01) and for the vehicle model and stimuli size
interaction (W = 0.00001, p= 0.02). A Greenhouse-Geisser correction was applied for
these analyses.

All main effects were significant (vehicle model, F(5,55)= 18.79, p< .001; stimuli
size, F(2,22) = 65.60, p < .001; response time limit, F(1,11) = 13.32, p = .004). The
post hoc test for vehiclemodel showed thatV70 (99%accuracy)was classified accurately
significantly more often than all other vehicle models (2S3 59%; BMP-3 67%; BTR-82
79%; Strela-10 81%; T-72 57%). Strela-10 was classified accurately significantly more
often than 2S3 and T-72, and BTR-82 than T-72. For stimuli size, the post hoc test
showed that large stimuli (89%) was classified accurately significantly more often than
both the medium (70%) and small stimuli (62%), and the medium stimuli was classified
accurately significantly more often than the small stimuli. For response time limit, the
participants classified the images accurately significantly more often without a response
time limit (79%) compared to with the five-second response time limit (68%).

Two interaction effects were significant, the vehicle model and stimuli size interac-
tion,F(4.54,49.91; Greenhouse-Geisser corrected)= 4.75, p= .002, and the stimuli size
and response time limit interaction, F(2,22)= 8.50, p= .002. The three-way interaction
was not significant with the applied Greenhouse-Geisser correction but was significant
without the correction. The vehicle model and response time limit interaction was not
significant.

For the vehicle model and stimuli size interaction effect, V70 were classified with
nearly the same accuracy for all stimuli sizes (see Fig. 9). T-72 were classified with low
accuracy compared to the other vehicle models for the medium and small stimuli, but
not to the same degree for large stimuli. Further, Strela-10 was classified with lower
accuracy for the medium than for the small stimuli, which was not the case for any
other vehicle model. For the stimuli size and response time limit interaction effect, the
decrease in accuracy from the five-second response time limit was bigger for the small
stimuli size compared to the medium and large stimuli size (see Fig. 10).

Response Time. The average response time was 7.2 s. For the ANOVA,Mauchly’s test
of sphericity was significant for the vehicle model and stimuli size interaction (W =
0.000001, p < .001). A Greenhouse-Geisser correction was therefore applied for this
analysis.

All three main effects were significant (vehicle model, F(5,55) = 23.29, p < .001;
stimuli size, F(2,22) = 16.32, p < .001; response time limit, F(1,11) = 42.94, p <

.001). The vehicle model post hoc test show that V70 (2.4 s) was classified significantly
faster than all other vehicle models (2S3 8.9 s; BMP-3 10.1 s; BTR-82 6.5 s; Strela-10
5.2 s; T-72 9.8 s). Strela-10 and BTR-82 were also classified significantly faster than
BMP-3 and T-72, and Strela-10 significantly faster than 2S3 as well. For the stimuli size
post hoc test there was a significant difference between images with large stimuli (5.0 s)
compared to both medium (7.8 s) and small stimuli (8.6 s), while the difference between
medium and small stimuli was not significant. For the response time limit main effect,
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Fig. 9. Estimated marginal means for the interaction between vehicle model and stimuli size for
classification accuracy. The error bars show 95% confidence intervals.
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Fig. 10. Estimated marginal means for the interaction between response time limit and stimuli
size for classification accuracy. The error bars show 95% confidence intervals.

the average response time was significantly longer with no response time limit (11.6 s)
compared to with the five-second response time limit (2.7 s).

Two interaction effects were significant, the vehicle model and response time limit
interaction, F(5,55) = 15.66, p < .001, and the stimuli size and response time limit
interaction, F(2,22) = 13.70, p < .001,. The vehicle model and stimuli size interaction
was not significant with the applied Greenhouse-Geisser correction but was significant
without the correction. The three-way interaction was not significant.

For the vehiclemodel and response time limit interaction effect, not having a response
time limit increased response times less for V70 and more for 2S3, BMP-3, and T-72
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compared to other vehicle models (see Fig. 11). For the stimuli size response time limit
interaction effect, response times were longer without a response time limit, however
the difference was smaller for large stimuli compared to medium and small stimuli (see
Fig. 12).
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Fig. 11. Estimated marginal means for the interaction between vehicle model and response time
limit for response time. The error bars show 95% confidence intervals. The 5-s limit graph error
bars are covered by the markers.
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4 Discussion

The prevalent use of UAVs in current military conflicts such as the ongoing war in
Ukraine [2, 3] demonstrates a need for research on UAVs and performance of human
UAV operators. In the experiments presented in this paper, vehicles were recognised
with 78% accuracy in visual images in Experiment 1 and with 74% accuracy in infrared
images inExperiment 2. The average classification timewas 3.6 and7.2 s in the respective
experiments. All independent variables, i.e. vehicle model, stimulus size, and response
time limit, had significant effects on classification accuracy and response time, which
will be discussed further in relation to the research questions. Both dependent variables,
classification accuracy and response time, generally coincided in that, for example, the
vehicle models that were classified less accurately also took longer to classify. Also, the
different independent variables affected both dependent variables in similar ways.

The results provide an indication of what performance can be expected when recog-
nising vehicles in visual and infrared images and how the independent variables affect
performance. Such indicationsmay serve as baselines for evaluating human performance
with different types of support, such as decision support systems, or performance of algo-
rithms for vehicle classification. The results may also indicate certain situations where
automatic recognition support for human operators, for example by augmented reality
as suggested in [10], might be specifically relevant to provide.

Whether performance should be considered good or bad, and how important the
independent variables studied in these experiments are, depends on the specific real-life
context in which vehicles are to be recognised. For example, if vehicles are recognised
in a context where the same action should be taken for all vehicle models, being able to
distinguish specific vehicle models would not be important, or if the UAV need to fly at
a certain distance from the target stimuli size will be hard to influence. However, in such
challenging contexts other factors such as providing the operator with plenty of time to
recognise vehicles could be considered to compensate for the challenges and support
the operators.

Considering research question 1, how the model of vehicle affects the ability to
classify vehicles, the results show significant differences in both classification accuracy
and time to classify the different vehiclemodels in both experiments. Also, the significant
interaction effects show that the ability to recognise different vehicle models is affected
differently by stimulus size and whether there is limited time to classify the vehicle.
Accordingly, providing support for recognising vehicles, for examples by algorithms or
training, might be especially relevant for certain types of vehicles. However, from the
results of these experiments, the less accurately recognised vehicle models should not be
concluded as generally difficult to recognise, since the difficulty of recognising a certain
vehicle model was affected by whether other similar vehicle models were included in
the experiment.

The only civilian vehicle model, V70, was in both experiments correctly recognised
in almost all cases and also classified faster than other vehicle models. Being able to
recognise civilian vehicles is important to avoid attacking or causing collateral damage
to civilian targets. These results indicate a high ability to distinguish civilian vehicles
from military vehicles. However, other civilian vehicle models than V70 might be more
difficult to distinguish from military vehicles, and if numerous similar-looking civilian
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vehiclemodels were included performancewhen it comes to identifying civilian vehicles
would likely be lower.

Considering research question 2, how stimuli size affects the ability to classify vehi-
cles, smaller stimuli sizes were in both experiments overall classified less accurately
and took longer time to classify. This is in line with previous research [10]. Overall, the
results indicate what level of performance can be expected from laypeople with limited
training. Once again, however, conclusions should not be drawn regarding how stimuli
size affected the responses for the specific vehicles used in the experiments, since the
experimental setup with certain vehicles resembling each other might have impacted
upon classification of small size stimuli for certain vehicles more. Another factor to take
into consideration is that stimuli size was based on stimuli resolution. Stimuli for all
the vehicle models therefore had the same absolute sizes in the images. However, since
some of the vehicle models are comparatively smaller in real life, especially the V70,
these vehicle models were larger relative to their real-life sizes when compared to the
larger vehicle models, which likely made the smaller vehicle models easier to recognise.

Considering research question 3, how response time limit affect the ability to clas-
sify vehicles, vehicles were in both experiments classified more accurately and slower
without the five-second response time limit. This is in line with previous research [10].
In a military setting, there may often be limited time to make decisions and targets may
only be visible for a short period. Thus, operators may need support from algorithms or
information from other sensors to confidently make quick classifications. Considering
the response time limit, one question this raises is whether it is the time limit in itself
or the pressure added from the response time limit that impaired performance. Since
participants without the response time limit took longer than five seconds on average
to classify multiple vehicle models in Experiment 1 and all vehicle models but V70 in
Experiment 2, five seconds does not appear to be enough time to comfortably classify
the vehicles in the experiments.

Comparing the two experiments, the results overall seem to agree. In both experi-
ments similar vehicle models were generally classified more accurately and faster, and
both stimuli size and response time limit had similar effects. The differences in exper-
imental design should be kept in mind when comparing results from the experiments,
and statistical comparisons between the experiments were not conducted due to these
differences. Participants took longer to classify the infrared images in Experiment 2
than the visual images in Experiment 1 when there were no response time limit (11.6 s
versus 4.5 s). While similar differences were reported in previous research on infrared
versus visual video [11, 12], the difference was larger in this study. The differences in
experimental design might have had an effect as well as the differences in sample, where
Experiment 1 had a younger sample (average 29 years) than Experiment 2 (average
45 years). However, that these factors would account for the entire difference seems
unlikely.

4.1 Limitations and Further Research

One limitation regards the ecological validity of the results, i.e. how well the findings
transfer to real-life settings. In both experiments, the sample consisted of laypeople,
while operators in real-life settings would likely be military personnel with extensive
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training and experience of regularly recognising vehicles. Also, the environment in
which military operators carry out recognition tasks differ from the environment in
these experiments. Thus, an area for further research is to study professional operators’
ability to recognise vehicles in real-life settings.

Another limitation identified is the differences in sample and design of the two
experiments. Further studies including both visual and infrared images in the same
experiments, as conducted previously for video [11, 12], could be performed to study
differences in vehicle recognition in visual versus infrared images in greater detail.

Considering the stimuli, one limitation is that the images used were simulated and
thus not exactly the same for all vehicles, for example regarding the angle the vehicle
was presented from. Including other vehicle models and other types of both military and
civilian vehicles, such as trucks, is another avenue for further research. Also, in military
settings vehicles would usually not be positioned in open view as they were in these
experiments. Further research could therefore be performed to study how concealing
elements, such as terrain and forests, affect vehicle recognition.

4.2 Conclusion

Overall, classification accuracy were around 75% for both visual and infrared images,
and classification took on average 3.6 s for visual images and 7.2 s for infrared images.
Performance varied depending on the vehiclemodels,with the civilian vehicleVolvoV70
being classified more accurately and faster than the military vehicles. Larger stimuli size
overall led to better performance, with both higher accuracy and faster response times.
Having a five-second response time limit decreased accuracy and shortened response
times compared to not having a response time limit, indicating that five seconds is not
sufficient to comfortably recognise vehicles. Comparing both experiments, classification
took longer for infrared images than visual images when no response time limit was in
place.

These results give an overall indication of human performance in recognising vehi-
cles, identifies differences in performance between different vehicle models, and how
stimuli size and a response time limit affect performance. The results also identify differ-
ences between recognition in visual and infrared images. Consideration of these factors
could help operators to better execute their missions with UAVs.
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Abstract. The integration of Augmented Reality (AR) and Artificial
Intelligence (AI) in the field of security has proven to be a game-
changer, enhancing the operational capabilities of agents. Nevertheless,
their adoption in field operations depends on several factors, including
their actual impact in increasing the performance of Law Enforcement
Agencies, as well as their overall User Experience (UX) and acceptance
by target users. This paper introduces a mixed-methods approach to
assess AR wearable solutions with integrated AI techniques, applicable
since the early phases of design, thus ensuring the timely detection of
potential problems and the iterative evaluation of such transformative
technologies following a human-centered design approach. In particular,
the evaluated system, DARLENE, is an ecosystem with AI for activity
recognition and pose estimation, combined with wearable AR for the
visualization of the outcomes of the algorithms, via dynamic content
adaptations based on contextual factors, towards the improvement of
the Situational Awareness (SA) of police officers. The system was tested
with 35 participants from 6 different police organizations, adopting mul-
tiple methods to measure perceived and observed SA, workload, UX of
the DARLENE AR User Interface and wearable equipment, and user
acceptance. The methodology employed in this evaluation serves as a
general-purpose approach suitable for the assessment of AI-empowered
AR systems, emphasizing its potential for broader implementation and
adoption not only in the realm of security systems, but also in any appli-
cation domain.
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1 Introduction

The increasing integration of Augmented Reality (AR) and Artificial Intelligence
(AI) across diverse sectors, including healthcare, manufacturing, and security,
underscores their growing significance in modern society and their potential to
transform interaction. This trend has spurred the transition of AR and AI sys-
tems from experimental prototypes to practical, real-world applications. How-
ever, before AR and AI systems can be deployed as mainstream applications, it is
essential to ensure that they are designed following a human-centered approach
[26], putting human needs at the forefront. However, this can be a challenging
endeavour with such radically new technologies. More specifically, research high-
lights that participatory design of AI has turned out to be difficult to achieve,
with AI system designers embracing a proxy-based approach to participation
and employing stand-ins, User Experience (UX) experts, or algorithmic proxies
instead of affected stakeholders [8]. At the same time, a cornerstone activity
of human-centered design is the evaluation of the developed technologies, itera-
tively, involving representative end users. It is noteworthy that as we transition
from well-established and extensively tested technological paradigms to intelli-
gent environments, evaluation becomes an intricate procedure, whereby it is no
longer sufficient to assess the usability of a system, through studying its effec-
tiveness, efficiency, and user satisfaction [29].

This work proposes a mixed-methods approach to assess UX, task perfor-
mance achieved with the system in terms of Situational Awareness (SA) and
workload, as well as technology acceptance, trust in automation, and confidence
in AI decision-making processes. The focus of the conducted evaluation was
the DARLENE system, which integrates AR and AI to assist Law Enforce-
ment Agencies (LEAs) in their day-to-day policing operations. By utilizing an
AR prototype heads-up display (HUD), DARLENE visualizes real-time outputs
from AI and computer vision algorithms. These algorithms perform instance seg-
mentation and activity recognition, identifying individuals or objects of interest
[21,38]. Through AR, essential mission-related information is superimposed onto
the physical environment. The DARLENE AR application employs User Inter-
face (UI) widgets to enhance user SA, providing supplementary details about
individuals and objects flagged by the AI and computer vision systems (for
example, a detected foe, a suspicious object or activity). To further enhance the
user experience, a novel method is proposed for adaptable rendering of these
widgets. This approach takes into account the user’s stress levels, the contextual
factors of their environment, and the prevailing environmental conditions [34].
By adjusting the presentation of information accordingly, offering all visualisa-
tion components in three different Levels of Detail, the aim is to optimize the
user’s SA depending on the situation at hand. Following a co-creation approach,
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LEAs collaborated in defining the requirements of the prototype, ensuring that
it aligns closely with their operational needs. A conceptual description of the
DARLENE system is provided in Apostolakis et al. [3], illustrating the complete
DARLENE system featuring the AR HUD and the wearable computing node.

This paper presents the methodology followed and results of the evaluation
of the DARLENE prototype, which involved system trials conducted with the
active participation of law enforcement professionals. The evaluation method-
ology employed is versatile and can be applied to the assessment of similar
systems, employing AR and AI technologies. More specifically, the evaluation
of the DARLENE technology employed a combination of methods to assess its
performance and user experience comprehensively. Specifically, the evaluation
focused on parameters such as perceived and observed SA, workload, UX, and
user acceptance, exploring participants’ attitudes to the use of AI. In this study,
35 participants engaged in testing of the DARLENE prototype, providing valu-
able feedback through questionnaires administered before, during, and after the
testing sessions.

The paper is organized as follows. Section 2 summarises related work and
presents relevant evaluation efforts and background for the work reported in this
paper. Section 3 analyzes the evaluation methodology, whereas Sect. 4 presents
the evaluation results. A discussion on the findings is conducted in Sect. 5, while
Sect. 6 concludes the paper and provides directions for future research.

2 Background and Related Work

User-based evaluation is the process through which the users of a product, ser-
vice, or system evaluate its performance or efficacy. This sort of review involves
soliciting feedback from users regarding their experiences with the product, ser-
vice, or system, and leveraging this data to pinpoint areas for improvement and
enact necessary adjustments. The primary aim of user evaluation is to ensure
that the assessed product, service, or system fulfills the expectations of its users
and delivers a satisfactory and efficient user experience [39].

Many researchers emphasize the significance of formally evaluating AR inter-
faces as a crucial step in the research process [10]. However, recent studies,
as indicated by Dey et al. [9], reveal that less than 10% of the developments
presented in scientific publications include user-based evaluations of AR. This
disparity in user studies may stem from various factors, including a lack of stan-
dardized methods and guidelines for evaluating AR applications [6,20]. More-
over, the assessment of AR systems cannot solely rely on design principles for
traditional user interfaces [10]. Researchers commonly employ questionnaires,
interviews, inspection methods, and user testing to evaluate such systems [4,32].
Some studies argue that AR can lead to cognitive overload, while others refute
this claim entirely [32]. Therefore, assessing cognitive workload is a crucial aspect
of evaluating AR systems.

Similarly, systems incorporating AI for decision-making require user evalua-
tion to gauge responses, trust, and acceptance [27]. While numerous techniques
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exist for assessing such systems, there is a growing consensus on the necessity
of conducting evaluations under practical conditions. In this regard, user studies
should be conducted with future users in real-world application settings, given
the significant influence of the context of use and the environment on the overall
UX and user acceptance [31].

Scenario-based trials have emerged as a commonly utilized approach for eval-
uating AR systems in the literature [10]. By replicating real-world scenarios,
these trials allow participants to interact with the technology within contex-
tually relevant environments, thereby providing valuable insights into usabil-
ity and effectiveness [32]. For complex applications, particularly those involving
AI decisions, many researchers advocate for utilizing simulations to supplement
user-based evaluations.

On the other hand, evaluation studies aiming to assess systems in poten-
tially hazardous situations, such as driving [7], medical procedures [23], or law
enforcement tasks [34], often utilize system simulators. These simulators recre-
ate real-life scenarios within a controlled environment, enabling the training of
operators and the development and testing of UIs. By replicating real scenar-
ios in a reproducible and controllable manner, the studies conducted through
simulators, mitigate the risks associated with real-world execution, while still
gathering valuable feedback from end-users [16,34]. Furthermore, the advantage
of utilizing simulators lies in their ability to recreate complex and dynamic sit-
uations with precision and repeatability [7]. This reproducibility ensures that
experiments can be conducted consistently, allowing for accurate comparisons
and analyses.

3 Methodology

The trials took place when an early prototype of the system was available and
involved two main parts: (i) XR simulation aimed at allowing users to experience
the full-fledged DARLENE functionality and acquire quantitative and qualita-
tive feedback and results, and (ii) scenario-based trials of the AR glasses yielding
principally qualitative results. The main reason for adopting an XR simulation
was that it empowered the assessment of the full breadth of the system func-
tionality in a controlled environment, allowing the application of experimental
methods for controlling participants’ stress and measuring observed SA. On the
other hand, hands-on experience with the AR glasses using simulated scenarios
offered participants the experience of how the actual system will behave, thus
achieving the benefits of “in the wild” evaluations [22]. It is noted that the system
employed custom-developed AR glasses, offering maximum customisation of the
visors to LEAs’ equipment.

3.1 XR Simulation

Overview. The simulation approach was adopted in this part of the study,
allowing participants to experience the DARLENE system through a video sim-
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ulation approach. In this regard, participants wore the DARLENE HUD, how-
ever, instead of watching real-life scenarios, they watched videos featuring staged
terrorist attacks in different situations and contexts retrieved from public videos
of police exercises, as summarised in Table 1. The DARLENE system was run on
each video, resulting in the production of eight DARLENE-augmented videos.

Table 1. Simulation video situations, contexts, and mapped DARLENE functionalities

Video DARLENE functionalities Situation demonstrated Context

1 Crisis management,
health care provision,
suspect apprehension,
and unattended object
identification

Terrorist attacks
and injury of citizens

Train station
(indoor)

2 Crisis management,
health care provision

Terrorist attacks
and injury of citizens

Street

3 Crisis management,
health care provision,
suspect apprehension and
LEA identification

Terrorist attacks
and injury of citizens

Public library

4 Crisis management,
health care provision,
suspect apprehension and
LEA identification

Bombing
and injury of citizens

Mall

5 Crisis management,
health care provision,
suspect apprehension and
LEA identification

Terrorist attacks
and injury of citizens

Train station
(outdoor)

6 Crisis management,
health care provision,

Terrorist
and suicide bombing
attack

Mall

7 Crisis management,
suspect apprehension,
LEA identification

Terrorist attacks
and hostage situation

Cruise boat

8 Crisis management,
health care provision,
suspect apprehension and
LEA identification

Terrorist attacks
and injury of citizens

Public fair event
(outdoor)

Experimental Setup. The experimental setup involved a controlled within-
subjects study featuring two independent variables: agents’ stress levels and
DARLENE system usage. This setup led to the establishment of four experimen-
tal conditions. To mitigate potential biases such as time-related effects and car-
ryover effects, the order of these conditions was randomized across participants.
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This randomization was achieved using a 4× 4 Latin square design, enabling
the allocation of simulated scenarios to the different experimental conditions.
The conditions were categorized as follows: Stressed with the use of DARLENE,
Stressed without DARLENE, Not stressed with the use DARLENE, and Not
stressed without DARLENE.

Metrics and Hypotheses. The study encompassed several dependent variables
and corresponding hypotheses. These variables included perceived SA, observed
SA, workload during the DARLENE system usage, overall UX of the DARLENE
AR graphical user interface (GUI) and equipment, and user acceptance of the
DARLENE system. Hypotheses were formulated to examine the impact of the
DARLENE system on these variables in the context of conducted user trials.
The hypotheses were structured as follows:

H1: The DARLENE system increases agents’ perceived SA.
H1a: The DARLENE system increases agents’ perceived SA when stressed.
H1b: The DARLENE system increases agents’ perceived SA when not stressed.

H2: The DARLENE system increases agents’ observed SA.
H2a: The DARLENE system increases agents’ observed SA when stressed.
H2b: The DARLENE system increases agents’ observed SA when not stressed.

H3: The DARLENE system does not impose workload on agents.
H3a: The DARLENE system does not impose workload on agents when

stressed.
H3b: The DARLENE system does not impose workload on agents when not

stressed.
H4: The DARLENE system provides a satisfactory overall UX.
H4a: The DARLENE system provides a satisfactory overall UX when the user

is stressed.
H4b: The DARLENE system provides a satisfactory overall UX when the user

is not stressed.
H5: The DARLENE equipment is estimated as wearable by the agents.
H6: The DARLENE system is acceptable by the target population.

Overall, the methodology adopted was based on standardised questionnaires
and validated methods. In more detail, perceived SA was measured with the use
of the SART questionnaire [13], whereas observed SA by means of the SAGAT
method [12]. Workload was studied using the NASA Task Load Index (NASA-
TLX) questionnaire [18,19], while UX was assessed with the UMUX-Lite ques-
tionnaire [25]. However, due to the lack of existing validated questionnaires to
assess the wearability of the equipment and the acceptance of the DARLENE
system, custom questionnaires were developed. Furthermore, to acquire addi-
tional qualitative feedback, an interview was administered at the end of the
session of each participant, following a semi-structured approach [1].

SAGAT Queries for Measuring Observed SA. SAGAT is an online probing
method based on queries delivered to participants during arbitrary freezes in a
simulation [12]. This method has been shown to have a high degree of validity
and reliability and is one of the most widely utilised measures of SA [11]. The
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SAGAT questions for our application domain were developed for each video
individually and were evaluated by 2 LEA experts. The formulated questions
aimed to assess all three levels of SA in Endsley’s Model [14], and in particular:

– The participants’ perception of elements in the environment (Level 1);
– Their comprehension of the current situation (Level 2); and
– Their prediction of the future status of the current situation (Level 3).

During the experiment, questions were administered at arbitrary time points,
appearing in the participants’ field of view (FOV), during freezes of the simu-
lation videos. Responses to all questions were numbered and participants were
asked to respond verbally, while the experiment facilitator took handwritten
notes in a recording sheet.

Equipment Wearability. Aiming to assess the ergonomics of the DARLENE
equipment, a questionnaire was created focused on ergonomic aspects, the func-
tionalities provided, and the foreseen impact on smart policing [15]. The ques-
tionnaire consisted of two main parts, namely minimal anonymous background
information, and the main part regarding the wearability of the equipment with
questions the ergonomics and weight of the AR HUD and the belt box with
the computing node, as well as the health impact of the DARLENE usage and
foreseen impact on policiging tasks.

Technology Acceptance. Technology acceptance is a concept often studied
in the context of different technological environments. There are several mod-
els reported in the literature aiming to predict the factors that influence the
acceptance of a given technology by its intended audiences, such as the Technol-
ogy Acceptance Model (TAM) and the Unified Theory of Acceptance and Use
of Technology (UTAUT) [35], while numerous studies have been carried out to
extend them in different technological domains [2,42]. However, an important
concern regarding measuring user acceptance of the DARLENE technology was
that existing questionnaires do not take into account specific features of AI-
enabled technology, which may impact its overall adoption by its target users
[41]. In particular, major concerns that should be addressed refer to the fact
that AI models are black-boxed, they often make errors and are biased, but
also that humans are biased and sometimes exhibit algorithmic aversion [41].
In this respect, a questionnaire was developed, based on two already validated
approaches, namely UTAUT [40] and the measurement of trust in automation
[24]. Based on these, the developed questionnaire entailed the following the-
matic categories, each explored using a small number of statements, some with
positive and others with a negative connotation: performance expectancy, effort
expectancy, behavioural intention, system explainability, system reliability, atti-
tude to automation, and trust in automation.

The questionnaire was evaluated by five experts assessing its face and con-
tent validity, which determined its readability, clarity, comprehensiveness, and
relevance. Face validity assessment focused on the questionnaire’s appropriate-
ness for its intended purpose and data collection needs. That is, the assessment
of each question “seems to be a reasonable measure of its underlying construct
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‘on its face” ’ ([5], p. 54). Each evaluator provided individual feedback on ques-
tion wording, objectives, and structure, culminating in a revised version based
on their recommendations, resolved through consensus-building. All evaluation
reports were aggregated, and a revised version of the questionnaire was prepared
based on the experts’ recommendations. As a result, the questionnaire at that
time comprised inquiries concerning several aspects of the system’s functionality
and usability. These included questions of the system’s anticipated performance
in policing tasks, the perceived level of effort required to use it, participants’
intentions to utilize the system in the future, its explainability and reliability, as
well as assessments regarding human biases and trust in automation.

The next phase involved content validity evaluation of the revised version of
the questionnaire. Content validity pertains to examining how well an instrument
matches the relevant content domain of the construct it is aiming to measure
[5]. The evaluators assessed the questionnaire for readability, clarity, comprehen-
siveness, and relevance [30]. To quantify content validity, the Content Validity
Index (CVI) was calculated, with Item-CVI (I-CVI) for each item and Scale-CVI
(S-CVI) for the overall scale. Each item received ratings from 1 to 4 for these
constructs. I-CVI for each construct per question was computed as the propor-
tion of experts agreeing (rating of 3 or 4), with the final I-CVI being the average
across constructs.

The S-CVI score for the entire questionnaire averaged at 94.8%, indicating
a very good overall score. While literature suggests an I-CVI of .78 or higher
for individual items to indicate good content validity, any questions with rat-
ings below 1.00 in more than one construct were reevaluated based on expert
feedback. These questions were revised accordingly, including rephrasing, elimi-
nation, renaming categories, and adding new questions. The updated question-
naire achieved an excellent I-CVI score (>0.95) for all questions, resulting in an
overall scale validity index of 98.4%, signifying a very high score. Following the
final evaluation iteration, the revised questionnaire was deemed suitable for use
in the study.

Semi-structured Interview. Semi-structured interviews are interviews based
on specific predetermined closed and open-ended questions, followed by why and
how questions [1], aimed at assisting the researcher to further pore over the rea-
sons behind the testified negative or positive aspects highlighted by participants.
This interviewing method is useful to supplement quantitative methods, such as
questionnaires, and user observation studies, shedding light to puzzling issues
or issues that need to be further clarified. Their most important benefit, how-
ever, is the flexibility they support in allowing the researcher to deviate from
the predetermined questions along different directions, depending on the partic-
ipant’s responses. A small number of questions was provisioned, focusing on the
following:

– Participants’ overall view of the DARLENE experience;
– Feeling of nausea when wearing the DARLENE HUD;
– Perceived SA with the DARLENE system;
– Ease of use of the DARLENE system during field operations;
– Likelihood of using the DARLENE system during field operations.
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3.2 Scenario-Based Trials

In the second part of the study, three short action scenarios were instantiated
by agents and personnel from the technical partners, simulating policing activ-
ities addressed by the DARLENE technologies (for example, a suspect holding
a gun and attacking another person). During this scenario-based assessment,
participants were wearing the DARLENE equipment. After each short scenario,
participants were asked to respond to a short questionnaire regarding the UI
components that were visualised on the HUD, aiming to assess: the relevance
of the visualised components, their appropriateness for the specific context, the
appropriateness of their Level of Detail, the fitness of their placement on the
screen, and the overall satisfaction with the provided information. All three sce-
narios were executed in two hypothetical situations: one in which the agent is
stressed and one in which they are not, thus assessing the DARLENE decision-
making and visualisations produced in these two experimental conditions.

4 The DARLENE System Evaluation: Applying
the Evaluation Protocol

Overall, six trials were conducted using a stable working prototype of the
DARLENE system, involving 35 LEAs from different organisations. The tri-
als were conducted after training events, showcasing DARLENE functionalities
and ensuring that participants were familiarized with the system, as they would
in normal operations.

Out of the 35 LEAs who participated in the pilot trials, one was female. The
age range of participants was 35 to 64 years, with the majority (94%) possessing
over 10 years of professional experience in various policing tasks and a smaller
proportion (6%) having 5 to 10 years of experience. Furthermore, the majority
of the participants (94.28%) had no prior experience with AR.

The trials were conducted after participants were introduced to the DAR-
LENE GUI and its functionalities. Divided into two parts, the trial began with
the XR simulation, in the format of single-user sessions. Participants were briefed
on the study’s objectives, testing procedures, and data handling before signing
consent forms1. Then participants provided background information via a ques-
tionnaire and calibrated the DARLENE HUD before testing to ensure viewing
comfort.

Once the calibration phase was through and all participants’ questions had
been responded, the main part of the experiment followed. Before initiating an
experimental condition, a stress manipulation task was employed, similar to Ste-
fanidi et al. [34], depending on the stress variable. In more detail, before a Stress
condition, the participants performed the PASAT test [37] for 5 min, whereas
before a Non-stress condition, they watched a video featuring nature images
1 It is noted that the research activities that will be conducted in the context of the

pilot studies have been approved by the Ethical Committee of CERTH with reference
number ETH.COM-69.
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and relaxing music for 5min. Before moving on to the next part of the evalua-
tion, they were asked if they felt stress or relaxed and the stress manipulation
method was extended if needed. Then, they watched two simulation videos with
or without the system, depending on the condition, during which they answered
the corresponding SAGAT queries. At the end of the experimental condition, the
participant filled in the SART, NASA-TLX, and UMUX-LITE questionnaires (if
the experimental condition involved the DARLENE system). Upon study com-
pletion, participants filled out the user acceptance questionnaire and underwent
semi-structured interviews. The procedure was coordinated by two experienced
facilitators. Each testing session with a participant lasted for approximately
60min.

The second part involved the acting of the short scenarios in front of three
users wearing the DARLENE equipment. After that, the participants completed
a questionnaire to assess the visualization of the AR components. Finally, partic-
ipants were thanked for their contribution and were asked if they had any addi-
tional comments or recommendations. Any input offered was recorded through
handwritten notes by the evaluation facilitator.

5 Results

5.1 Perceived Situational Awareness

To study the perceived SA of the participants, under stress and non-stress condi-
tions (H1a and H1b), the results from the SART questionnaire were analysed. It
is noted that in the SART questionnaire, participants rate their own perception
regarding their SA with respect to ten dimensions after the simulation is com-
pleted. These ten dimensions are classified into three main subscales: Attentional
Demand (AD), Attentional Supply (AS) and Understanding (U). The score for
each subscale is calculated as the sum of the participant’s rating in each of the
subscale’s questions. The final SART score is calculated as per Eq. 1 below.

SARTscore = U − (AD −AS) (1)

The results of the analysis suggest that under stress conditions, the majority
of participants assessed their SA as higher when using the DARLENE system
when in stress. The same conclusion holds for the majority of participants when
they were not stressed. Overall, analysis of the aggregated results indicates that
agents’ perceived SA was better when using the DARLENE system, either in
stress or in non-stress conditions, as well as overall. Table 2 presents the perceived
SA results (mean and Confidence Interval [CI]) per experimental condition and
overall.

In summary, it turns out that the system improves perceived SA, and there-
fore hypotheses H1, H1a and H1b are confirmed. In fact, the use of the system
improved perceived SA by 15.81% in stress conditions, 16.15% in non-stress
conditions and 15.98% overall. A statistical analysis of the results indicated that
the differences observed in perceived SA when using the DARLENE system as
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Table 2. Perceived SA results for all experimental conditions and overall

Condition DARLENE Without DARLENE Overall

Stress 19.23, CI [16.94, 21.52] 16.74, CI [14.66, 18.83] 19.36, CI [17.85, 20.87]
No Stress 19.49, CI [17.40,21.57] 17.09, CI [14.70, 19.47] 16.91, CI [15.37, 18.46]

opposed to not using it are important both in stress conditions (t(34) = 2.66, p
= 0.005) and in non-stress conditions (t(34) = 1.97, p = 0.02).

5.2 Observed Situational Awareness

To calculate the results of the SAGAT query technique, each correct response
to a question acquired one score point, whereas erroneous responses did not
receive any points. Then, all the individual scores for each participant were
accumulated and divided by the total number of questions the participant was
asked, acquiring the final SAGAT score, which represents the percentage of their
correct responses. Results per participant indicated that for the vast majority of
officers, their observed SA was higher when wearing the DARLENE system in
stress conditions. In non-stress conditions, a higher percentage of participants,
yet not their vast majority, exhibited higher observed SA when wearing the
DARLENE system.

Analysis of the aggregated results per experimental condition indicates that
agents’ observed SA was better when using the DARLENE system in stress con-
ditions, in non-stress conditions, as well as overall. Table 3 presents the observed
SA results (mean and CI) per experimental condition and overall.

Table 3. Observed SA results for all experimental conditions and overall

Condition DARLENE Without DARLENE Overall

Stress 0.65, CI [0.61, 0.69] 0.61, CI [0.56, 0.67] 0.63, CI [0.60, 0.66]
No Stress 0.57, CI [0.54, 0.60] 0.58, CI [0.53, 0.63] 0.58, CI [0.55, 0.60]

In summary, it turns out that the system improves observed SA in stress
and non-stress conditions as well as overall, and therefore hypotheses H2, H2a
and H2b are confirmed. More specifically, DARLENE improves observed SA by
13.13% in stress conditions, 5.19% in non-stress conditions, and 9.20% overall.
A statistical analysis of the results indicated that the differences observed in
observed SA when using the DARLENE system as opposed to not using it are
statistically significant in stress conditions (t(34) = 3.76, p = 0.0003) but not in
non-stress conditions (t(34) = 1.14, p = 0.13).
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5.3 Workload

The results from the NASA-TLX questionnaire were studied to assess partici-
pants’ overall workload, as well as workload along six dimensions, namely mental,
physical, temporal, performance, effort and frustration [18]. Aiming to have a
benchmark against which to compare findings, we adopted the Raw Task Load
Index (RTLX) scoring approach of the NASA-TLX questionnaire, comparing
raw scores as provided by participants with a relevant study retrieved from the
literature, in which workload in the context of “tour” activities was assessed [36],
that is during duties on shift hours of a police investigator, including those done
immediately after a shift. A comparative analysis of the mean RTLX workload
scores for the DARLENE system when in stress and in non-stress conditions, in
relation to the aforementioned workload studies of policing tasks, is provided in
Table 4. As a result, by comparing the means, it can be concluded that DAR-
LENE (either in stress or in non-stress conditions) does not impose to users
higher workload than what they experience in typical policing tasks, thus con-
firming hypothesis H3, H3a, and H3b.

Table 4. RTLX scores for the DARLENE system and for police investigator “tour”
activities

Condition DARLENE Without DARLENE Overall

Stress 0.65, CI [0.61, 0.69] 0.61, CI [0.56, 0.67] 0.63, CI [0.60, 0.66]
No Stress 0.57, CI [0.54, 0.60] 0.58, CI [0.53, 0.63] 0.58, CI [0.55, 0.60]

5.4 User Experience

In order to study the UX of the participants while using the system, under stress
and non-stress conditions, the results from the UMUX-Lite questionnaire were
analysed. For the vast majority of participants, the DARLENE system was in
both conditions assessed as offering a good experience, higher than average. An
analysis of the aggregated results along the different dimensions of UX (as these
are explored by the UMUX-Lite questionnaire) is provided in Table 5. Therefore,
it can be concluded that the DARLENE system provides a satisfactory overall
UX (and hence hypotheses H4, H4a, and H4b are confirmed), considering that
the average overall UX score is above the midpoint of the UMUX-Lite scale, both
in the stress and non-stress conditions. Nevertheless, additional feedback was
sought in the participants’ feedback provided through the debriefing interview.
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Table 5. UX results for stressful, not stressful situations, and overall

Condition Usable Useful Overall UX

Stress 5.13, CI [4.64, 5.62] 4.94, CI [4.43, 5.46] 5.04, CI [4.62, 5.45]
No Stress 4.94, CI [4.43, 5.46] 4.71, CI [4.16, 5.26] 4.83, CI [4.35, 5.31]

5.5 DARLENE Acceptance

The user acceptance questionnaire results were analyzed to assess overall system
acceptance. Acceptance was not separately studied for stressful and non-stressful
conditions. Overall, most users showed a positive attitude toward the system.
Although some users expressed less favorable views, the average acceptance score
across all participants was equal to or higher than average, indicating no users
had a negative stance. This observation holds true for the general population,
confirming that DARLENE is generally acceptable among the target audience,
thus supporting hypothesis H6. Notably, all subscales received scores higher than
average, with attitude to automation being the lowest. Analysis of the aggre-
gated results along the different subscales of technology acceptance is provided
in Table 6.

Table 6. acceptance results

Dimension Perf.Exp. Eff.Exp. Beh.Int. Sys.Exp. Sys.Rel. Att.Aut. Trt.Aut. Overall

Mean 4.20 3.81 3.86 3.62 3.48 3.21 3.60 3.60
CI (LL) 3.92 3.50 3.54 3.33 3.23 2.98 3.33 3.33
CI (RL) 4.48 4.13 4.17 3.91 3.74 3.44 3.87 3.87

5.6 Equipment Wearability

Participants provided background information about their role in their agency,
their duties, and their habits. Results indicated that 91.67% were police officers,
whereas 8.33% were police instructors. The majority (83.33%) do not usually
wear a helmet when in service. Responses regarding the ergonomics of the equip-
ment indicated that the ergonomics of the equipment required improvement. In
particular, only 10.34% of participants perceived that the DARLENE HUD pro-
totype attached to a helmet was convenient for wearing it, although 65.52% were
satisfied with its weight. Further, 41.38% of participants thought that the com-
puting node worn as a belt box was convenient for wearing it, but 79.31% would
like it to be smaller and lighter. When asked about the impact of the extra weight
of the helmet, 34.88% indicated that it would affect their daily operations in the
field, whereas 62,07% believed that it would not, and 3.45% did not respond to
this question. Finally, participants were asked about AR-induced sickness, with
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79.31% indicating that they did not experience any sickness symptoms, 17.24%
experiencing light symptoms, and 3.45% not providing a response. Overall, the
analysis of the questionnaires highlighted that there were mixed feelings about
the ergonomics of the DARLENE equipment, especially the weight of the helmet.
Therefore, this turned out to be an important point of concern for the overall
UX of the system which could be further improved in terms of ergonomics. As a
result, hypothesis H5 is partially supported (only in terms of the AR GUI, but
not with regard to the equipment wearability). However, it should be noted that
the majority of participants in this study were not used to wearing helmets in
their daily operations and as such this was an expected finding. Future studies
should also explore the use of the DARLENE AR HUD not being attached on
a helmet, thus supporting a wider variety of policing operations.

5.7 Qualitative Feedback

Semi-structured interviews were conducted alongside quantitative questionnaire
assessments to gather qualitative insights from participants on various aspects of
the DARLENE system. Interviews covered overall experience, nausea, situational
awareness and relevance to their job. Two researchers used inductive coding to
analyze interview outcomes, ensuring consistency through cross-examination.

Overall Experience. Participants generally viewed DARLENE positively, cit-
ing its effectiveness in policing tasks, handling challenges, and training new offi-
cers. They appreciated its ease of use, and ability to enhance visibility and
decision-making. Several users identified it as a good tool, helpful, interesting,
easy to understand, and empowering the agent to perceive things that would
otherwise be difficult to see. However, concerns were raised about the helmet
attachment. In addition, some officers emphasized the need to ensure that the
system avoids potential information overload, and appropriately prioritizes the
highlighting a person or object of interest, depending on the situation at hand.
These insights emphasize DARLENE’s effectiveness while indicating the need
for enhancements in helmet design and user interface clarity. Overall, findings
align with conclusions on user experience and wearability.

Situational Awareness. Participants’ responses to the question about whether
the system could assist them in becoming more situationally aware were mostly
positive (80%), with some negative (14.2%) and others indicating occasional use-
fulness (5.71%). Participants provided explanations for their responses. Those
who expressed scepticism or occasional usefulness suggested that the system
needs to be more comfortable to wear, it should present information that is
critical for the given situation, and that officers need to trust the system first
in order to capitalise on the possibilities that it offers. Conversely, those who
believed that DARLENE could enhance situational awareness highlighted its
assistance in handling complex situations, providing valuable information, aiding
decision-making, and increasing self-confidence. These insights reinforce quanti-
tative findings on perceived situational awareness and offer deeper insights into
participants’ reasons for considering the system helpful in enhancing awareness.
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Job Relevance. The subsequent questions examined participants’ views on
using the system in their daily tasks and operations. Regarding the question
about the difficulty of using the system during field operations, some partic-
ipants expressed concerns about the prototype’s ergonomics, citing issues like
weight and the need for adjustments to LEA equipment. Others emphasized the
importance of training and operation type in determining usability, while those
with positive views praised the system’s provided information and capabilities.
Similarly, responses to whether participants would like to use DARLENE dur-
ing operations were diverse. Those hesitant cited concerns about the current
helmet version, while others highlighted potential benefits for specific tasks or
situations, such as education, special operations, or escorting of Very Important
Persons (VIPs). Positive responses emphasized the system’s ability to enhance
situational awareness and provide valuable information to users.

5.8 Results from the Hands-On Evaluation

The hands-on assessment of short scenarios in stressed and non-stressed condi-
tions provided valuable insights for improving the DARLENE system. For each
scenario enacted, participants responded to five questions addressing the rele-
vance, appropriateness, level of detail, placement, and satisfaction with the visu-
alized components, thus providing an assessment of the system’s decision-making
regarding UI adaptability. They were prompted to select from three options (yes,
partially, no) and provide further explanations. It is evident that for all aspects
explored and for all scenarios, the majority of participants were very satisfied or
partially satisfied with the visualised components (Table 7). Overall, participants
emphasized the importance of a stable helmet for accurate visualizations and
the need for fast, reliable recognitions to build user trust. Suggestions included
ensuring the highlighter frame closely follows body shapes. Some participants
noted the small scale of the hands-on trials and expressed a desire for more
complex situations, indicating the necessity for large-scale pilots. Nonetheless,
these small-scale trials were crucial for refining the DARLENE prototype before
larger-scale testing, with feedback already integrated into the current system
version.

Table 7. Hands-on scenario results

Dimension High Partial SLow
Stress No Stress Stress No Stress Stress No Stress

Relevance of components 65.30% 71.09% 20.39% 15.61% 14.30% 13.31%
Appropriateness of components 62.66% 63.93% 22.95% 25.33% 14.39% 10.74%
Level of Detail 65.13% 64.94% 17.03% 17.77% 17.84% 17.29%
Placement of components 61.60% 60.48% 27.80% 27.37% 10.60% 12.16%
Information provided 67.60% 67.51% 19.33% 21.49% 13.07% 11.01%
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6 Discussion and Lessons Learned

The two-phase small-scale pilot evaluation of the DARLENE system produced
valuable findings and insights on different aspects of the system, its impact on
policing tasks, as well as limitations that should be addressed for the system to
be usable and useful in field operations.

First of all, the evaluation confirmed our hypotheses with regard to the pos-
itive impact of the system on LEAs’ SA. As it turned out, both perceived and
observed SA were improved with the system compared to carrying out the same
tasks without the system across both stress conditions. These findings high-
light the increased potential of the DARLENE solution in highly complex and
stressful situations. Relevant discussions with LEAs revealed among others that
participants found the system helpful in handling complex situations, allowing
them to perceive information and situations that they otherwise would not, and
helping them confirm their own decision-making.

In terms of workload imposed on agents, findings were compared to another
study exploring the workload in “tour” policing tasks, demonstrating that the
workload imposed by DARLENE is lower than that of typical policing tasks.
These findings hold for the overall workload, as well as workload across the
different subscales studied, namely mental, physical, temporal, effort, and frus-
tration.

The UX of the system was positive exhibiting higher than the average values
for usability, usefulness, and overall UX as well. Further insights were acquired
during the interviews, where participants highlighted that the system is helpful,
easy to understand, and easy to use, and a generally good tool that offers higher
confidence, allows LEAs to perceive things hard to observe, and assists their
decision-making, but can also be used as a helpful training tool.

In terms of technology acceptance, for all the subscales as well as the overall
acceptance, scores higher than the average values were achieved, thus indicating
that the system is acceptable to the target population. In addition, analysis of the
interview responses indicated that a substantial percentage of participants found
that the system could be used in their everyday tasks (57.15%) and that the
majority would like to use it generally or in specific cases (82.85%). Analysis of
interview comments revealed that some participants were more hesitant to trust
the system and its decision-making, expressing concerns about possible errors
of the system or its capability for accurate recognition in long distances. This
is also reflected in participants’ ratings in the “attitude to automation” subscale
which achieved the lowest scores among all technology acceptance subscales (M
= 3.21, CI = LL:2.98, RL:3.44).

Detailed discussions with participants on the aforementioned DARLENE
dimensions highlighted their likes, dislikes, and suggestions for improvement.
The DARLENE features that were most liked were its identification capabili-
ties, the useful information provided, the clear UI, the AR technology employed,
as well as its overall potential in the context of policing tasks. On the other hand,
participants expressed concerns about the hardware, and in particular the fit-
ting of the helmet to individuals with different physiology and the size of the AR
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glasses. Another concern was the information offered by the system, which on
certain occasions was deemed as superfluous, given the job priorities of officers
(e.g. when they need to neutralise a hostile person information about injured
civilians is useless and disorienting).

During the hands-on assessment, the different qualities of the system were
generally positively evaluated, with participants’ responses indicating that the
visualised components were generally relevant and appropriate for the given con-
text, presenting information at an appropriate Level of Detail and placement in
the wearer’s FOV. Features that were highlighted as important for the smooth
operation of the system were the need for a stable and well-fitting helmet, accu-
rate and fast recognition, robust highlighter frame close to the shape of the
recognised person or object, and stable UI components visualised accurately
over the corresponding real-world objects. These findings were aligned with the
results from the first evaluation phase. The consistency of findings highlighted
the robustness of the methodology followed, but also revealed that specific DAR-
LENE attributes are important for a smooth and effective operation, high-quality
UX, and increased technology acceptance.

The limitations of the current study are twofold. One major limitation is
that the majority of participants were male, therefore it cannot be claimed with
certainty that the observed results hold equally for men and women. Neverthe-
less, it should be noted that although the sample of participants was heavily
imbalanced with regard to gender, it was noted by police experts that it is prac-
tically impossible to achieve gender balance in this field, taking into account
that anti-terrorist police tactical units are dominated by male agents [17,28].
Another limitation refers to the stress manipulation approach adopted. In par-
ticular, although the methods employed have proved their effectiveness [33] in
manipulating stress, we did not employ a method to objectively measure stress
in the context of the current study, to avoid inducing further complexities. In
addition to subjective stress self-assessment, future studies of the system shall
employ both objective and subjective stress measurement methods to alleviate
this limitation.

7 Conclusions

This paper has presented an evaluation methodology that offers a systematic and
comprehensive approach to assessing AR and AI-empowered systems, applicable
even in early development phases when a system prototype is available. The
methodology put forward was used to assess DARLENE, a security-oriented
system, designed to enhance situational awareness for LEAs.

In terms of methodology, the combination of the XR simulation with the
hands-on evaluation based on predetermined scenarios, ensured the combination
of the benefits of both approaches for the user-based trials, generating quantita-
tive metrics to test several hypotheses, but also acquiring qualitative feedback
which was valuable for interpreting the results of quantitative measurements.
Therefore, the proposed methodology is suitable even when it is not possible to
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conduct an in-situ evaluation, garnering valuable feedback from end-users. By
using the XR simulation approach, users could evaluate the system in real-life,
complex scenarios, which would have been impractical due to safety concerns or
infeasible throughout the system development lifecycle when system prototypes
are still immature. Furthermore, through the hands-on part, the participants
used the DARLENE HUD prototype to evaluate several system functionalities
enacted as role-playing scenarios and assess the decision-making algorithm for
UI adaptability.

Overall, the evaluation encompassed a range of parameters, including per-
ceived and observed SA, workload, UX, equipment wearability, user acceptance,
and UI adaptability decision-making. The applied methodology yielded both
quantitative and qualitative results, allowing researchers to both explore specific
research questions and study in detail the behavior of the system and acquire
insights for improvements. The applied approach and its outcomes underscore
the importance of rigorous evaluation processes in advancing the adoption and
deployment of AR and AI technologies in real-world settings, ensuring an itera-
tive evaluation approach involving end users from the early phases of design and
development. Future work will focus on organizing and conducting in situ pilot
evaluations and carrying out a comparative analysis of all methods employed
across the studied system attributes.
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Abstract. With increasing cybercrime, educational institutions are working to
create increased opportunities for people to enter the cyber workforce. Some pro-
grams are expanding their entry criteria to include those from a wider variety
of backgrounds. This two-part study uses augmented cognition approaches to
identify how individual differences can influence instructional design for secu-
rity education. Higher levels of variance and time on task typically led to lower
performance. In addition, the design of content (internal and external content)
influenced performance and time on task, where external supplemental content
led to increased effort and lower outcomes.

Keywords: Security education · augmented cognition · instructional design

1 Introduction

Between 2018 and 2022, the Federal Bureau of Investigation (FBI) reported that cyber-
crime increased 380% over the five-year period. They received 3.26 million complaints
about cyber-crime, which resulted in a reported loss of $27.6 billion [4]. Of which, $10.3
billion in losses were reported in 2022 alone. These statistics highlight the growing trend
in cyber-crime and illustrate that it is continuously growing. Therefore, there is a high
need for security professional in the workforce to protect assets of organizations and
individuals. There is an approximate need for 1.7 million cyber security professionals
in the United States [3]. However, approximately one-third of these positions remain
unfilled and is expected to continuously grow based on the rapid growth in cyber-crime
[2]. Educational institutions developed cyber security education programs to account
for this need starting primarily with master’s program and expanding to certificates and
other micro credentials.
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1.1 Cybersecurity Education

Approaches to Cyber security education and training includes theoretical models [1,
10] and practical simulation approaches [5, 6]. [1] conducted a meta-analysis of extant
literature to identify features that can create learning situations with effective outcomes.
These generally included an evaluation of evaluation criteria, conducting a needs assess-
ment, and identifying a match between skill/task and training method. Cognitive mod-
eling in cyber security education was also studied [10], where multiple models such as
standalone model (network modeling, pure simulations, hybrid networking emulation),
tracing for attacker behavior prediction, and model tracing for automation. They found
that these models were more accurate with precise predictions when they were cus-
tomized to reflect the population’s tendencies. Although larger models of education and
training like these exist, other studies focused on specific approaches such simulation
and game-based mechanics [5, 6]. These approaches typically utilize a directed learning
approach focusing on specific objectives followed by task-performance behaviors. These
task-performance behaviors may be in the form of educational/serious games within a
simulation. Specific approaches tended to improve motivation and learning by melding
it with entertainment characteristics. Game-based mechanics such as capture the flag
[8], can improve engagement for learners by offering a hands-on cyber challenge that is
rooted in real-world scenarios. Many of these scenarios are offered in virtual machine
environments to allow learners to attempt real defense and attack scenarios within a safe
environment.

In addition to overarching approaches to cyber security education, other studies
targeted specific methods of learning computer security concepts [7, 9, 11]. [7] studied
the impact of perceptions of risk and secure behaviors. They found that the largest impact
on out-of-class secure behaviors came from a combination of mini lectures and active
learning tasks. This approach helped to change actual behaviors outside the classroom
such as modifying passwords after data breaches. [9] reviewed the different levels of
learning using similar constructs with static and animated content. The authors found
that static content was generallymore effectivewhen pairedwithmore complex concepts
such as mathematical content such as encryption. Animated content was generally more
useful for practical applications such as visualizing a distributed denial of service attack.
[11] researched a specific approach to cyber security education, Present-Test-Practice-
Assess (PTPA). This approach used the four major components: 1) Present: target s
single set of related concepts, 2) Test: check understanding through an assessment of
learning, 3) Practice: opportunities to apply concepts learned and 4) Assess: evaluation
of performance on practice tasks. This method of instruction utilized live activities
(simulations) to create replicate real-world scenarios. They found that the PTPA was
more effective than traditional approaches that added capture the flag activities and
hackathons.
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These studies highlighted the importance of unveiling instructional approaches that
best benefit cyber security education. Due to the large gap between total positions and
positions filled, it may be helpful to expand the pool of applicants with individuals from a
range of backgrounds. This study aims to distill one of the major approaches to learning,
case studies in cyber security education when the participants have a wide range of
backgrounds. We focused our efforts on time on task based on individual differences,
performance alignment, and how it can influence security education design.

The following questions guided the study:

1. How does students’ time on task influence their ability to accomplish assignments?
2. What types of approaches are best aligned with performance?
3. How can student differences influence security education design?

2 Exploratory Analytics

2.1 Setting and Participants

The exploratory study was conducted with students enrolled in a Cybersecurity Educa-
tion program, CyberEd in a Box. This cybersecurity educational program was designed
to build capacity to fill the need for professionals in the cybersecurity workforce. Due
to workforce gap and wide range of cybersecurity positions available, this program
invites students from any field to enroll, not just computer science. Approximately 20
students are enrolled in the program each year and come from a wide range of academic
backgrounds such as Computer Science, Engineering, Information Systems, Business,
Management, Marketing, Education, Psychology, and Sociology. The program includes
three courses, mentoring and an overarching internship that occurs throughout the pro-
gram (Fig. 1). Each of the courses includes three major components: 1) tech labs, 2)
projects and 3) discussions. Tech labs focus building information technology security
skills such as networking, network defense, and ethical hacking. Projects target critical
thinking skills in information security and risk management by having students com-
plete case studies to determine appropriate actions in a chief security officer role with a
range of security issues such as data breaches and information leakage. Discussions give
students the opportunity to build their network by sharing resources with their peers and
offering feedback to one another to build the community of practitioners throughout the
term. Based on these major areas of each course, the researchers explored the projects
portion due to the broad range of critical thinking and learning skills taught.

The initial study included 17 participants enrolled in class 3. These students came
from a wide range of educational backgrounds and were at the ending of their program
of study, which allowed them to hone their study skills over the course of the CyberEd
in a Box program. Therefore, the final class would limit the initial influence of students
getting acclimated to a new program of study.
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Class 1 
Info. Sec. 
& Risk 
Mgt. in 
Context 

Class 2 
Building 
an Info. 
Risk Mgt. 
Toolkit 

Class 3 
Designing 
& Execute 
Info. Sec. 
Strategies 

Tech labs Projects Discussions 

Internship 

Mentoring 

Fig. 1. CyberEd in a Box Program structure

2.2 Project Tasks

The course included five major projects with each project including two to three tasks
each based on case study complexity. Data were collected based on initial opening of a
case study in the course management system and submission of each assignment. The
CyberEd in a Box program is a professional program that assesses assignments on a
meets or does not meet professional standards. Thus, data were also collected based on
number of submissions to meet the professional standard.

2.3 Analysis

The data were analyzed using a repeated measures design to determine the time on task
for each student and how it differed throughout the term.We used an analysis of variance
to determine the individual differences between users and identified different clusters
based on metrics such as performance, variance, and time on task. Data were aligned
with course content analysis to determine difficulty of task and possible approaches to
improve cognition through appropriate mentoring and support.
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3 Results

3.1 How Does Students’ Time on Task Influence Their Ability to Accomplish
Assignments?

As expected, there was a statistically significant difference between participants’ time on
task based on each component of the case studies with p < .001 (Table 1). This finding
highlights individual differences and the need to further analyze the data to determine
a descriptive background for the data set to identify clusters for performance and the
challenge of each assigned task. The summary data (Table 2) illustrates a wide range
of time on task for students with a minimum of 1.07 days on average per assignment
and a maximum of 18.67 days on average per assignment. On average, students spent
approximately 7.34 days per assigned task. Over the course of the term, students spent
a minimum of 11.84 days on the class projects and had a maximum of 205.39 days. The
average time spent on project tasks was 80.79 days.

Table 1. One-Way ANOVA for time on task for case studies

Source of
Variation

SS df MS F P-value F crit

Between
Groups

5852.248 16 365.7655 2.736949 0.000652 1.703315

Within
Groups

22718.78 170 133.6399

Total 28571.03 186

We clustered the data by total number of resubmissions by individual to determine
performance based on time on task. Three groups emerged, 1) those without any resub-
missions, 2) those with a single resubmission, and 3) those with two resubmissions.
Based on these groupings, students with the least variance and time on task were in
either the no resubmission or one resubmission groupings. Six students in this cluster
spent on average one to two days on each task and had a variance less than 10. Two of
which had one resubmission while the rest of the group did not resubmit any assign-
ments. Ten of the remaining 11 students had a variance in time over 100. Only one
student in this group had a variance of 62. The cluster with the variance mainly above
100 included six students with zero resubmissions, one student with one resubmission,
and four students with 2 resubmissions. It appears that the higher the variance in time
on each task tended to have participants with increased levels of submission to attain a
professional level of performance on case studies.

To determine task challenge, we created a stacked bar chart to identify patterns in
the data (Fig. 2). Assignments 3 and 4 appeared to have the greatest range in assignment
completion. We conducted an ANOVA on the time spent per assignment, however, the
results were not statistically significant (p > .05). The variance for these assignments
were the highest of all assignments at 394.56 for assignment 3 and 339.00 for assignment
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Table 2. Summary data for time on task across case studies

Groups Count Sum Average Variance Resubmission

1 11 132.0029 12.00027 244.9879 0

2 11 18.70464 1.700422 9.141954 0

3 11 76.90679 6.991527 135.2517 0

4 11 14.81988 1.347262 2.273724 1

5 11 72.97556 6.634141 100.5736 0

6 11 205.394 18.67218 199.8102 2

7 11 48.93757 4.44887 101.2293 0

8 11 131.9491 11.99537 291.9185 1

9 11 65.71566 5.974151 140.1004 2

10 11 19.20168 1.745607 1.71381 0

11 11 114.2145 10.38314 121.4065 2

12 11 189.5093 17.22812 609.6 0

13 11 19.67366 1.788514 3.282195 0

14 11 11.84257 1.076597 2.158005 0

15 11 12.53883 1.139894 1.25678 1

16 11 94.91159 8.628326 62.64685 0

17 11 144.0921 13.09928 244.5265 2

4. Interestingly, these two assignments were a part of the same case study. This led the
researchers to conduct a content analysis on the case studies to identifymajor differences
which could lead to the disparity in time spent to achieve a professional level submission
for this project.

All of the projects included an introduction page (Fig. 3), lecture videos page, case
study page and submission page. The introduction page included the learning objectives,
workflow details and resources (internal and external). The lecture videos page included
each of the videos to support the case study, while the case study page detailed the case
and the guidelines for the project. The case study for assignments 3 and 4 included
external sites that needed to be utilized to solve the case. Based on a content analysis of
all of the case studies, this one in particular included a greater dependency on the use
of information external to the course management system. Students needed to search an
external site to identify and utilize pertinent information that was not directly discussed
in the case study video. Therefore, it appears that requiring the use of external content
may have influenced the time spent for individual students on this assignment. This
preliminary finding led us to continue this line of research deeper in a subsequent study.
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Fig. 2. Average days spent on each case study task

4 External and Internal Content Study

4.1 Background

Since the cyber security education program, we analyzed targeted participants from
a wide range of majors, we conducted the follow-up study with a large-enrollment
computer science course for non-majors that is a prerequisite for many fields, such as
education, business, kinesiology, etc. It is a 101-level course focused ongeneral computer
science topics and productivity. The course we examined was a 6-week asynchronous
summer session, which has two lecture topics per week that students are quizzed on.
In addition, students do lab work utilizing productivity software. One of the units was
focused on computer security, where the students were to watch the lecture video which
was under 30 min. This video linked out to other videos in the lecture, and students were
instructed to pause the lecture video and view the external video, and then return. After
watching the video, students would take a quiz on the lecture topics, which included the
external video topics. To prevent cheating, the quiz questions were taken as a random
draw from a larger question pool.

4.2 What Types of Approaches are Best Aligned with Performance?

We collected user page view data to determine how long each student spent on each
question, along with the student scores on the quizzes. We also performed an item
analysis on the question to see how difficult it was for students, and how well a question
discriminated between the top and bottom scores.
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Fig. 3. Sample resources section of introduction page

We then categorized the content of the lecture material and corresponding questions
into recent history, types of criminals, general aspects of security, and typical attacks.
Our latter three topics were chosen based on being the topics emphasized in computer
security textbooks. Our first category, recent history, was chosen because this can have a
strong impact in changing student opinions and practiceswhen they can see how it relates
to their lives. We first wanted to see if there was a difference between the performance
or time spent on the questions in different content sections. A one-way ANOVA analysis
was performed on the performance of different content categories and on the time spent
on questions between content areas. The results for the performance are seen in the table
below, and showed they were nearing a trend in the difference between content areas
with p = 0.11 (Tables 3 and 4). The one-way ANOVA for the time spent showed no
significant difference in time spent on questions between content areas.

Even though there was no significant difference between the time spent on questions
between content areas, we noticed that there was a large amount of time spent on specific
questions of the “recent history” category. Based on the descriptive statistics, we could
see that the “recent history” category had the lowest performance, but the most amount
of time spent. We conducted a one-way ANOVA and found a statistically significant dif-
ference between the performance on each question. An examination of the item difficulty
and item discrimination value showed that the questions with the worst performance and
highest discrimination were based on external video questions (Table 5).
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Table 3. Summary data for performance between categories

Groups Count Sum Average Variance

Recent history 12 10.19874 0.849895 0.028213

Criminal types 4 3.847118 0.961779 0.002502

Aspects of security 3 3 1 0

Typical attacks 6 5.859307 0.976551 0.001567

Table 4. One-way ANOVA on performance between content categories

Source of
Variation

SS df MS F P-value F crit

Between
Groups

0.103987 3 0.034662 2.235038 0.113986 3.072467

Within
Groups

0.32568 21 0.015509

Total 0.429667 24

As a result, we reviewed questions in this section and identified certain questions
that required students to review content from an external video linked in the lecture
video, compared to other questions that could be answered solely on the lecture video.
We performed a one-way ANOVA (Tables 6 and 7) and found a statistical significance
difference between external and internal questions (P < 0.004), with external questions
only receiving 76% correct, and internal content receiving 94% correct.

We performed the same analyses to examine the time spent on each question, and
the time spent on each question in internal and external content. The one-way ANOVA
showed a statistically significant difference between time spent on each of the questions
in the recent history category (P= 0.00) and a statistically significant difference in time
spent on each question between internal and external content to the lecture (P = 0.00),
seen in Tables 8 and 9. The difference here was quite large, with external content taking
more than six times as long as internal content.

We performed the same analyses to examine the time spent on each question, and
the time spent on each question in internal and external content. The one-way ANOVA
showed a statistically significant difference between time spent on each of the questions
in the recent history category (P= 0.00) and a statistically significant difference in time
spent on each question between internal and external content to the lecture (P = 0.00),
seen in Tables 8 and 9. The difference here was quite large, with external content taking
more than six times as long as internal content.
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Table 5. Item difficulty and discrimination value of recent history questions

Table 6. Summary data for performance between external and internal content

Groups Count Sum Average Variance

AveExt 25 19 76% 0.07037

AveInt 23 21.69048 94% 0.012716

4.3 How Can Student Differences Influence Security Education Design?

Examining the results, questions based on content contained within the video required
less time to answer and resulted in higher scores for students. Conversely, questions
based on content contained in external videos required more time and resulted in lower
scores and a higher item discrimination value. While the external videos were integrated
to provide additional animated content to increase student engagement with thematerial,
this seems to have been detrimental to student learning. This may have occurred because
of the increased cognitive load in having students perform additional tasks.

Alternatively, this may have occurred because students were spending time looking
up answers in the lecture and external videos. Using page view statistics, we can see
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Table 7. One-way ANOVA on performance between external and internal content

Source of
Variation

SS df MS F P-value F crit

Between
Groups

0.401452 1 0.401452 9.380484 0.003658 4.051749

Within
Groups

1.968638 46 0.042796

Total 2.37009 47

Table 8. Summary data for time spent per question between internal and external quiz Content

Groups Count Sum Average Variance

AveExternal 25 1920.3 76.812 824.9162

AveInternal 23 296.4881 12.89079 10.1804

Table 9. One-way ANOVA on time spent per question between internal and external quiz content

Source of
Variation

SS df MS F P-value F crit

Between
Groups

48945.93 1 48945.93 112.4522 0.00 4.051749

Within
Groups

20021.96 46 435.2599

Total 68967.89 47

some indications of answer-seeking behavior. There were 32 unique views, with only
half watching the video in its entirety. Other views spiked at locations we could trace
back to answers in the video. This might also indicate that some students may not have
watched the external videos prior to starting the quiz or had to go back to check the
answers. This would explain the significantly greater time spent on these questions. The
item discrimination could also be explained by students who did not watch the external
videos at all, as some students already did not watch the internal lecture videos. For
example, 35 people took the quiz but page view statistics on the video show that at most
only 32 students clicked on the lecture video. Given that watching the external video
required more work, even less students may have reviewed the external video.
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5 Discussion

5.1 Conclusions and Future Directions

The initial study focused on exploratory analytics from the CyberEd in a Box program
that included students from a range of educational backgrounds. The individual differ-
ences between students led the research team to identify clusters of students based on
performance, time on task, and resubmission rate. These major groupings highlighted
the optimal approaches to studying in this environment, spending a consistent amount
of time on task for each of the projects. This group spent on average 7.34 days per
assignment with a variance under 10 meeting the professional requirements in the first
or second submission. The high level of variance in the two-resubmission group led us
to our follow-up study to examine the course content and potential underlying reasons
for the lower performance.

Our follow-up external and internal content study sought to examine the impact of
techniques to reduce variance in time spent with the material and determine its influ-
ence on performance. While external videos were implemented to enhance attention,
engagement, and learning, the scores and time spent seem to indicate otherwise. While
examining the data and potential roadblocks to their learning, we have found that this
might have instead made the barrier to entry too high for some, and they did not engage
with the content. As a result, we would recommend embedding case study videos or
external data within the main course content, since students who are not majoring in
computer science may be less willing to view external content than computer science
majors. Interestingly, this finding mirrored information in our first study’s data set, many
students did not click on the external resources provided for many of the case studies.

These complementary studies highlighted the need for further research in computer
security education using augmented cognition-based approaches. With the increase in
demand for security professionals and computer security programs broadening their
entry point to include non-technical individuals, it is vital to consider individual differ-
ences amongst students.Wewould like to conduct further research on embedded learning
scenarios to immerse students in their educational experience and optimize their learn-
ing. These future studies could be conducted on a range of learning objectives including
technical skills, conceptual knowledge, and applied scenarios. Increasing the technical
skillset of those enrolled in security programs may take place in simulation-based envi-
ronments. Many of which include a detailed breakdown of time and click data based
on capture-the-flag events. These types of data could be analyzed to determine potential
changes to the system to improve long-term learning. Analysis of conceptual learning
can take place using a wide range of tools such as quizzes/tests and assignments. Both
offer the possibility of utilizing augmented cognition approaches to improve instruc-
tional design techniques for assessments and learning material. We are also interested
in application of learning through embedded scenarios. Immersive virtual worlds could
give students the opportunity to be immersed in learning environments that could be
utilized as “live case studies.” These worlds may be rich in data and opportunities to
augment student development. Computer security education continues to evolve in pro-
grammatic opportunities for a wide range of individuals and in its approaches in the
learning sciences.
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Abstract. Due to their value and interconnected role in our societies,
critical infrastructures are vulnerable national assets increasingly becom-
ing targets of cyber-attacks. Despite there being a multitude of training
programs in cybersecurity offered, human errors are still accountable
for a majority of breaches. As current training and awareness courses
are insufficient to meet the current cybersecurity challenges in critical
infrastructures, this paper examines how they could be improved with
new solutions. In addition to current training programs lacking in effec-
tively addressing human factors, identifying appropriate outcome and
performance measures to assess the effectiveness of the program remains
an issue. In order to address the uniqueness of an individual’s human
factors and natural learning trajectory, the need for tailored training
programs, to meet the demands of each user and influence a change in
cyber-behavior, is proposed. These tailored training programs would be
enhanced with the inclusion of training aids such as Digital Twins and
Extended Reality. Indeed, recent works started to explore how combining
Digital Twins and Augmented or Virtual reality could enhance learning
in different contexts. We have studied how some human features could
be replicated and used in the digital twin technologies (such as per-
sonality, attention, emotions or age and gender), as well as the human
factors enhanced in the overall simulated virtual experience (embodi-
ment, engagement, situational awareness, collaboration). However, there
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are still ongoing challenges and ethical concerns with such solutions. We
conclude with a discussion of future directions.

Keywords: Cybersecurity training · Extended Reality · Human
Factors

1 Introduction

The importance of cybersecurity has grown in the wake of technological advance-
ments, and its criticality is emphasized as the ungoverned Internet of Things
(IoT) expands. The ongoing digitalization of critical infrastructures (CI) has
been dubbed the fourth industrial revolution [1]. Today’s CIs are not isolated
environments but “systems-of-systems” connected to the internet, creating an
exclusive technical ecosystem with sensors, video surveillance cameras, and
computers [2]. The growing role, function, and technological advancement of
cyberspace in global security geopolitics means that CIs have become high-value
targets and vulnerable to cyber-attacks which have risen in recent years [3].
The cyber-threat to operational technology (OT) systems was first brought to
public attention in 2010 by the Stuxnet computer worm attack, which targeted
programmable logic controllers used to automate machine processes in Iran’s
nuclear facilities. Moreover, a growing “community of practice” including a large
cross-section of states and private sector actors is emerging in the area of CI pro-
tection that is spreading internationally [4]. These attacks can be nation-state
sponsored and carried out by highly skilled and well-funded operators. Due to
the potential for physical damage and human casualties from cyber-attacks tar-
geting industrial control systems, critical infrastructure protection, has gained
increased attention in the worldwide industrial environment. Attacks on CIs have
the potential to disrupt and paralyse national resources because of their sensi-
tivity and criticality [5]. Due to their interconnectivity, a disruptive effect on one
infrastructure can cause a chain of failures in other CIs [6]. Consequently, the
European Parliament has urged EU member states to work cooperatively with
their armed forces and cybersecurity measures, along with NATO and other
partners. While setting policy goals and implemented programs to secure CIs,
the NIS2 directive also explicitly addresses the human factor in cyber-resilience
and mandates training [7].

Despite investments being made to promote cyber-resilient practices, human
errors still account for 31% of security breaches in industrial firms [8] while stolen
data, frequently acquired through social engineering attacks, are the source of
80% of data breaches [9]. These “major security failures could be the result of
not poor security solutions but of security behavior ” (p.2) [10]. Studies have
demonstrated the ineffectiveness of security methods that focus only on hard-
ware and software security [12,13] and argued the need for training programs to
take human factors into account to increase cybersecurity awareness and cyber-
hygiene practices. Indeed, cybercriminals primarily gain access to critical infras-
tructures through the exploitation of human factors with social engineering,
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online harassment, identity-related attacks, hacking and/or denial of service or
information [14].

The aims of this paper are firstly to discuss what has been offered to date
in forms of cybersecurity training while not addressing human factors effectively
enough, and the need for tailored and measurable training programs to meet the
demands of each user and potentially influence a real change in cyber-behavior.
As there is more of a shift towards personalized training, the second objective of
this paper is to determine how and which tools and methods (e.g. Digital Twins)
could effectively support each individual’s cybersecurity training needs and thus
address each individual’s human factors.

2 The State of Cybersecurity Training

2.1 The Context of Operational Technology

The exposure of an organization to attackers is referred to as the attack surface
which includes the human element. Targeting the human element to breach the
defenses of organizations is commonplace in IT. Attacks on CI, e.g. in 2015 on
the Ukrainian power grid [15], Colonial Pipeline in the US in 2021 [16] and a
Pennsylvania water authority in 2023 [17] show that exploiting the human factor
is an available vector in OT as well.

It is therefore important to approach resilience in the human factor in OT
in the same manner as IT. Most training aimed at increasing resiliency here is
focused on the IT environment. Although the underlying technical aspects might
be similar (e.g. the use of file transfer, software, and USB drives), the operating
environment where OT is implemented is physically very different (e.g. a factory
floor, platform at sea, or control room) than an office environment, leading to
a form factor to be more resilient to environmental extremes. The use of OT is
more homogeneous in relation to an IT environment. For instance, the operation
of a bridge is restricted to a very limited set of predictable actions compared to
the heterogeneous office environment, where the potential actions of use vary
significantly. The systems and interfaces in OT are tailored to predetermined
actions focused on reliable operation in a wide range of environmental conditions.
Whereas an IT environment is tailored for a wide range of uses in an indoor envi-
ronment. As a result, simulated training delivered in an office environment will
be less recognizable and applicable in the control room of a petrochemical plant.
Therefore, training aimed at users of OT should be tailored to the environment
in which the lessons learned are applied [18].

2.2 Current Approaches to Cybersecurity Training

Cybersecurity education and training within organizations and to end users
have become the norm. There have been a multitude of cyber-training pro-
grams offered with the goal of enhancing cybersecurity knowledge, improving
cyber-secure skills, and changing the attitudes of its participants to increase
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cyber-hygiene practices within an organization. Because cybersecurity incidents
due to employee misuse or noncompliance continue, the question about the effec-
tiveness of these training programs is raised. Today, multiple cybersecurity train-
ing methods are proposed and implemented, including: 1) cybersecurity aware-
ness training, 2) personalized training, 3) cybersecurity education, 4) wargaming
approaches including cyber-defense exercises and tabletop exercises, 5) gamifi-
cation, 6) and those that incorporate extended reality (virtual reality, mixed
reality, and augmented reality).

The conventional learning approaches have been referred to as awareness
training. This approach ensures an acquisition of core concepts (network secu-
rity, cryptography, and ethical hacking) and commonly take the form of online
courses (MOOC), in-person lectures or presentations, or the distribution of flyers
and emails. Awareness campaigns are compliance-based methods that have been
criticized for being largely ineffective [19], which can be attributed to a flawed
view of employees/users’ awareness as the problem as opposed to organizational
factors such as culture being conflicting with security goals [19,20]. Indeed, the
lack of security awareness is not the issue, but rather other challenges, such as
overconfidence, lack of suspicion, and cognitive factors which also applies to IT
professionals [21–23].

In comparison, to the previous approaches, the personalized (or human-
centric) training approach [19] recognizes that individuals can be at different
points in their learning trajectories with different obstacles to surmount on
an individual-level (mostly through cognitive factors). Organizational resilience
against cyber-threats requires active participation and engagement from all
employees [19]. Cybersecurity education has been criticized for not sufficiently
addressing the skills needed to meet the cognitive challenges associated with
socio-technical working-environments and for its lack of focus on human fac-
tor issues [19,24–26]. As a result, educational guidelines and frameworks were
proposed by NIST or ENISA [27,28], proposing cybersecurity roles with a set
of knowledge, skills, and abilities (KSAs) for each [27], but without specifying
the methods for training or the psychological skills related to performing those
KSAs. In addition, the inclusion of slow education methods and mentoring were
recently recommended, which incorporates the cognitive-psychological compo-
nents of metacognition, self-regulation, coping, communication, and shared men-
tal modeling [29]. These components are fundamental to the advancement of
human performance and key to ensure long-term retention of knowledge, skills,
and behavior change [29].

The innovation in cybersecurity training is further evident in simulated cyber-
range training. Cyber-ranges are sophisticated, virtual environments that offer
safe, controlled spaces for IT professionals to practice and refine their skills
against realistic cyber threats. They enable trainees to engage in simulated
cyber-warfare, fostering strategic thinking, rapid decision-making skills, and a
profound understanding of how different cyber-threats operate and can be miti-
gated. The simulated nature of these environments ensures that learning is both
effective and safe, without repercussions in the context of real-world organisa-
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tions [30]. The incorporation of game-design elements in cybersecurity trainings
not only makes the learning process more engaging but can also significantly
enhances information retention and application [31]. Capture-The-Flag (CTF)
events are an exemplary instance of this approach, where participants tackle
security-related challenges, fostering teamwork, and developing problem-solving
skills in game-like settings. For an activity to be intrinsically motivating to a
person, it depends on whether they find rewarding reasons to be engaged in the
task [32]. For example, a study found males enjoyed game-based cybersecurity
learning more than females [33]. As a result, a training program must be tailored
to the target population, which requires upfront understanding of what moti-
vates their participants (knowledge acquisition or winning) to remain engaged
and interested in further learning.

2.3 Cybersecurity Training and Human Factors

Good cyberdefense decisions are based on human-human communication as the
successful mitigation of a cyber-threat situation starts with detecting, analyzing,
and reporting on the cyber-threat and from this reporting process, cyberdefense
decision-making results. Tensions can arise from asset prioritization between the
cyber and physical spaces, and between the tactical and strategic goals during
cyberdefense decision-making [34]. For those working at the operational level,
focus is given to the technical aspects of cyber-threats. Conversely, individuals at
the tactical and strategic levels of an organization may be focused on how cyber-
threats affect the daily operations (i.e. maintaining service to their customers
and preserving customer relations). Thus, training needs may vary according to
their position within the organization hierarchy and thus their decision-making
focus. Such an example would be security operations centers (SOCs) with respect
to their organizational structure and decision-making hierarchies. In these orga-
nizations technical personnel (cyber-analysts), who represent the operational
or bottommost level, are tasked with identifying, analyzing, and reporting on
cyber-threats, followed by supervisors, managers, and concluding with direc-
tors at the upper echelon of the organizational structure and decision-making
hierarchy [35]. While analysts decide what information to impart on threat
reports, strategic level decision-makers must decide whether to send or revise
these reports. Interactions between individuals at different levels are often bidi-
rectional, with information being ‘pushed up’ and decisions being ‘pushed down’
the decision-making hierarchy [35]. Thus, analysts at the operational level mon-
itor ongoing cyber-threats and provide information (reports or alert relevant
personnel), while individuals at the tactical and strategic levels use this threat
information to make decisions, which can affect daily operations.

During cyber-threat situations, it is crucial for individuals at all levels of the
decision-making hierarchy to understand each other’s priorities and informa-
tion needs. Deviations in priorities and knowledge may lead to non-overlapping
understanding of the cyber-threat situation between the organizational levels,
which could result in negative consequences in how cyber-threat information
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is received and interpreted [34,91]. Taking inspiration from computer/cyber-
emergency response teams [35,36], one effective cybersecurity training piece
includes participants, from all organizational levels, learning each other’s roles
and responsibilities and how each approaches, prioritizes, and manages cyber-
threats. Thus, the level of knowledge expected from individuals at different orga-
nizational levels varies. Operation technicians are focused on the functional oper-
ation of the technical equipment they manage, their level of expertise in cyber-
resilient practices can vary. Experts, such as IT personnel not only consider
all variables and possible code deviations, but also also make decisions based
on pattern recognition [37]. Regarding level of experience, reactions to phish-
ing attempts are more influenced by experiential elements (e.g. knowledge, self-
efficacy, and online experience) than by dispositional factors (e.g. risk perception
and trust) [38]. Therefore, understanding the different knowledge requirements
and prioritizing each is a crucial component when creating tailored cybersecurity
training .

3 Extended Reality and the Digital Twin

3.1 Extended Reality

The arrival of Extended Reality (XR) technology has allowed users to experience
a higher sense of presence in virtual environments. By blurring the lines between
the real physical and digitally simulated worlds, XR technology improves the
realism of virtual experiences while building a sense of immersion [39]. XR is
an umbrella term encapsulating Mixed Reality (MR) and Virtual Reality (VR).
(see Fig. 1). MR is further composed of Augmented Reality (AR) and Augmented
Virtuality (AV). AR augments the physical world view by adding virtual objects
in a real-time display, while AV operates the same way, but with real-world
objects added to a virtual setting. MR solutions typically use displays that are
video see-through with a headset or a phone camera [40,41]. AR and AV solutions
can be useful when it comes to offering cybersecurity training directly linked to
a workplace as it can increase situational awareness and team communication.
In [42], a 3D Mixed reality activity of a simulated network attack lead to better
communication of cyber-threat information among collaborating dyads while
supporting users in being more accurate in their understanding of the network
activity and the whole situation’s assessment. It can also avoid requiring a total
virtual reality replication of that workplace. Finally, with the help of a headset,
Virtual Reality (VR) distinguishes itself by isolating users from the real world
and immersing them in a fully, three-dimensional virtual setting they can interact
with.

VR has already been used in the context of learning in cybersecurity [43,44],
sometimes with video games that have been equally effective but more engaging
than traditional methods [45]. VR effects have been compared to other training
methods. In the context of workplace safety, a study showed VR groups (com-
pared to the textbook and the desktop one) led to better problem-solving, per-
ceived enjoyment, intrinsic motivation and self-efficacy [46]. A recent immersive
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Fig. 1. AR/VR continuum adapted from [40,41]

reality model (Cognitive Affective Model of Immersive Learning (CAMIL) [47]
proposes that because virtual reality environments bring presence and agency in
the experience, it will positively influence six cognitive factors such as interest,
motivation, cognitive load, self-efficacy, self-regulation and embodiment. Inter-
estingly, VR doesn’t really increase factual and conceptual knowledge (bits of
information) but is more often used when procedural knowledge is involved (how
we do things) [46].

3.2 Digital Twins

The Digital Twin. (DT) concept originates from the aerospace field [48] and
has been since implemented in many different domains. From a recent system-
atic literature review, it can be defined as “A set of adaptive models that emulate
the behavior of a physical system in a virtual system getting real-time data to
update itself along its life cycle. The DT replicates the physical system to predict
failures and opportunities for change, to prescribe real-time actions for optimiz-
ing and/or mitigating unexpected events observing and evaluating the operating
profile system” [49]. In short, it refers to a digital system emulating a physical
system (a product, process, building, or even a human), including its structure,
states, and behavior. Commonly, it comprises elements allowing visualization of
the physical system’s states and existing data flows, to serve as decision-aid,
and comprises simulation or prediction functions to evaluate new situations and
the system’s future states. In cybersecurity learning, the DT would allow the
replication of a specific CIs’ state during a simulated cyber-attack (from doors
being opened to a server shutdown).

Human Digital Twins. (HDT) are Digital Twins developed to replicate
humans in multiple ways. They can for example help monitor, evaluate, and opti-
mize human ergonomics and performance [50]. In a virtual environment, HDTs
can be used to represent users, not as avatars or anonymous virtual humans, but
as virtual humans having the same characteristics, behaviors and thought pro-
cesses as they would have if they were physically present in the virtual world. As
digital representations of humans, they have a lot of potential in many domains,
the main ones being health and industry [51]. Depending on the use case, HDTs
are based on human models attempting to replicate human attributes (physical,
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physiological, perceptual, cognitive, emotional...) [51]. Some models are devel-
oped through the approach of cognitive mimetics [52] in order to imitate or
replicate human information processing. In domains such as healthcare, HDTs
focus on replicating patients and their tissues, organs and physiological pro-
cesses. Because a HDT maintains structural and behavioral models of the human
it twins, it can be used for, e.g., studying human behavior in a simulation or
providing personalized and user-centric services. In training contexts, when clas-
sical recommender systems can provide personalized learning content, the use of
HDT allows to go a step further, with continuously updated user profiles and
the possibility to test reactions to recommendations before actually using them.
A HDT with training objectives, a competence or skill map in a specific subject
added to the cognitive characteristics of a user, would for example allow the
creation of a personalized training program with the help of AI and personal
data but also help improve it in real-time and in the future.

3.3 A Combined Use

The combination of DT and XR would enable users to immerse themselves in a
virtual and familiar (or not) OT environment, replicated with the help of the DT.
Users would then have a virtual twin which would help adapt the training and,
which would also be visible for other users in the virtual experience. A DT system
combined to XR can then enable visualization, control, and use of all of the
collected data and create smooth interaction between users and a context. Thus,
real-time synchronized communication can potentially be achieved between users
and a digital replica of a critical infrastructure. A few recent studies have worked
in the direction of combining DTs and AR/VR [53], with the case for example of
a virtual learning application for an electrical laboratory tutorial, a safety and
emergency training, industrial robot kinematic control or a workshop digital
twin VR synchronization [54–56]. In a study where DTs were combined with VR
for asset inspections, users reported feeling immersed and usability scores were
high [57], but more human factors still need to be studied. No study yet has
been applied to cybersecurity training and its challenges, which leads us to take
a closer look at the benefits of this technology combination.

4 Human-Centered Trainings

4.1 Replicable Features

With the help of the DT and XR, training experiences can be adapted. The
Digital Twin can replicate, adapt, and be adapted to the user profile based on
certain characteristics obtained via real-time data (e.g. eye-tracking, positioning
in virtual space) or reported data (e.g. personality, emotions). Based on current
research advances, relevant exploitable human characteristics today could be
emotions, attention, age and gender, and personality.
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Emotions represent an important factor during human experiences in general.
They can influence the perception of information [58], attention, learning, mem-
ory, judgment, problem-solving [59] and can have a direct impact on behav-
ior [60]. They can also be used by and for HDTs [51,61]. Mixed-evaluation meth-
ods (self-reported with questionnaires or interviews, and objective measures with
psychophysiological ones) would be the most accurate way of measuring emo-
tional experiences from VR [62,63]. Despite the required time to conduct post-
learning interviews or questionnaires, these assessments could also better help
predict emotions (with the HDT) during certain contexts for different user pro-
files, which might even avoid the need for future self-reported measures. How-
ever, a recent study showed promising results based on facial expression and
body movement recognition [61].

During trainings, emotions can either improve or worsen learning and long-
term memory retention [64]. In cybersecurity trainings, fear-inducing techniques
are rather inconclusive. They can trigger the desired cybersecurity behaviors but
they can also cause fear fatigue, leading to undesirable behaviors [65]. Sadness
can result in avoidance instead of compliance [65]. Generally, as opposed to mea-
sures that merely act as prohibitions, positive emotions (such as joy and interest)
can lead to security behaviours [66]. During attacks, anger, sadness and anxiety
are negative emotions that can occur [67]. Finally, because of emotions’ influence,
cybersecurity trainings could comprise an emotion management aspect.

Attention is an important matter in learning and while dealing with cyberse-
curity attacks. It is a limited resource used for information processing but also
a process of selection of information to be processed with priority [68]. There-
fore, during a cybersecurity attack or breach, attention should be directed at the
most relevant cues. Eye-tracking has proven to be an efficient way to measure
visual attention during learning or training sessions and can be incorporated in
VR or XR headsets [69,70]. Saccadic eye movements and fixation duration can
indicate where the user focuses their attention, and could help detect whether
the training are overloaded with information, or whether a trainee profile is hav-
ing difficulties during trainings for example. A study also showed that novices
and experts have different gaze sequences in regions of interest and may have
different gaze behaviors [69].

More generally during cybersecurity breaches, attention should not be over-
loaded with other job tasks. For example, security warnings with different visu-
als can help increase attention to those [71] without leading to habituation [72].
Finally, a phishing message particularly relevant to an individual could, for exam-
ple, lead to attention tunneling and the omission of suspicious cues [73]. Moni-
toring attention during cybersecurity trainings and trying to adapt it could thus
help improve the learning progress of individuals (for example, by increasing
warnings and attention to areas of interest for specific profiles).

Age and Gender are human factors that characterize individuals, which should
be reflected by HDTs. In cybersecurity, gender is a factor to be considered as it
can affect security self-efficacy [74]. Studies have demonstrated that gender vari-
ations in computer self-efficacy may vary based on the assessed task (e.g. simple
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or high level [75]. In another study, gender was not a significant predictor of secu-
rity behavior, contrary to age as older users appeared less likely to secure their
devices (e.g. locking a screen when not in use) and more likely to generate secure
passwords with proactive risk awareness contrary to the younger people [76].
However, self-efficacy again was important as it was identified as a mediator
between age and cybersecurity behaviors. Between self-reported cybersecurity
behaviors and gender, only a minimal effect has been found [74]. Research showed
that differences due to age are generally not due to age itself but other predictive
factors such as resilience, optimism bias, or learned experience [76]. These indi-
cations show that personalization according to age and gender may be relevant,
although their links with cybersecurity behaviors need to be nuanced.

Personality appears to be a relevant human factor to take into account when
personalizing simulated virtual training experiences in cybersecurity. It has been
mentioned in some human digital twin models [51,77] in the same way as physi-
cal characteristics or emotions as it helps refine human behavior. Personality
has an impact on cybersecurity behavior. With regards to the Five Factors
Model [78], individuals with high openness have a higher propensity to per-
ceive the importance of confidentiality and integrity, while a high level of agree-
ableness hold quite different perceptions regarding the importance of authentic-
ity and accountability. The changes (positive and negative) in the importance
perception of confidentiality are very strongly influenced by personality, even
more when individuals have no background in engineering [79]. Conscientious-
ness, agreeableness, and openness are significantly associated with self-reported
cybersecurity behaviors [80]. Personality also has an influence on VR training
as [81] showed that traits of high agreeableness and low conscientiousness could
predict training transferability from the VR environment to a real-world appli-
cation. However, the work of [82] highlights that there is hardly a consensus on
the effects of personality on the sensitivity to social engineering attacks. While
exploiting personality with the DT could help adapt trainings, it would poten-
tially also be useful to use it to learn whether and how certain personality profiles
behave and react in certain simulated cybersecurity attacks.

4.2 Enhanced and Facilitated Human Factors

XR can enhance and support different human factors which, in turn, can increase
learning and raise the awareness of different CIs actors. To this date, XR has
shown positive effects on embodiment, situational awareness, collaboration, and
engagement.

Embodiment in XR refers to “the experience of owning a virtual body (body
ownership), which can be influenced by the external appearance of the body and
the ability to control the actions of the body (agency)” [47] (p. 946). It is a com-
ponent of embodied cognition, which proposes that our understanding of our
surroundings depends on our sensorimotor system and the physical interactions
we have with it [83]. As embodiment can be triggered with XR, its effects are
non-negligible in the context of learning. Compared to traditional methods, a
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setting with enhanced embodiment leads to a higher perceived cooperation pro-
cess and social flow while learning [84]. To some extent, embodiment could also
help memorize training content [85]. Another study showed that embodiment
and immersiveness can make learning feel effortless by increasing learners’ atten-
tion and engagement [86]. Simulating a cybersecurity attack in an XR training
enhancing embodiment would also help increase situational awareness, and thus
train users to react to emergency situations.

Situational Awareness in cybersecurity refers to “an individual cyberde-
fense analyst’s (human operator defending an organization from cyber-attacks)
awareness of changes to network/system activity that might constitute an
attack/breach.” (p.203) [87]. Situational awareness is important in cybersecu-
rity as it is required for identifying, minimizing and stopping cyber-attacks [88].
In a recent study, work showed that VR has the potential to increase cyber-
situational awareness and data perception (especially for novice operators) [89].
In our case, VR trainings could potentially help CIs employees to increase their
situational awareness in real-life situations to better react to cyber-attacks. In
particular, better situational awareness would enable cybersecurity operators to
identify security threats and take appropriate action with more accuracy.

Collaboration between cybersecurity experts is crucial to the point it has been
standardized, as explained in [90]. It is facilitated in VR as it supports gestures
and non-verbal behavior with avatars, although the amount, type and quality
of the communication required during a cyber-operation has not precisely been
identified and more work is required in this area [91]. Collaboration is rather
supported by team cognition, which can be defined “as cognitive processes such
as learning, decision making and situation awareness occurring at the team level”
(p.206) [87]. Based on the work of [87] on team cognition, we could assume that
the collaboration training goals of cybersecurity for a team would be (I) to be
able to coordinate behaviors without the need to communicate (shared cognition)
(II) knowing who to ask for information (transactive memory) and (III) being
able to interactively update individual and team knowledge (interactive shared
cognition).

Engagement has often been an important human factor in learning experiences
as there is a positive correlation between engagement and achievement [92].
While learning cybersecurity-related issues, it has been shown that VR can
increase engagement compared to traditional methods [45,47,103]. Dubovi [92]
defines two types of engagement. The first, emotional engagement, refers to
a users’ emotional involvement in learning activities. Positive emotions during
learning include enthusiasm, interest, and enjoyment, while negative emotions
include boredom, sadness, and frustration. The second is the cognitive part of
engagement, referring to psychological investment. This includes students’ men-
tal orientation, cognitive efforts, and focused thoughts during learning tasks. In
a few studies, cognitive engagement has been positively linked to motivation and
learning achievements [93,94]. Facilitating engagement with the help of VR or
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AR can thus help to raise awareness and increase the knowledge in cybersecurity
among different levels and types of CIs employees.

5 Discussion

5.1 Ethical Concerns

While solutions like VR and XR systems appear advantageous for learning, their
own privacy and security issues have been discussed [95]. VR systems are indeed
able to collect a large amount of information such as user movements, biometrics,
and usage patterns (hours of personal use, preferences, behaviors). AR and MR
have some different privacy and security challenges compared to VR as it can
be used with a phone [95].

Ethical considerations simultaneously need to be addressed regarding the
DT technology. As DTs assist in the creation of individualized profiles, which
contain the knowledge, strengths, and weaknesses specific to an individual, there
are heightened vulnerabilities and risks for abuse to that individual. A recent and
similar example would be the 23andMe cyber-attack that successfully stole users’
ancestry data, which included both private and genetic information as well as
shared genetic links to relatives [96]. In addition, some of the stolen genetic data
was altered and subsequently published online by hobbyists and genealogists
without the knowledge or permission from the concerned individuals [96]. The
ethical aspects of 1) the right to privacy and integrity of self, 2) the exposure
of or freely giving of an individual’s unique and personal vulnerabilities without
knowledge of what data is being collected or consenting to the release of that
data beforehand; and 3) the vulnerabilities of someone illegally obtaining such
a wealth of data on an individual come into light. Knowledge derived from DTs
could potentially serve as information for who to target, but more importantly
how to target them. Thus, a tool that is supposed to increase the security in an
organization could be used to compromise the security instead.

It must be ensured that the Digital Twin’s algorithm is created correctly
and periodically reassessed as well as the data entered are verified [97]. Also,
organizations may mandate using Digital Twin technology for supporting indi-
vidualized cybersecurity training and education. Once an employee places the
equipment on his/her face, data are being collected that would contain an unmis-
takable identification of that individual [97]. Ethical issues arise regarding the
upfront awareness of the employee on what data would be collected, for what
purpose, how it would be utilized, and whether the employee consents to the use
of his or her data come into question. Thus, an organizational training mandate
could run along the delicate lines of coercion without consent.

In addition, digital twins could be easily targeted by adversaries to assist
with their identification of potential targets for social engineering type of attacks
within an organization as well as the possible manipulation or inflation of the
skill levels in vulnerable targets, which would hinder their training needs and



DTs and XR for Tailoring Better Adapted Cybersecurity Trainings in CIs 245

potential [97]. Finally, in a currently unregulated metaverse the risk of monitor-
ing, manipulation, and how these converge to mediate our experience and agency
should be considered an abject learning environment.

6 Future Work Directions

Despite the mentioned advantages of XR and the DT systems for cybersecurity
learning, these solutions remain to be tested and experimented with so they
can be optimized. A few questions may already arise. For example, taking into
account the Uncanny Valley effect that can occur when interacting with virtual
agents in an XR experience, we can ask ourselves what would be the right level
of realism and human-likeness. As mentioned earlier, the influence of personal-
ity in cybersecurity operations is not well understood. More work in this area
could help understand if more factors mediate the effects of personality dur-
ing cyber-attacks. Social engineering situations could also be precisely simulated
through XR and DTs trainings as more human factors linked to social interac-
tions could come into play, especially on the DT side. Indeed, in the context
of social engineering, the work proposed by Ferreira and Lenzini [100] combines
the principles of persuasion and other studies to represent and explain psycho-
logical vulnerabilities. Distraction (focusing on what a victim can gain, need
or lose/miss out) is the main phishing tactic being used, followed by authority
(obeying the pretense of authority or performing favor for an authority) [100]. In
other perspectives, more human factors and vulnerabilities could be addressed to
compensate todays’ trainings. Common vulnerabilities are security fatigue along
with stress and burnout at the workplace [98]. Workload and stress can indeed
cause a decrease in performance while countering a cyber-attack and operation
fatigue and frustration can occur during the length of a cyber operation [99].

Finally, to date one of the biggest challenges for virtual and tailored trainings,
is developing effective and valid outcome measurements (i.e. situational aware-
ness) and performance metrics for individuals tasked with detecting, investigat-
ing, and reporting on cyber-threats [101]. While initial efforts have been made
to produce incident report templates and questionnaires to measure situational
awareness in cyber-threat situations, further development and experimental val-
idation is still needed. Lack of objective outcome measures hinders the ability to
effectively assess the efficaciousness of a training. With the exception of aware-
ness training [19], much research on cybersecurity training and education has
focused on individuals that either are cybersecurity professionals or in process
to becoming one. Also, the cognitive profile of these cybersecurity professionals
tended to be unique since they deviated from the norm when assessed and scored
[102]. Therefore, to what extent the findings derived from cybersecurity research
can be generalized to individuals who are not cybersecurity professionals or the
general population is unknown.



246 E. Zehnder et al.

7 Conclusion

Cybersecurity in critical infrastructures is a crucial issue as the equilibrium and
safety of nation-wide systems depend on it. The collaboration between industry
and academia is a cornerstone to ensuring that cybersecurity training remains
contemporary and relevant. Recognizing and addressing these limitations with
cybersecurity is not just an educational challenge but a strategic imperative.
This symbiotic relationship between industry and academia ensures that the
training not only imparts knowledge but also inspires a practical skill set that is
directly applicable to real-world scenarios. Cybersecurity training solutions must
go beyond the current paradigms, integrating psychological insights, behavioral
analytics, and social dynamics into the core of cybersecurity education. This
collaboration and merging of expertise supports the designing and tailoring of
cyber-training programs that are personalized to individuals.

A major part of this state of the art has been to point out what was missing
in current cybersecurity training programs, and addressing those missing human
factor components through the proposal of combining XR and digital twin tech-
nologies. With Digital Twins design and implementation, human factors could be
replicated and augmented to give rise to customized and tailored trainings that
match the individual’s pace at learning, what areas are of specific challenge for
each individual, all with the goals of not only improving cybersecurity knowl-
edge and skill development but also with changing in cybersecurity behavior
and practice. However, effective human factors and performance measurements
with training programs, scalability in design and ethical concerns still remain
challenges when designing effective cybersecurity training programs.

As our human factors, that is our personalities, our abilities to handle stress
and emotionally regulate and our metacognition, thought processes and decision
making capacities are unique, the need to address these human factors through
personalized training with the assistance of training aids such as DT, can help
us address how to effectively meet the educational, training and cybersecurity
safety issues of all. Only by doing so can we develop a holistic defense mechanism
that is as adaptable and multifaceted as the human elements it seeks to protect.
From these points and with the need for the further inclusion of human factors in
cybersecurity training and utilizing DT as a tracking and personalized training
aid, the Athena project, funded by Digital Europe, aims to actively address these
issues within a critical infrastructure sector (waterways).
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