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Foreword

This year we celebrate 40 years since the establishment of the HCI International (HCII)
Conference, which has been a hub for presenting groundbreaking research and novel
ideas and collaboration for people from all over the world.

The HCII conference was founded in 1984 by Prof. Gavriel Salvendy (Purdue
University, USA, Tsinghua University, P.R. China, and University of Central Florida,
USA) and the first event of the series, “1st USA-Japan Conference on Human-Computer
Interaction”, was held in Honolulu, Hawaii, USA, 18–20 August. Since then, HCI Inter-
national is held jointly with several Thematic Areas and Affiliated Conferences, with
each one under the auspices of a distinguished international Program Board and under
one management and one registration. Twenty-six HCI International Conferences have
been organized so far (every two years until 2013, and annually thereafter).

Over the years, this conference has served as a platform for scholars, researchers,
industry experts and students to exchange ideas, connect, and address challenges in the
ever-evolving HCI field. Throughout these 40 years, the conference has evolved itself,
adapting to new technologies and emerging trends, while staying committed to its core
mission of advancing knowledge and driving change.

As we celebrate this milestone anniversary, we reflect on the contributions of its
founding members and appreciate the commitment of its current and past Affiliated
Conference Program Board Chairs and members. We are also thankful to all past
conference attendees who have shaped this community into what it is today.

The 26th International Conference on Human-Computer Interaction, HCI Interna-
tional 2024 (HCII 2024), was held as a ‘hybrid’ event at the Washington Hilton Hotel,
Washington, DC, USA, during 29 June – 4 July 2024. It incorporated the 21 thematic
areas and affiliated conferences listed below.

A total of 5108 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1271 papers and
309 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will
be included in the ‘HCII 2024 - Late Breaking Papers’ volumes of the proceedings to
be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2024 - Late Breaking Posters’ volumes
to be published in the Springer CCIS series.
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I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2024 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.
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News.
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Preface

The 16th International Conference on Social Computing and SocialMedia (SCSM2024)
was an affiliated conference of the HCI International (HCII) conference. The conference
provided an established international forum for the exchange and dissemination of sci-
entific information related to social computing and social media, addressing a broad
spectrum of issues expanding our understanding of current and future issues in these
areas. The conferencewelcomed qualitative and quantitative research papers on a diverse
range of topics related to the design, development, assessment, use, and impact of social
media.

A considerable number of papers this year focused on research on the design, devel-
opment, and evaluation of social media, exploring topics such as opinion data crawling,
crowdsourcing, and recommendation systems, and delving into aspects related to user
experience and user behavior. The undeniable influence of Artificial Intelligence on the
technological landscape has prompted numerous works focused on the use of AI and
Language Models in social media, investigating their multifaceted impact in the field,
such as for the identification of malicious accounts and deepfakes, the improvement of
search capabilities, the recognition of emotions and detection of human values, as well as
the development of improved recommendation systems. The power of social media and
its positive impact across various application domains inspired contributions regarding
education and learning, culture, business, eCommerce, as well as computer-mediated
communication. In the context of learning, the topics explored include academic writ-
ing, learning experience, ethics in education, specialized social networks for researchers,
platforms for students with disabilities, and the impact of AI in education-related social
media and platforms. In business and eCommerce, papers delve into aspects related to
branding, consumer behavior, as well as customer experience and engagement. Finally,
appraising the role of social media in fostering communication, strengthening social ties,
and supporting democracy, contributions explored novel interpersonal communication
approaches, hybrid working environments, opinion analysis, media memory shaping,
disaster management, social learning, and online citizen interaction. As editors of these
SCSM proceedings volumes, we are pleased to present this unique and diverse compila-
tion of topics offering valuable insights and advancing our understanding of the current
and future issues in the field.

Three volumes of the HCII 2024 proceedings are dedicated to this year’s edition
of the SCSM conference. The first focuses on topics related to Designing, Developing
and Evaluating Social Media, User Experience and User Behavior in Social Media,
and AI and Language Models in Social Media. The second focuses on topics related
to Social Media in Learning, Education and Culture, and Social Media in Business
and eCommerce. Finally, the third focuses on topics related to Computer-Mediated
Communication, and Social Media for Community, Society and Democracy.

The papers in these volumes were accepted for publication after a minimum of two
single-blind reviews from the members of the SCSM Program Board or, in some cases,
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from members of the Program Boards of other affiliated conferences. We would like to
thank all of them for their invaluable contribution, support, and efforts.

July 2024 Adela Coman
Simona Vasilache
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Abstract. Incorporating ethics into engineering education is crucial to address
the intricate challenges of societal technologization, artificial intelligence, and
automation.A cross-disciplinary and ongoing ethical education, engaging students
with practical scenarios relevant to their field, has been identified as a superior
approach for ethical training of engineers. Realizing this advanced ethical training
necessitates dedicated support for both instructors and students. This paper intro-
duces a major enhanced version 2.0 of EthicApp, a case-based collaborative learn-
ing platform that facilitates ethical education. The platform enables individual and
collective examination of ethical cases across various disciplines. EthicApp 2.0
promotes analysis and collaborative decision-making in ethical contexts. A forma-
tive study of EthicApp 2.0 was conducted with software engineering students at a
South American university (N= 109). The study utilized tasks involving semantic
differential scales and the ranking of case stakeholders. Students performed these
tasks on personal computers and smartphones, with random assignment. The study
confirmed that EthicApp 2.0 could be used for various task types without prior
training. Instructors can repurpose learning designs and monitor activities in real-
time effectively. However, it was observed that themobile interface posed usability
challenges, and responses submitted via smartphones tended to be shorter. Despite
these limitations, EthicApp 2.0 shows promise for scalability to larger samples
and integration into diverse courses, aiding in developing ethical competencies as
a cross-disciplinary skill.

Keywords: Students’ Experience · Ethics · Software Engineering Education

1 Introduction

Teaching ethics in engineering is clearly a necessity, considering the increasing com-
plexity of work and our societies. This complexity largely arises from the pervasive
technologization of society and, currently, the emergence of new technological chal-
lenges stemming from the development of the fourth industrial revolution [1], artificial
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intelligence [2], and work automation [3]. Equipping decision-makers in industry and
politics becomes critical to combat corruption and foster corporate and state governments
that operate justly and in solidarity with the pursuit of the common good for society.

Ethics education in engineering has grown due to the push from accreditation agen-
cies and publicized unethical behaviors in various sectors [4, 5]. Ethics courses are often
standalone or discipline-specific [5], with the former being more prevalent in South
America. Typically, these courses are taught by philosophers or ethicists rather than sci-
entists or engineers, making applied ethics education in fields like artificial intelligence
or logistics rare. Many engineering students see traditional, theory-heavy ethics courses
as a mere graduation requisite [6]. When these courses focus only on memorizing pro-
fessional codes, students miss out on a deeper understanding of ethical implications in
diverse situations [7].

The authors advocate for ethics in engineering to be taught as a continuous, cross-
disciplinary skill, emphasizing the importance of awareness and decision-making at both
individual and societal levels [8]. Students should regularly encounter and analyze ethical
situations tied to their specific engineering disciplines.While case-based learning can be
effective [9], adopting this cross-cutting approach comeswith curriculumdesign, content
development, and teaching methodology challenges. Designing these cases necessitates
collaboration between engineering and ethics experts, and instructors need training in
effective teaching strategies. These complexities can act as barriers to implementing this
holistic approach to ethics education in engineering.

The present authors have developed EthicApp [10, 11], a Computer-Supported Col-
laborative Learning learning design platform to support case-based ethics teaching in
higher education. EthicApp allows students to analyze an ethical case and answer ques-
tions individually and as a group. Group discussions can be anonymous, and group for-
mations can be based on heterogeneity criteria (bringing together students with different
views), homogeneity, or at random. The instructor can monitor all the work students are
doing in real-time and use the content generated by the students for discussions.

In this study, we report on the first trials of a new 2.0 major version of EthicApp
(hereinafter referred to as EthicApp 2.0), which incorporates enhancements to the user
interface to improve the overall user experience. Furthermore, the trials documented
here detail the execution of ethical case analysis activities for the first time with stu-
dents from a software engineering curriculum in Mobile Applications Development and
Operating Systems and Networks courses. During the trials, we engaged students with
two types of analyses: evaluations based on semantic differential items and appraisals
based on ranking case stakeholders according to virtue-based ethics criteria. We gauged
the students’ perceptions of the tool’s usability for both types of analysis using the SUS
scale [12], complemented by open-ended items to gather students’ perspectives on their
experience, including the most positive aspects and areas requiring enhancement. The
following sections describe the background of the current research, the EthicApp 2.0
tool, the pilot activities conducted, the analysis of their outcomes, a discussion of the
findings, and finally, conclusions and future work.
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2 Research Background

2.1 Ethics Education in Engineering

While ethics education is recognized as crucial in engineering curricula, students often
regard it as a peripheral requirement [6] and tend to view ethics in terms of rules to be
memorized rather than complexmoral principles [7]. The increasing importance of ethics
across professions, such as information systems, auditing, marketing, and taxes, neces-
sitates the development of professionals capable of navigating ethical dilemmas [13].
This aligns with 21st-century skill frameworks that stress the importance of preparing
individuals for morally complex scenarios [14]. Professional bodies and accreditation
agencies have also echoed the need for ethical instruction in the field [4].

Traditionally, ethics education in STEM and business disciplines has followed a
rationalist approach focused on applying codes, leading to less in-depth analysis of
ethical situations [7]. [6] note that this approach aligns with engineers’ tendency toward
tangible and measurable facts but warns that it risks simplifying ethical reasoning into
rule application without deep understanding or consideration of consequences. Such
an approach can also leave students ill-equipped to discern between competing ethical
standards [15].

The need for ethical decision-making in engineering is well-documented, yet schools
often adopt a reactive approach centered on compliance with legal and regulatory stan-
dards [16]. Advancing ethical and socially responsible decision-making requires proac-
tive pedagogical innovation in ethics education, preparing students to apply ethical
principles in professional contexts and to prevent corporate misconduct [17].

2.2 Case-Based Learning

Case-Based Learning (CBL) is a methodology that utilizes real or hypothetical cases to
promote problem-solving and decision-making. By presenting students with simulated
or actual situations and encouraging them to analyze, discuss, and apply prior knowledge,
CBL aims to equip students with practical skills and knowledge for real-life scenarios
[18]. CBL also supports social constructivism and active learning by stimulating critical
thinking and problem-solving. Empirical studies have shown that CBL is effective in
various fields, including ethics [19]. CBL can also be carried out online using web
technologies and CSCL. However, there are limited CBL experiences supported by
CSCL. Thus, more research is needed to understand both social and individual behavior
in these contexts and to understand better how to design effective teaching and learning
processes at the intersection of CSCL and ethics education, which can elicit social
interactions and meaningful learning.

3 EthicApp 2.0

3.1 Project Background and Goals

EthicApp 2.0 was conceived as part of a research project carried out by researchers from
theUniversity of Chile, forming a part of a suite of tools designed to enhance the develop-
ment of 21st-century skills in higher education students [20], including communication
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skills, critical thinking, and ethical discernment. In the realm of these competencies,
EthicApp 2.0 emerged as a tool focused on facilitating ethical reflection and the exercise
of ethical discernment for educators based on the case method approach [10]. In its most
fundamental definition, EthicApp 2.0 is a web-based software tool that enables students
to analyze an ethical case through various phases or sub-activities, which incorporate
questions about the case defined by the teacher. These questions can be answered indi-
vidually or discussed in small groups. The educator, in turn, can monitor the activity
by accessing the responses written by the students and groups, providing feedback, and
discussing with the students the potential solutions to the case being analyzed.

Initially, the software was developed as a prototype and used in numerous pilot
activities, with cases in the areas of business ethics, academic ethics, leadership ethics,
and research ethics. Given the highly experimental nature of the tool in its early stages,
the developers designed a teacher interface with a high degree of configurability to
allow flexibility during the activities. For instance, it allowed educators to create new
activity phases by specifying several parameters in real-time (i.e., interaction mode, use
of anonymity, use of chat rooms, configuration of groups, question text and format,
etc.), as opposed to executing a completely pre-designed activity from the start. The
developers valued this flexibility because it would enable the improvisation of activities,
questions, and conditions for collaborative work in class at the teacher’s or researchers’
discretion, according to the students’ responses to the activities at the time. However,
the wide variety of configuration options in the user interface resulted in a poor user
experience for the educators due to confusion and a lack of confidence in the tool. A
second usability and user experience issue related to the design of the educator interface,
which did not offer intuitive and user-friendly navigation.

Due to the aforementioned usability and user experience issues, very few educators
were willing to use the tool independently. Typically, the authors of this paper had to
assist the educators during the pilots, which became less scalable as the adoption of the
tool reached new countries and institutions.

Since 2022, the authors of the present work have spearheaded the development of
EthicApp 2.0. This new tool version has been developed as an open-source project
under the MIT license [21]. The open-source project’s roadmap proposes three strategic
objectives for the long-term development and sustainability of EthicApp 2.0:

• Make life easier for educators: Recognizing educators as gatekeepers of educational
technology innovations—that is, those who ultimately decide whether or not to use
the tool as intended by its designers and institutional leadership—we aim to simplify
the EthicApp 2.0 interface to make it attractive, intuitive, and easy for educators to
use. This includes designing features that make sense to them and better align with
their pedagogy, as well as planning processes and habits. With this goal, we seek
to enable educators to carry out ethical case analysis activities with their students
conveniently without it becoming a burden regarding time dedication.

• Make life easier for developers: The first version of EthicApp 2.0 was developed as
a prototypical research software by a single software developer, with the maintain-
ability and extensibility of the software not being the focus. In developing EthicApp
2.0, the authors have made a considerable effort to reduce the complexity of the
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software through refactoring, removing unused code, and adopting consistent pro-
gramming styles and patterns focused on good maintainability practices. Tools such
as linters, scripts to automate the development environment setup process, andDocker
have been adopted to facilitate deployment in development, staging, and production
environments.

• Adopt an open-source software development process for project sustainability:
A governance model and organizational design for the project have been defined,
processes to maintain the roadmap, backlog, and issues (defects, feature requests,
improvement suggestions), and practices to facilitate the incorporation of new
contributors to the project.

3.2 Features

)c()b()a(

Fig. 1. (a) Semantic differential task in a mobile device, (b) ranking task in a mobile device, (c)
teacher’s learning design authoring tool.

Teacher’s Features: EthicApp 2.0 allows educators to create learning designs, which
are structured activities for the analysis of ethical cases that may consist of one or more
phases. Each phase allows for an array of configuration options as described below:

• Set of questions: Within a learning design phase, students can be presented with one
or several questions. It is possible to define questions based on semantic differential
scales or the ranking of a list of options (see Fig. 1 (a)-(b)). Questions can also require
a written justification or be posed as open-ended queries.

• Interaction mode: The initial phase in a learning design is always individual. From
the second stage onward, subsequent phases can be either individual or group-based.

• Grouping mode: For phases defined as group-based, it is possible to determine the
group size and the algorithm used to compose the groups. There is a basic algorithm
for random group composition, as well as algorithms that allow for the formation of
heterogeneous groups with a diversity of perspectives or homogeneous groups.
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• Displaying responses from previous phases: It is possible to define whether, in a
group phase, students should see their own responses and those of their peers from
earlier phases of the learning design. It can also be specified from which previous
phases to show responses.

• Chat: In the group phases, a text-based chat room can be provided to participants,
similar to applications like WhatsApp or Telegram.

• Anonymity: In group phases, the option for anonymity can be chosen so that peers
communicating in a group do not appear to others in the chat or in their responses from
previous phases identified by their names, but rather by a letter randomly assigned
by the tool.

To create learning designs, EthicApp 2.0 offers an authoring tool (see Fig. 1(c)),
allowing educators to edit an instructional design as a sequence of stages, with the flex-
ibility to adjust the abovementioned parameters. The learning designs within EthicApp
2.0 are shareable among educators, meaning they can be made publicly accessible by
other teachers and tailored and adapted to meet their specific needs. Learning designs
are searchable by keywords that match their title and/or description. Educators gener-
ate their activities by instantiating (launching) these learning designs, indicating that
they are designed for reuse. Teachers can access their ongoing and completed activities
through searchable listings directly from the home screen. Upon initiating an activity by
launching a learning design, teachers are provided with a dashboard that tracks students’
progress through each learning design phase. Moreover, the dashboard enables teachers
to manage the execution of the activity, allowing students access to the subsequent phase
of the learning design or the conclusion of the activity. The dashboard generates a code
that teachers can distribute to students to join the activity and allows educators to review
individual student responses and the chat logs of groups.

To facilitate teacher’s access to the features described above, EthicApp 2.0 provides
a home screen with shortcut buttons that lead to common tasks, such as launching a new
activity, seeing activity dashboards, and creating a new learning design. These functions
are accessible from a consistent top-level navigation area, which contrasts with the
approach of the original EthicApp 2.0, where the focus was on the improvisation of
learning activities and on-the-fly configuration for this intent.

Students’ Features. The student interface is structured to allow access to an existing
activity by entering the code provided by the teacher, or to directly access an activity
they have previously joined without needing a code by finding the activity listed. Upon
entering an activity, the student views the content of the active phase. This content
includes the questions and responses from peers in previous phases, as defined by the
learning design. If the current phase allows for interaction with group members, the
student can access a chat room to meet and communicate with them. Once the students
have answered the questions of the current phase, they await the teacher’s advancement
to the subsequent phase.
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4 Pilot Study

4.1 Goals

The overarching goal of the current study is to conduct a formative evaluation [22] of the
EthicApp 2.0 software, deploying it for the first time in an educational setting comprised
of cohorts of software engineering students. This evaluation encompasses aspects from
the perspectives of both educators and students.

From the educators’ viewpoint, the primary objective is to evaluate the interface
and functionality to verify and validate that the new features, such as authoring learning
design, launching activities based on learning designs, and monitoring activities through
dashboards, operate correctly and consistently with the tool’s design.

From the students’ perspective, the main goal is to assess the tool’s usability using
a standardized instrument SUS [12], and to capture their subjective valuations of their
experience with the tool through open-ended items in a survey process. Based on these
measurements, we are interested in comparing the usability of EthicApp 2.0 in relation
to two types of tasks, namely, answering semantic differential questions and ranking
options. Furthermore, we aim to compare these tasks on smartphones and laptops. In
addition to usability measured with the SUS, we are interested in determining whether
the distributions of the length of students’s written responses vary with different devices.
Thus, a specific objective is defined to determine if there is a difference in the perception
of usability, user experience, and length of response, considering the type of task and
device.

4.2 Hypotheses

Based on the goals presented previously, the pilot study conducted intends to contrast
the following hypotheses:

• H1: There is no difference in the perceived usability of EthicApp 2.0 (i.e., as per SUS
scale scores) for semantic differential activities between smartphone users versus
PC/laptop users.

• H2: There is no difference in the perceived usability of EthicApp 2.0 for ranking
activities between smartphone users versus PC/laptop users.

• H3:There is no difference in the perceived usability of EthicApp2.0 between semantic
differential activity and ranking activity for smartphone users.

• H4:There is no difference in the perceived usability of EthicApp2.0 between semantic
differential activity and ranking activity for PC/laptop users.

• H5: There are no differences in the length of text responses generated by students
considering different types of devices per each type of activity.

4.3 Educational Context and Samples

In the pilot study presented here, the participant student samples are from the soft-
ware engineering curriculum (“Civil Engineering Degree in Computer Science”) at
Universidad de los Andes, Chile, in the courses of Operating Systems and Networks
(sixth-semester course, N= 52), andMobile Application Development (eighth-semester
course, N = 57). The teacher in all activities is the first author of this study.
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4.4 Ethical Cases and Learning Designs

Case Texts: For this study, two versions of a case in software engineering were devel-
oped by the present authors (see Fig. 2). This is because EthicApp 2.0 is intended to be
tested with students performing two different types of tasks, namely, answering semantic
differential questions, which feature two opposite terms on a four-point scale, and on
the other hand, ranking-based questions, in which elements of the case (e.g., its actors)
must be ordered considering some ethical criterion. In both versions, a team of software
developers is presented as facing a series of tensions within their organization from
which different ethical conflicts emerge.

Fig. 2. Cases used in semantic differential (above) and ranking (below) activities.

Semantic Differentials Learning Design. In the semantic differentials activity (see
Table 1), there is an initial phase of preparations (phase 0), where students are given
instructions to create their user account on EthicApp 2.0 and join the activity. This is
followed by the case reading and then three phases of individual responseswith questions
about different aspects of the case. After this, there is a group discussion phase in which
the studentsmust discuss the three previous questions and negotiate consensus responses.
Finally, the educator leads a discussion analyzing the case and the discussed questions,
citing examples of responses developed by the students and groups.
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Table 1. Learning design for the semantic differentials activity.

Phase Indications, Question & Response Format Time

0 Session Initiation 10 m

1 Case Reading (see Fig. 2) 8 m

2 Interaction mode: Individual
Question: Put yourself in Javier’s shoes for a moment. Reflect on whether
Javier should fully inform the client about the identified problems and risks or
whether he should resolve them internally without communicating them
SD Scale (4 points): Total Transparency (1) – Total Concealment (4)
Written Justification: Required, 10 words minimum

5 m

3 Interaction mode: Individual
Question: Assess whether Javier should focus on meeting the agreed deadline,
even if it means the software may have potential defects and vulnerabilities
SD Scale (4 points): Timely Delivery (1) – Delayed Delivery (4)
Written Justification: Required, 10 words minimum

5 m

4 Interaction mode: Individual
Question: Consider how much Javier should try to satisfy the client’s
expectations and needs in relation to maintaining the integrity and quality of
the software
SD Scale (4 points): High Commitment to the Client (1) – Low Commitment
to the Client (4)
Written Justification: Required, 10 words minimum

5 m

5 Interaction mode: Groups of three, heterogeneously composed, with chat,
anonymous
Question: Based on the questions analyzed in the previous stages, discuss the
situation with your peers and try to reach an agreement on how to respond to
each of the following questions (the same as in previous phases)
SD Scale (4 points): Total Transparency (1) – Total Concealment (4)
Timely Delivery (1) – Delayed Delivery (4)
High Commitment to the Client (1) – Low Commitment to the Client (4)
Written Justification: Required, 10 words minimum

20 m

6 Debriefing (teacher-mediated analysis and discussion) 10 m

Ranking Learning Design. In the ranking activity (see Table 1), as with the semantic
differentials, there is an initial phase of preparations. Afterward, students read the case
and then proceed to two ranking activities of case actors according to different value
criteria. Subsequently, groups of three students are formed, and they carry out two
phases where they repeat the questions they had answered earlier individually. Finally,
the educator concludes the activity by analyzing the questions and referencing various
responses to exemplify positions regarding the valuation tasks of the case actors.
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4.5 Measures

The student’s perception of the usability of EthicApp 2.0 was measured using the ten-
item System Usability Scale (SUS) questionnaire, with its items translated into Spanish.
At the end of the instrument, a five-level Likert item (same format as the other SUS items)
was added with the statement “I would like to use this application again in a software
engineering course” and two open-ended items to capture the students’ perceptions of the
most favorable aspects of their experience, and what should be improved. The students’
responses in the activities were processed to obtain their original word length without
the removal of stop words or other elements (Table 2).

Table 2. Learning design for the ranking activity.

Phase Indications, Question & Response Format Time

0 Session Initiation 10 m

1 Case Reading (see Fig. 2) 8 m

2 Interaction mode: Individual
Question: Considering the actions and decisions of each character (Javier,
Sofía, Isabel, and Adrián), rank them from most prudent to least prudent,
justifying your choice
Written Justification: Required, per each ranking position, 10 words minimum

5 m

3 Interaction mode: Individual
Question: Based on the information provided and the actions of the characters
(Javier, Sofía, Isabel, and Adrián), rank them from the most just to the least just
actor, and explain why
Written Justification: Required, per each ranking position, 10 words minimum

5 m

4 Interaction mode: Groups of three, heterogeneously composed, with chat,
anonymous
Question: [Based on the questions analyzed in the previous stages, discuss the
situation with your peers and try to reach a consensus on what to answer]
Considering the actions and decisions of each character (Javier, Sofía, Isabel,
and Adrián), rank them from most prudent to least prudent, justifying your
choice
Written Justification: Required, per each ranking position, 10 words minimum

10 m

5 Interaction mode: Groups of three, heterogeneously composed, with chat,
anonymous
Question: [Based on the questions analyzed in the previous stages, discuss the
situation with your peers and try to reach a consensus on what to answer]
Based on the information provided and the actions of the characters (Javier,
Sofía, Isabel, and Adrián), rank them from the most just to the least just actor,
and explain why
Written Justification: Required, per each ranking position, 10 words minimum

10 m

6 Debriefing (teacher-mediated analysis and discussion) 10 m
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4.6 Procedure

In both courses where this study was conducted, student participation was voluntary,
with the incentive of bonus points on evaluations in their respective courses and under-
informed consent given by the students to the researchers through an online Google
form. The activities were carried out outside of class hours via Zoom in the months of
September and October 2023. In the Operating Systems and Networks course, only the
ranking activity was conducted, while in the Mobile Applications course, both designed
activities, semantic differentials, and ranking, were carried out.

Hours before each activity with EthicApp 2.0, the researchers reviewed the list of
students who had consented. They performed a random assignment for each student who
was obligated to use a PC/laptop or smartphone. This random assignment was carried
out in a Google Sheet with the list of enrolled students, using the random function that
generates values between 0 and 1, and decision logic to assign each type of device
randomly with a 0.5 probability. The list with the device assignments was then informed
to the students one to two hours before each activity.

4.7 Analyses

This study defines the perception of the usability of EthicApp 2.0 by students, expressed
as an SUS scale score, as a dependent variable of interest. This variable is subject to
two independent variables: the type of task and the type of device. Initially, the data are
checked for normality (Shapiro-Wilk test) and homogeneity of variances (Levene’s test).
Depending on whether these conditions are met or not, parametric or non-parametric
tests are applied. Additionally, the length of the response message is another dependent
variable influenced by the type of device and the type of task, with the data subjected to
the same type of analysis.

All analyses in this study were performed using R version 4.3 and several packages,
including dplyr, tidyr, psych, and ggplot2.

5 Results

5.1 Student Participation

The number of participants was satisfactory because student participation in the pilot
activities was voluntary and rewarded with bonus points on certain course assessments
(See Table 3). In the first pilot, 31 students (54.4%) filled out the consent form, and
27 (47.4%) participated in the EthicApp 2.0 trial and provided a complete response to
the usability and experience evaluation questionnaire. In the second pilot, nearly half
of the class (42.3%) completed the consent form, and 24 students (46.1%) participated
in the EthicApp 2.0 pilot. In the third pilot, participation declined. Of the 22 students
who filled out the consent form (42.3%), only 17 (32.7%) participated in the pilot, and it
coincided that those who were absent were supposed to use smartphones, which reduced
the participation of these devices in this last session of pilots.
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Table 3. Students’ participation in the pilot study.

Cohort Activity Consent
Forms

EthicApp
2.0
w/PC

EthicApp 2.0
w/Smartphone

SUS
Responses

Mobile
Applications

Ranking 31 14 13 27

Operating
Systems and
Networks

Ranking 25 11 13 23

Mobile
Applications

Semantic
Differentials

22 11 6 16

5.2 Questionnaire

Students’ responses to the usability and user experience questionnaire (see Table 4)
yielded data with non-normal distributions. For the sake of comparison, Wilcoxon’s
signed rank test was conducted for each item among the distributions with the highest
and lowest mean values (i.e., Mmax andMmin, respectively). A Kruskal-Wallis test was
also conducted per each item considering the four conditions under study; however, these
tests resulted in significant differences in none of the cases.

Regarding the first item (i01), students tend to view EthicApp 2.0 as a tool they
would not frequently use in their curricular subjects. This is understandable due to
the academic culture prevalent in engineering schools, where conducting ethical case
analysis activities in software engineering courses is uncommon. Arguably, students
perceive such ethical case analysis activities as an exceptional and sporadic matter rather
than an activity they regularly engage in. Regarding the complexity of the tool (i02),
there are no statistically significant differences between the conditions; the greatest
difference is just 0.44 points. It can be established that the responses are, on average,
close to the midpoint of the scale. As for ease of use (i03), significant differences are
observed, close to one point, between semantic differentials on a PC, and ranking on a
smartphone. Concerning the need for assistance to use the tool (i04), the mean response
is slightly above the midpoint across all conditions, indicating that students feel they
require help using EthicApp 2.0. This could be explained by the fact that the students did
not receive any training on the tool before participating in each of the study conditions.
During the pilots, the instructor in charge resolved their queries. Regarding integrating
the tool’s functions (i05), we observe a significant difference close to one point between
semantic differentials on a PC and ranking on a smartphone. Students generally respond
around the midpoint concerning their perceptions of the interface’s inconsistency (i06).
While there are no significant differences between the conditions, there is a half-point
difference between semantic differentials on a PC and ranking on a smartphone. Students
consider the application to be learnable (i07),with responses tending to exceed the scale’s
midpoint and without significant differences between conditions. As for the difficulty of
use (i08), the responses were between 3.08 (semantic differential on a smartphone) and
3.67 (ranking on a smartphone). Although the differences between conditions are not
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Table 4. Questionnaire results comprising SUS and experience-related items.

PC Smartphone 
Semantic 
Differential 
(N=11) 

Ranking 
(N=24)

Semantic  
Differential 
(N=6)

Ranking
(N=24)

Item Text M SD M SD M SD M SD ΔM W p-value 

i01 I think I would use 
EthicApp 2.0 
frequently. 

1.64 0.92 1.79 0.93 1.50 0.84 1.29 1.08 0.50 - n.s. 

i02 I find EthicApp 2.0 
unnecessarily 
complex. 

3.27 0.47 3.21 1.06 3.00 0.89 2.83 1.20 0.44 - n.s. 

i03 I think EthicApp 2.0 
was easy to use. 

3.55 0.52 3.00 1.10 3.17 0.41 2.58 1.28 0.96 193.5 <0.05 

i04 I think I would need 
the help of a 
technically 
knowledgeable person 
to use EthicApp 2.0. 

3.46 0.82 3.13 1.08 3.50 0.55 3.21 1.18 0.38 - n.s. 

i05 The functions in 
EthicApp. 2.0 are well 
integrated. 

3.27 0.47 3.00 0.72 2.33 0.82 2.67 1.17 0.94 54 <0.05 

i06 I think EthicApp 2.0 
is very inconsistent. 

3.55 0.52 3.04 0.96 2.83 1.17 3.13 1.04 0.71 - n.s. 

i07 I imagine that most 
people would learn to 
use EthicApp 2.0 very 
quickly. 

3.46 0.52 3.29 1.04 3.33 1.03 3.00 0.98 0.46 - n.s. 

i08 I find EthicApp 2.0 
very difficult to use. 

3.46 0.93 3.46 0.72 3.67 0.52 3.08 1.21 0.58 - n.s. 

i09 I feel confident using 
EthicApp 2.0. 

3.09 1.04 2.92 0.88 3.33 0.82 3.13 0.68 0.42 - n.s. 

i10 I needed to learn 
many things before I 
could use EthicApp 
2.0. 

3.64 0.51 3.54 0.59 4.00 0.00 3.58 0.72 0.46 102 0.06

SUS Score 80.9 9.70 75.9 15.7 76.7 11.1 71.3 18.5 9.66 n.s. 

i11 I would like to use 
EthicApp 2.0 again in 
some course of my 
career. 

3.18 1.17 3.29 1.16 3.00 1.41 3.33 1.20 0.33 - n.s. 

ΔM=|Mmax - Mmin| W=Wilcoxon test statistic 

statistically significant, there appears to be a trend that the user interface for the ranking
activity on a smartphone is more difficult to use than in other conditions. Users rate, on
average, the midpoint of the scale in terms of feeling confident using EthicApp 2.0 (i09)
and tend to affirm that they had to learn many things before using the tool (i10), though
they learned as they used the tool, with the help of the instructor.

Regarding total SUS scores, the highest average score of 80.9 was obtained for
semantic differentials on a PC, while the lowest score was reached for ranking on a
smartphone (Fig. 3). This is consistent with the previously analyzed user evaluations.
However, the SUS score gap between the different conditions was not statistically sig-
nificant as per Wilcoxon’s signed rank test, given that data was found non-normal. Thus,
considering student participation and the conditions under which this pilot study was
conducted, there is no conclusive evidence to reject hypotheses H1 to H4.
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Fig. 3. SUS scale score distributions per task type and device.

5.3 Students’ Experience

Regarding the overall valuation of the experience by the students, the average rating tends
to be positioned slightly above the midpoint; however, there is significant variability in
the ratings (see Fig. 4). There are students for whom the experience was more relevant
andmeaningful, and to a lesser extent, those who consider that theywould not participate
in an EthicApp 2.0 activity in a software engineering course.

Fig. 4. Distribution of questionnaire item 11 (i.e., “I would like to use this application again in a
software engineering course”) responses.

Figure 5displays the frequencywithwhich themes emerged in the student’s responses
to the open-ended item i12, which asked respondents to identify positive aspects of
EthicApp 2.0. Most themes were mentioned by respondents who used both PC and
smartphones. The most common themes included the opportunity to understand differ-
ent viewpoints from other individuals (“Different viewpoints”), as well as the chance to
engage in discussions with others (“Discussion”) and to do so anonymously (“Anonymi-
ty”). In line with the results obtained from the SUS questionnaire items, PC users par-
ticularly emphasized ease of use compared to smartphone users. Conversely, a larger
proportion of the theme “Design” was noted among smartphone users than PC users.
The item “Design” related to the design of the activity process, meaning that it was
composed of phases that allowed the analysis and discussion of the case in a structured
and transparent manner for the students due to the transitions between phases being
controlled by the teacher and the system itself. The themes “Analysis,” “Thinking,” and
“Reflection” also frequently appeared in the responses, indicating that students view
them as positives in their experience with EthicApp 2.0. The theme “Authenticity” was
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also recurrent, referring to the possibility of anonymous discussion that allowed students
to express their stances more authentically.

Fig. 5. Presence of topics in students’ responses to item12 (i.e., about positive aspects ofEthicApp
2.0) in the questionnaire.

In Fig. 6, it is possible to observe the themes that emerged in relation to item 13 of
the questionnaire, which pertains to aspects of EthicApp 2.0 that should be improved. In
this case, we observe greater differences among users participating in different activities.
Users who took part in the ranking activity emphasized that the interface layout should
be refined (“UI Layout” theme). This is because, on the one hand, reorganizing the list’s
elements to be ranked is not intuitive, and on the limited screen space of a phone, it
becomes somewhat uncomfortable. On the other hand, writing justifications for ranking
decisions requires activating the space to write by pressing a button on the rankable
element, which is not explicit in the interface and must be discovered by the user.
Moreover, the text area for writing the justification is small (“Sizing of elements” theme).
Another issue with the interface is the deployment of the chat interface. The interface
appears on the lower half of the phone’s screen, leaving little space above to review the
responses written by other students.

Another recurring critique from students was related to the aesthetics of the interface,
including the iconography and fonts used. This critique was present in both the ranking
activity and the semantic differentials.

Some students expressed the need for clearer instructions on the task at hand, even
calling for more explicit directions about the entire process of the activity being under-
taken. Finally, a non-negligible aspect is the fact that students must read the ethical case
in a relatively short amount of time, and then, when making decisions, they must recall
the actors, their roles in the case, decisions, etc., which requires them to be constantly
moving between the case document and the response interface. Some students reported
discomfort related to having to switch back and forth between these parts of the inter-
face and, ultimately, depending on their working memory to remember case details to
respond within the interface.
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Fig. 6. Presence of topics in students’ responses to item 13 (i.e., about aspects needing
improvement) regarding the rankings activity (left) and the semantic differentials activity (right).

5.4 Response Length

Fig. 7. Response length per device type and question in the semantic differential activity.

In the semantic differential activity, we did not observe significant differences in the
lengths of students’ text responses when comparing PC versus smartphone (see Fig. 7),
according toWilcoxon’s signed rank test comparing the distributions of response lengths
under these conditions. This can be considered a positive outcome,meaning that students
do not exhibit a systematic tendency to write more or less content in their justifications
when using a mobile device versus a PC, despite expressing discomfort with the UI
layout, especially in the case of smartphones.

Regarding the ranking activity (see Fig. 8), only in phase 1 is there a significant dif-
ference (W= 490.5; p< 0.05) between the conditions, with the total word count written
on PC averaging 32.4% higher per student on PC than with a smartphone. In phase 2, a
difference in means of 27% is also observed; however, it was not found to be statistically
significant. Consequently, the results indicate that writing on a smartphone does tend
to be shorter than on a PC when students work on the ranking activity. Considering the
results, no systematic evidence exists to reject H5 conclusively.
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Fig. 8. Total response length per device and phase in the ranking’s activity.

5.5 Teacher’s Experience

For the execution of the pilots, the instructor was able to pre-create the two contemplated
instructional designs based on tasks involving semantic differential and ranking ques-
tions, respectively, before the sessions with the students. Then, in each session with the
students, he launched an activity based on the corresponding design. He could launch
an activity based on the semantic differentials design and use the ranking design twice,
launching a separate activity for each cohort.

The new learning design creation interface functioned as intended. However, the
activity monitoring through dashboards still suffers from certain functional defects,
particularly related to the automated and transparent updating of student statuses. At
times, updates do not occur consistently, and it is necessary to refresh the page in the
web browsermanually. Nevertheless, unlike the previous version of EthicApp 2.0, where
it was necessary to configure each phase of the activity at run time, the instructor did not
have to attend to these aspects once the activity was launched and could focus on giving
instructions to the students on how to proceed in each phase of the activity and review
various responses from the students and groups as the activity progressed.

6 Discussion

Ethical education in engineering is gaining relevance in the present time due to societal
transformations brought about by technological advancements. Now more than ever,
engineers need an understanding of their role in society, the impact of technical deci-
sions on other stakeholders, and the reality that working within complex organizations
requires navigating the intricacies of ethical conflicts across interpersonal dynamics,
power relations, and the ethical use of technology, information, and automation.

The present authors propose EthicApp 2.0 as a pedagogical tool to facilitate the
analysis of ethical situations in higher education. Institutions are compelled by soci-
etal needs and formal accreditation requirements to offer ethical education that prepares
professionals to make and face ethical decisions. There is a debate over whether ethical
training should be confined to ethics courses or integrated into disciplinary courses. An
exclusive focus on ethics courses risks disconnecting ethical teaching from the profes-
sional realm of disciplines, becoming overly theoretical and philosophical. Conversely,
teaching ethics solely within curricular courses, such as engineering, as in this study,
risks trivializing or relativizing ethical analyses by leaving the teaching to engineers



20 C. Álvarez et al.

without philosophical training. Therefore, adequate ethical education must reconcile the
teaching of philosophical foundations and objective judgment elements to address ethi-
cal situations and, on the other hand, offer students learning experiences consistent with
the professional practice they will face upon graduation.

EthicApp 2.0 is a tool that could be incorporated into ethics courses and profession-
alizing subjects. It brings significant benefits, such as allowing equal participation of
all students in ethical case analysis activities, enabling students to understand others’
viewpoints without fear of criticism or judgment, thanks to anonymity, and thus allow-
ing them to authentically express their ethical judgments and decisions. Instructors can
create and share reusable learning designs, saving time in activity preparation. During
execution, instructors benefit from analyzing and evaluating students’ responses in real-
time, providing quality formative feedback. After activities conclude, instructors and
researchers can review how students reason and what ethical principles and concepts
they can apply to the situations analyzed.

For the success of the above, the authors recognize the priority of EthicApp 2.0
being useful, easy to use, and providing an optimal user experience for various instruc-
tors. From the students’ perspective, it is crucial that they can use EthicApp 2.0 very
intuitively without requiring time-consuming training by the instructor. It is also essen-
tial for instructors to find EthicApp 2.0 easy for conducting activities tailored to their
needs, providing cases and learning designs relevant to their teaching area.

This studyverified that the functions allowing instructors to create, reuse, andmonitor
the execution of learning designs are sufficient and suitable for scaling and validating
the tool with a larger sample of instructors. It was determined that while there was no
statistically significant difference regarding EthicApp 2.0’s usability and user experience
with different devices and task formats, there are conditions under which EthicApp 2.0
appears to be less favorably rated by users, particularly when students perform ranking
tasks on smartphones. The ranking task is notably more challenging for students than
marking values on a semantic differential scale. Additionally, while valued and deemed
helpful by students, the chat interface requires a redesign to better accommodate screen
space constraints. Improvements in mobile usability are a priority, as in face-to-face
classroom settings, this is how students interact with EthicApp 2.0, whereas in remote
settings, students use PCs more commonly.

The findings reported in this study, particularly those comparing the user experi-
ence and usability of the semantic differential interface on PC vs. smartphone and also
comparing this activity with ranking, should be treated with caution due to the small
sample size that performed the semantic differential activity, especially those who used
smartphones for this task.

7 Conclusions and Future Work

In this study, we present an evaluation of the usability and user experience of Ethi-
cApp 2.0, an educational technology tool designed to facilitate the teaching of profes-
sional ethics across a range of disciplines through case-based learning methodology.
The assessment was conducted with students in the sixth and eighth semesters of two
software engineering courses at a private Chilean university.
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The study determined that the type of device used in the activities (i.e., PC or smart-
phone) can influence student satisfaction with the tool and that the tool presents some
usability issues related to the specific type of task performed. In particular, the tool
requires integrating multiple functions for document viewing, chatting, and response
editing, which on a mobile device presents significant challenges for design and achiev-
ing optimal usability. Despite this, students could use the tool in the pilot activities with-
out any prior training, simply following the instructions given by the instructor during
the pilots. Furthermore, the functions for creating and executing learning designs allow
instructors considerable time savings in preparing activities, as the learning designs are
fully reusable. Additionally, during the execution of the activities, instructors can focus
their attention on reviewing student responses to provide feedback rather than focusing
on configuration aspects as was necessary in the previous version of EthicApp.

In the future, we will scale EthicApp 2.0 to a more significant number of educational
contexts and student cohorts in ethics courses and disciplinary courses, which will allow
the authors to validate the improvements that will be incorporated into the tool because
of this study and to continue the usability and user experience evaluation with these
cohorts. The focus of the usability improvements will be on enhancing ease of use on
mobile devices. Additionally, aspects of user experience related to the aesthetics of the
interface will be improved, as well as the timely delivery of instructions and on-demand
help to the user.
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Abstract. This article explores the subjective appeal and effectiveness of three
selected instances of generative artificial intelligence (generativeAI) in the percep-
tion of sophomore undergraduate students at WSB Merito University in Poznan,
Poland. Thoughtful introduction of AI tools to instruction is discussed, with the
underlying goal of preparing college students for life during the 5th industrial
revolution and providing them with skills needed for the evolving job market.
The author presents a case study involving a curriculum-related group assignment
designed to implement text- and video-generating AI in a Culture and History
of English-language college course, while student autonomy, creativity, engage-
ment, and deep thinking are highlighted. The task execution phase is followed
by a qualitative and quantitative survey-based analysis conducted to evaluate the
attractiveness and efficacy of AI in the learning process as viewed by the students.
Additionally, the ethical aspect of (mis)using artificial intelligence is addressed.
The findings contribute to the ongoing discourse on the integration of AI in tertiary
education and shed light on the potential advantages and hazards of incorporating
AI tools into a humanities class.

Keywords: Generative AI · Text- and Video-generating AI · College Education

1 Introduction

The article focuses on the subjective appeal and efficacy of three selected tools of gen-
erative artificial intelligence (generative AI, as defined by Lv (2023, 208), Nah et al.
(2023), or Cao & Dede (2023)) tested by sophomore undergraduate English Philology
students of the WSB Merito University in Poznan, Poland.

Akin to numerous relatively recent and rapidly spreading phenomena and dynamic
processes, the examination of generative artificial intelligence and its potential applica-
bility to and impact on education is ongoing, and the findings are anything but conclusive.
Even consistently obtained results are likely to describe short-term rather than long-term
effects, the latter of which may become evident only within several years.
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In fact, the paramount aspect yet to be determined is how any type of AI should be
treated in education: as amere tool or, indeed, a prosthetic. Tse, Esposito, andGoh notice
that we are experiencing an unprecedented ambiguity between humans and machines
(2019, 11) and the ongoing, fifth industrial revolution, growing at an increasingly rapid
pace and challenging widely accepted notions about the progression of technology, may
alter human values and even our purpose as humans to a significantly higher degree than
the previous industrial revolutions (ibidem, 69; emphasis of this author). Consequently,
AI may not be disregarded either in education or in everyday life, for it has become an
inevitable element of the contemporary landscape. “The roles of AI in education must be
carefully evaluated for its strengths and potential contribution, and ultimately considered
as part of a learning programme which builds foundational skills and then emphasizes
their use for advanced problem solving in context,” postulates UNESCO in its analytical
report (2023, 27).

It remains challenging to conclusively ascertain through scientific means how
widespread the use of AI in education is, but a recent Forbes article (Hamilton, 2023)
cites its survey from October 2023, claiming that 60% of educators use AI in their
classrooms and the figures are increasing. In Poland, within two months of introducing
ChatGPT, 51% of teachers reported that they used that generative technology and 40%
of them utilized it at least once a week (Polska Agencja Rozwoju Przedsiębiorczości
[Polish Agency for Enterprise Development], 2023: 10). In personal communication,
100% of the author’s students declared their use of AI, in particular generative one, for
academic or professional purposes. As regards AI in tertiary education, a study com-
missioned byMicrosoft and conducted by International Data Corporation (2020), which
involved 509 higher education institutions in the United States, indicated that nearly all
respondents, specifically 99.4 percent, anticipate that AI will be pivotal in improving
their institution’s competitiveness within the next three years.

1.1 The Rationale for a Methodologically Justified Introduction of AI
in Education

In their recent report, Cao and Dede (2023) conclude that it is critical for educators to
understand the nature of generative AI to “navigate the evolving landscape of education”
and to ensure that it remains a transformative, process-focused human experience rather
than a product-oriented transaction. At the same time, Tse, Esposito & Goh (2019, 199)
postulate that “it is necessary to disrupt the current education model to better prepare
future generations to enter theworkforce,” at the same time observing that 50%ofwhat is
taught in bachelor’s courses may become obsolete within half a decade, and it is virtually
impossible to predict the direction in which the job market will be developing or what
new, yet nonexistent, jobs might appear. (ibidem, 193–195; see also Cao & Dede, 2023,
and Anderson, 2023) Thus, to anticipate the unforeseeable, and prepare students for the
world of AI, speculate the authors, it might be beneficial to retool education and focus on
inherently human skills (ibidem, 204–230; see also Krueger, 2023). This might empower
students by giving them the ability to articulate themselves more effectively, process
information with greater ease, and gain a confident understanding of the interaction
between humans and machines.
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Simultaneously, the Future of Jobs Report 2023 reveals that more than 85% of sur-
veyed organizations recognize that the primary factor propelling transformation within
their structures is the heightened adoption of new and cutting-edge technologies along
with the expansion of digital accessibility. Schroeder (2023), in turn, cites Resume
Builder’s report on a survey conducted among 1,187 business leaders in which it was
established that 91% of those who are presently seeking to fill positions are looking
for employees with ChatGPT experience. He thus underscores the necessity for higher
education to instantly respond to employers’ expectations in that respect.

2 A Case Study: Introducing Generative AI to a Sophomore
College Class

Following the above suggestions (see also Krueger, 2023), the author of this article
undertook to adapt her educational practices by implementing text- and video-generating
AI to equip her students with relevant tools and useful strategies to be employed in
class and in the future workplace. She followed Schroeder’s (2023) recommendation
to incorporate modern technologies into the standard course content and supplement
the assignments that already existed in the syllabus and were crucial for the anticipated
learning outcomes. Students were provided with an insight into various AI generators
and given an opportunity to craft effective prompts, related to the field of study or their
potential employment, and to create follow-up prompts to refine AI’s responses. The
instructor hoped for possible disruptions in the existing patterns of students’ thinking to
jumpstart creativity (Karout & Harouni, 2023; Krueger, 2023; Kącki, 2021), in accord
with Cao’s postulate (2022, in Cao andDede (2023)) that “educators’ role is not to funnel
students’ voices towards a pre-determined solution, but to create favorable conditions for
collective interaction and shape the dialogic space as the discussion unfolds to support
students to improve their ideas together.”

When discussing momentous events in British history within the course of Culture
and History of English-speaking countries, the instructor demonstrated the use of AI by
simulating an interview between a 21st-century college student and William the Con-
queror using ChatGPT and a self-designed prompt. She acted following Schroeder’s
(2023) recommendations related to the process of reshaping college classes by comple-
menting materials with AI rather than replacing them. The aim was to augment student
intelligence (Anderson, 2023), enhance the learning experience, and improve learning
outcomes, instead of limiting the role of a human teacher (Liu, Demszky, & Hill, 2023)
or making students indolent, unmotivated, or uninspired (Krueger, 2023). Transparency
and accountability in the use of AI were also stressed (Greene, 2023).

Additionally, the instructor sensitized her students to the possible ChatGPT fallacies,
such as lacking consciousness, self-awareness, high-order thinking, and metacognition
(Cao & Dede, 2023; Kocoń et al., 2023); giving false or conflicting information (Cao &
Dede, 2023; Anderson, 2023; Keeler, 2023; Jimenez, 2023; Kocoń et al., 2023; Ope-
nAI Help Center); or perpetuating biases (Tse, Esposito & Goh, 2019, 95–98 and 223;
Greene-Harper, 2023;Chauhan, 2023;Hough, 2023),whichmay adversely impact learn-
ing outcomes. To avoid potential issues, she asked her students to double-check the facts,
dates, and figures supplied by generative AI.
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As recommended by Cao & Dede (op. cit.; see also Geryk, 2023), AI was, almost
literally, used as a dialog partner rather than an omniscient guru. Students were sensitized
to the fact that generative AI is incapable of feeling, metacognition, or higher-order
thinking, albeit characterized by such undeniable advantages as accessibility, flexibility,
“infinite patience,” and mostly non-judgmental nature (inasmuch as possible regarding
the input onwhich it was trained.)When inquired, AI itself stressed that “while ChatGPT
aims to mimic human interactions, it is a machine learning model and does not possess
true understanding or consciousness. It generates responses based on patterns learned
fromvast amounts of text data but lacks genuine comprehension or awareness.” (personal
communication, 11/21/2023), which is precisely what makes students indispensable
agents of creative, critical, and meaningful interactions.

Furthermore, the instructor emphasized the process and transformative experience
rather than the product, thus promoting engagement and deep thinking, as suggested by
Cao & Dede (op. cit.), and the task was formulated as a mini project, as recommended
by Bates (2022), Brzezinska (2022), or Piki & Brzezinska (2023). Students were to
obtain and manipulate adequate data and use them critically and creatively to receive a
desired product, thus becoming the inevitable and irreplaceable human factor capable of
understanding the purpose of complicated activities performed by generative AI. Hence,
AI was not excluded, rejected, or perceived as a threat to achieving educational outcomes
but rather, it was incorporated into the didactic process.

Additional potential implicit benefits included increasing student interest and moti-
vation by using 21st-century generative tools, bringing history to life, and making the
past relevant for sophomore students.

2.1 The Process: Introduction

Initially, during an in-person Culture and History of English-speaking Countries class,
the instructor demonstrated the use of three selected tools (ChatGPT, Fliki (Brzezinska,
2024), and inVideo (Brzezinska, 2023)) creating an interview between a historical figure
(William the Conqueror) and a 21st-century college student and then transforming the
interview into two videos. During script creation, she used the self-formulated prompt:
“Create an interview between a 21st-century college student and William the Conqueror
about the conquest of England.Adopt appropriate styles of speech andmention important
dates related to the conquest.”

Discussing the 1066 conquest was part of the class curriculum, while the adoption
of appropriate language was related to the learning outcome of improving the linguistic
skills of the sophomore students – non-native English speakers – andmaking the learners
aware of style and historical changes in the English language.

The acquired knowledge of the three tools and the skills necessary to use them
effectively could then be employed by the instructor’s students to formulate prompts
for generative AI to create an interview with the late Queen Elizabeth II about British
colonialism and decolonization (both also being elements of the course curriculum).
There was also an option to transform the created interviews into videos.
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TwoAI-powered text-to-speech and text-to-video generators, Fliki and inVideo,were
selected for their relatively different characteristics and functionalities. Among others,
Fliki allowed for the choice of a persona’s voice and the selection/creation of a persona’s
image (although theAI-generated image in the instructor’s video had a pixelated, blurred
eye); on the other hand, in the free version of the generator, a 2-min video exhausted
the monthly credits for video-creation, which was only revealed when the instructor
finished creating another video and was unable to save it. Certain other disadvantages
were automated free-of-charge voices, which had no natural melody, and the fact that
all the elements (text fragments, etc.) had to be uploaded gradually rather than at once.

As for inVideo, some advantageswere the ability to select the audience, the “look and
feel,” and the platform for which the video was to be created (e.g., YouTube, Facebook,
etc.), as well as the fact that the whole script could be uploaded at once, and the generator
created the whole video from scratch. Also, the website claimed to provide assistance if
the created videowas flagged for copyright reasons. On the other hand, the disadvantages
included hugewatermarks and branding in the free version; the inability to select images,
characters, or voices; and the fact that playback was unsupported for Firefox (yet, the
instructor was able to view the video once it was downloaded).

2.2 The Process - Execution

During the stage of interview creation, the instructor explained that the students might
use/adapt the general prompt crafted by her, i.e., “Create an interview between a 21st-
century college student and (name) about the (historical fact). Adopt appropriate styles
of speech and mention important dates related to the (fact).” However, she also strongly
encouraged students to use their own prompts and ideas, thus promoting autonomy and
creativity.

The interview creation stage was preceded by discussing articles related to British
colonialism and the ensuing lack of redress of colonial sins by the royal family of Great
Britain. After the discussion, the students were grouped in threes or fours to use the
acquired information to produce interviews with the late Queen Elizabeth II regarding
the controversial issues.

The obligatory elements of the assignment were: including facts from the articles,
creating an interview, and checking the accuracy of ChatGPT or another selected AI-
powered text generator – if it was used. The utilization of generative AI was optional
but encouraged.

It turned out that no group decided to complete the assignment on their own, and each
one decided to employ ChatGPT for the purpose. The approach was not criticized by the
instructor, who was willing to accomplish two goals: to promote the creative and critical
use of AI in the classroom and to avoid creating a culture of shame and fear (France,
2020: 151–156). In contrast, none of the groups created a video in class. Instead, they
undertook to present the interview in the form of a role-play.

Two examples of student-created interviews are included in Appendixes 3 and 4.
After class, two surveys, a qualitative one [Appendix 1] and a quantitative one

[Appendix 2],were conducted to investigate students’ opinions on the value of employing
generative AI for interview and video creation and to examine the undergraduates’ app-
roach to (un)ethical use of artificial intelligence. In the qualitative analysis, the research
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sample was 29 sophomore English Philology students: non-native English speakers, 25
of whom were female and 4 were male. For the quantitative analysis, the sample was 25
students, with 21 female students and 4 male ones. Both the qualitative and the quan-
titative surveys were conducted during in-person classes, and they were anonymous
to ensure the impartiality and objectivity of the results. The quantitative survey was
conducted two weeks after the qualitative one.

Prior to the study, ChatGPT was asked for a prediction regarding its outcomes. The
author undertook to examine whether any of AI’s predictions were accurate, and if so,
which ones.

3 Predictions of Generative AI

When inquired: “How do you predict college students’ opinions regarding the use of
ChatGPT and AI in their college education? What advantages and disadvantages might
they mention?”, ChatGPT came up with the following response:

“While I can’t predict individual opinions, I can provide some general insights into
potential advantages and disadvantages that college students might mention regarding
the use of ChatGPT and AI in their education.

Advantages

• 24/7 Availability:

– ChatGPT can provide instant assistance at any time, allowing students to seek help
with their studies or assignments outside of regular office hours.

• Personalized Learning:

– AI can adapt to individual learning styles and pace, offering a personalized learning
experience that caters to the needs and pences of each student.

• Quick Answers and Clarifications:

– Students may appreciate the ability to quickly get answers to specific questions or
clarifications on course materials, helping them stay on track with their studies.

• Assistance with Homework and Projects:

– ChatGPT can aid students in brainstorming ideas, refining arguments, or providing
guidance on various aspects of their assignments.

• Language Practice:

– ChatGPT can be used as a tool for language practice, helping students improve
their writing and communication skills.
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Disadvantages.

• Lack of Human Interaction:

– Some students may miss the interpersonal aspect of learning and the nuanced
feedback that a human instructor or peer can provide.

• Limited Understanding of Context:

– AI may struggle to grasp the specific context of a student’s question, leading to
potential misunderstandings or incorrect guidance.

• Overreliance and Reduced Critical Thinking:

– Depending too heavily on AI for answers might discourage students from devel-
oping critical thinking skills and the ability to independently analyze and solve
problems.

• Ethical Concerns:

– Students may express concerns about the ethical implications of AI in education,
including issues related to data privacy, bias in algorithms, and the responsible use
of technology.

• Technical Issues:

– Reliance on technology introduces the possibility of technical glitches or system
failures, disrupting the learning process and causing frustration.

• Depersonalization of Education:

– The use of AI might contribute to a sense of depersonalization in education, with
students feeling like they are interacting with a machine rather than engaging in a
meaningful educational relationship.

It’s essential to note that opinions can vary widely among college students, and fac-
tors such as individual preferences, technological literacy, and the specific use cases
of AI in education can significantly influence their perspectives. The successful inte-
gration of AI into education will likely require a balanced approach that combines the
strengths of AI with the invaluable aspects of human interaction and teaching.” (personal
communication, 11/23/2023).
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4 Student Perceptions Regarding the Appeal and Efficacy of Text-
and Video-Generating AI in the Learning Process – A Qualitative
Analysis

An anonymous Google survey, which consisted of 10 questions cited in Appendix 1, was
conducted among the instructor’s whole class of 2025 of the WSB Merito University in
Poznan, Poland.

4.1 Fliki and InVideo – Qualitative Research Results

As regards the subjectively perceived attractiveness of the AI video-generating apps,
addressed by question 1, inVideo was preferred by 17 students while Fliki was favored
by 12 students (Fig. 1).

inVideo
59%

Fliki
41%

Fig. 1. AI video-generating apps - subjective attractiveness

In the open-ended question 2, asking for arguments in favor of the selected choice,
students who preferred inVideo claimed that it was more engaging (68.42%) since more
numerous and varied pictures were used, and the interview consisted of video clips rather
than still frames. The students also appreciated subtle background music and claimed
that the final product looked “more natural.” They appreciated the “accurate” voice and
the aesthetic. However, the respondents complained that the generator’s free version,
with only one voice for both the interviewer and the interviewee, made it difficult to
identify who was speaking at a given time.

Interestingly, the students in favor of the other generator, Fliki, even though not a
majority, gave more detailed answers, stating, e.g., that the interlocutors’ voices seemed
less robotic, making it easier for the viewers to concentrate, follow the content, and
identify which of the two speakers was talking (66.667%). They also appreciated the fact
that the image of each interlocutorwas pairedwith one of the two pre-selected voices, and
therefore, the “pictures/characters matched the dialog.” As opposed to inVideo, which
used too much visual information, “the video was more interesting than the content,”
and there was an inconsistent, unrelated, constantly changing background, commented
the respondents.
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4.2 ChatGPT – Qualitative Research Results

100% of the surveyed students used ChatGPT for the creation of the interview. None of
the groups decided to draft the conversation without the help of generative AI.

In question 4, the respondents were asked to “check all that apply.” Thus, several
students selected both [“I used ChatGPT”] “to create the whole interview” and “to
create parts of the interview,” therefore, the results do not add up to 100%. However,
most answers (68.97%) indicated that ChatGPT was used to create the whole interview,
while 41.38% of students claimed that they utilized the generator to create parts of
the interview. 17.24% employed the chatbot to check the grammatical accuracy of the
interview, and 24.14% generated ideas with its help.

In response to question 5, 62.07%of the respondents stated that they did notwrite any
part of the interview on their own. 24.14% of the students created their own interview
questions, 1 student modified the questions asked by ChatGPT, 2 students prompted
ChatGPT to mention specific facts, situations, and people, and 3 students corrected
erroneous facts.

It may be concluded that while more students chose ChatGPT to do most of the
assignment, around one-fifth of the respondents used it to boost their critical thinking
and creativity through brainstorming ideas, and the same proportion undertook to formu-
late interview questions on their own. A particularly interesting and ingenious answer
providing insight into the process was supplied by the only student who checked the
“other” box. The student explained: “First, I pasted both articles. Then I told [ChatGPT]
to summarize each article. Then I told [it] to create an interview based on what I had
sent [it]. I combined my ideas with the [interview] that [it] created.”

Of the respondents who claimed to have written some parts of the interview on their
own, 6.9% used Google Translate to check grammatical accuracy, and 3.45% “asked AI
if it could add anything that could be crucial ormakemy questionsmore interesting.” The
overwhelming majority didn’t use ChatGPT, Google Translate, or any other AI to work
on the interviews further. A cautious conclusion might thus be drawn that the students
who worked on certain sections of the interviews on their own may have exhibited more
autonomy and self-reliance.

Even though most respondents relied on generative AI to create the whole interview,
interestingly, in response to question 7, only 55.17% expressed their full satisfactionwith
the product created. Nearly a half – as many as 44.82% – liked “some parts.” (Fig. 2).

When asked to specify what they liked about the (parts of the) interview generated by
AI, the respondents provided valuable detailed feedback. They appreciated the unique
opportunity to create such an interview, claiming that “it was like going back in time,” and
they enjoyed the way ChatGPT “made the Queen talk,” “as if she wrote [the interview]
herself.” They also commented that “AI really got into the role of Queen Elizabeth (used
the royal language, etc.).” The way in which the generator delivered information was
liked, the data provided were deemed relevant, and the interviews were seen as “well
organized, written nicely and accurately.”

The most valued aspects were the language (31.034%) and the information provided
(27.59%). Some of the comments related to those characteristicswere: “the languagewas
appropriate,” “the language and complexity of answers,” “the language was advanced/
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Yes
55%

Some parts
45%

Fig. 2. Students’ responses to the question of whether they liked the (parts of the) interview
created by ChatGPT

far better than the one I’d use on my own,” “interesting, relevant, coherent, accurate and
well-structured answers.”

Remarkably, the shortcomings mentioned in point 9, where students were asked to
specify what they disliked about the AI-generated text, also focused mostly on the lan-
guage. Nearly one-fourth (24.14%) complained that the language was “monotonous,”
“not “real” enough,” “not natural,” or “a bit artificial.” The same percentage of respon-
dents stated that the generator was “too general at times” or “it writes too much.” One
respondent phrased it as: “sometimes [AI] doesn’t give facts; it just uses words to create
a very long sentence,” while two others commented: “too much unessential information,
and it was difficult to understand the key point,” and also: “some answers were like
beating about the bush.” One-fifth (20.26%) saw ChatGPT as repetitive (“many similar
sentences,” “repetitions”), which seems to stand in contradiction to Kocoń et al. (2023,
14). Some students also perceived the sentences created as “too complicated,” or “too
long.” An insightful respondent replied: “AI doesn’t understand certain words the way a
real person does. Therefore, at times, it seemed a bit harsh/too straightforward.” Finally,
inaccuracies and factual errors were mentioned by 3 respondents.

Aware of the fact that 100% of her students employed AI to perform the task and
as many as 62.07% did not personally author any section of the assigned interview, the
instructorwas curious about the students’ ideas onhow to ensure thatAI such asChatGPT
is used ethically. Perhaps unsurprisingly, some responses focused on restrictions, such as
identifying unoriginality (“check the assignment for emotions,” “check if students know
certainwords or structures that appear in thework they submitted”), banningAI use (“use
another AI tool within ChatGPT that would ban unethical users from entering the app,”
“no access to AI during tests or examinations”) or penalization (“make sure that students
understand the consequences of using AI; punish them if they use AI unethically”). One
of the respondents came to the sad conclusion that “students will always find their way
to cheat, either with ChatGPT or another alternative.”

Yet, proactivity on the part of an instructor was also strongly stressed (“Just teach
themhow to do it. There is noway to ensure it is used 100%ethically, butwe can convince
them, show [them] ways to use it as an “addition,” not as something that does everything
for you,” “teach students how to use it, e.g., as an inspiration, for idea generation, to
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check grammar or vocabulary,” “tell students they can use it partly; [do] not be strict
about not using it at all,” “ask students to rewrite AI-generated parts on their own”).

5 Student Perceptions Regarding the Appeal and Efficacy
of Text- and Video-Generating AI in the Learning
Process – A Quantitative Analysis

To gather quantitative data, 9 Likert-scale questions, 3 per each AI-powered generator,
were asked to measure students’ attitudes and perceptions.

25 respondents, 21 females and 4 males, indicated their level of agreement by
selecting one of 5 options.

The survey was conducted two weeks after the qualitative analysis (Table 1).

Table 1. Student satisfaction related to the use of ChatGPT, Fliki, and inVideo.

ChatGPT

Question Response Median Mean Standard
Deviation

1
(very
dissatisfied)

2
(dissatisfied)

3
(neutral)

4
(satisfied)

5
(very
satisfied)

Q1 0 0 6
(24%)

15 (60%) 4
(16%)

4 3.92 0.64

1
(not at all)

2
(slightly)

3
(moderately)

4
(very)

5
(extremely)

Q2 0 7
(28%)

8
(32%)

10 (40%) 0 3 3.12 0.83

1
(not at all
likely)

2
(slightly
likely)

3
(moderately
likely)

4
(very
likely)

5
(extremely
likely)

Q3 0 3
(12%)

9
(36%)

8
(32%)

5
(20%)

4 3.60 0.96

Fliki

Question Response Median Mean Standard
Deviation

1
(very
dissatisfied)

2
(dissatisfied)

3
(neutral)

4
(satisfied)

5
(very
satisfied)

Q4 0 0 16
(64%)

9
(35%)

0 3 3.36 0.49

1
(not at all)

2
(slightly)

3
(moderately)

4
(very)

5
(extremely)

Q5 1
(4%)

3
(12%)

11
(44%)

10 (40%) 0 3 3.20 0.82

(continued)
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Table 1. (continued)

ChatGPT

Question Response Median Mean Standard
Deviation

1
(not at all
likely)

2
(slightly
likely)

3
(moderately
likely)

4
(very
likely)

5
(extremely
likely)

Q6 1
(4%)

8
(32%)

12
(48%)

4
(16%)

0 3 2.76 0.78

inVideo

Question Response Median Mean Standard
Deviation

1
(very
dissatisfied)

2
(dissatisfied)

3
(neutral)

4
(satisfied)

5
(very
satisfied)

Q7 0 0 13
(52%)

12
(48%)

0 3 3.48 0.51

1
(not at all)

2
(slightly)

3
(moderately)

4
(very)

5
(extremely)

Q8 0 5
(20%)

10
(40%)

8
(32%)

2
(8%)

3 3.28 0.89

1
(not at all
likely)

2
(slightly
likely)

3
(moderately
likely)

4
(very
likely)

5
(extremely
likely)

Q9 2
(8%)

5
(20%)

14
(56%)

2
(8%)

2
(8%)

3 2.88 0.97

The questions asked:

Q1: How satisfied are you with ChatGPT in assisting you with your academic
assignments?
Q2: To what extent has ChatGPT improved your learning experience and understanding
of course materials?
Q3: How likely are you to recommend the use of ChatGPT to your peers for academic
purposes?
Q4: How satisfied are you with the functionalities of Fliki for potentially creating video
content for your academic projects?
Q5: To what extent can Fliki contribute to the improvement of your multimedia
presentations and assignments?
Q6: How likely are you to use Fliki for future academic multimedia projects?
Q7: How satisfied are you with the functionalities of inVideo for potentially creating
video content for your academic projects?
Q8: To what extent can inVideo contribute to the improvement of your multimedia
presentations and assignments?
Q9: How likely are you to use inVideo for future academic multimedia projects?
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5.1 Analysis of the Obtained Results

With regard to ChatGPT, no respondents expressed a lack or an extreme lack of sat-
isfaction when using the generator for academic assignments, with 60% choosing the
“satisfied” option. Overall, the level of satisfaction seemed high. Curiously, however,
even though all the respondents were likely to recommend ChatGPT for academic pur-
poses, with 52% very or extremely likely, that did not seem to translate into a subjective
perception of an improvement in the learning experience or understanding of course
materials, with 68% of respondents having selected “slight” or “moderate” enhance-
ment. It was also notable that the question regarding the chatbot’s recommendation had
the second-highest standard deviation of 0.96. A tentative conclusion may therefore be
drawn that the students effectively used their critical thinking skills in distinguishing
between the efficiency of the tool and its potential capacity to augment their learning
experience or to facilitate course content comprehension.

As regards video-generating AI, a significant number of respondents (64%)
expressed a neutral sentiment towards Fliki. Even though the subjective satisfaction
with its functionalities was perceived as neutral to satisfactory, it seemed rather unlikely
that the respondents would use Fliki for their future multimedia projects. Only 4% were
in favor of the perspective. Curiously, the anonymous respondent who stated that the gen-
erator could not contribute to the improvement of their presentations and/or assignments
selected the “slightly likely” option when answering the next question (“How likely are
you to use Fliki for future academic multimedia projects?”). In turn, the person who
was “not at all likely” to use the tool for enhancing their future presentations was also
“moderately” satisfied with the functionalities of the text-to-video converter.

The students seemed to slightly prefer inVideo for creating video content, with
52% being neutral and 48% satisfied with the functionalities of the generator. A large
percentage of the respondents (80%, varying from “moderately” to “extremely”) seemed
to perceive the tool as conducive to the improvement of their assignments. Nevertheless,
a perhaps surprising finding was that even though, overall, 40% of students believed that
both generators were “very” or “extremely effective” when employed for the purpose,
only 16% of the respondents were “very” or “extremely likely” to actually use the tools,
while the standard deviation seems to indicate that the respondentsweremore unanimous
with regard to Fliki (0.78) rather than inVideo (0.97).

In summary, all three AI-powered text and text-to-video generators were liked by the
students, with no “dissatisfied” or “very dissatisfied” responses selected. While Chat-
GPT was largely seen as useful and worthy of recommendation, the undergraduates did
not seem to be convinced that it could optimize their educational experience and compre-
hension of course content. In turn, Fliki and inVideo received a less univocal response,
and there was a discrepancy between their perceived appeal and the likelihood of their
being used.
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6 Conclusion

The qualitative and quantitative analyses regarding AI- powered text and video genera-
tors (ChatGPT, Fliki and inVideo), shed light on the nuanced preferences and perceptions
of sophomore English Philology students of the WSB Merito University and brought
certain thought-provoking findings.

The opinion of Tse, Esposito & Goh (2019, 223) that “communication skills –
the ability to express ideas as words – are humanity’s purview. To the extent that
machines can communicate well, it’s only due to the person behind it programming
the scripts” is undoubtedly valid. However, text-generating AI does seem quite effective
when mimicking human interactions, which was confirmed by the author’s research.

The qualitative examination of ChatGPT usage showed the students’ significant
reliance on the chatbot, with the majority of respondents employing it to create entire
interviews. Felicitously, several students utilized ChatGPT creatively and/or critically,
for idea generation, error correction, or improvement of self-created content.

Despite the widespread reliance on ChatGPT, a significant proportion of students
was satisfied with only some parts of the AI-generated interviews. Intriguingly, both
the appreciation and the concerns were largely related to language. The respondents
highlighted the generator’s language proficiency, sense of style, and some ability to
mimic historical usage of English; however, they also commented on repetitive language,
excessive information, and occasional misunderstanding of their intentions.

As for qualitative insights, there was a preference for inVideo, based on its perceived
engagement, aesthetic qualities, and the use of moving rather than still images. The
respondents who valued Fliki appreciated the more human-like voices and the structure
that was easy to follow.

Quantitative analysis showed that the students were highly satisfied with ChatGPT
and likely to recommend its use for academic purposes. This, however, did not necessarily
correlate with the students’ perceived enhancement in the learning experience or better
understanding of course content. Curiously, Fliki and inVideo, while generally liked and
seen as potentially improving the quality of assignments, were not very likely to be used
for future tasks.

When assessing (un)ethical use of artificial intelligence, the students suggested a
balance of proactive teaching on ethical practices and some restrictive measures. They
were also aware that attempts to misuse AI tools may be inevitable.

The predictions of ChatGPT, significantly more general in their nature, were con-
firmed as regards implicit appreciation of quick answers and assistance with homework
and projects. However, the students focused on the more practical aspects of the tools at
hand, so, e.g., 24/7 availability or personalized learningwas notmentioned in the surveys.
Also, contrary to the instructor’s expectations, the designed task did not prove explicitly
conducive to language practice; however, the students appreciated the linguistic aptitude
of the text generator.

Regarding the potential disadvantages anticipated by ChatGPT, lack of interpersonal
human interaction or human instructor feedback was neither observed by the students
nor discussed in the questionnaires, most possibly due to the fact that the instructor
prevented both by designing the assignment as group work and provided her students
with real-time, just-in-time, formative critique. Yet, the students did comment on the
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AI generator’s limited understanding of context. In turn, even though the assignment
was not graded, the instructor noticed beyond a doubt the students’ overreliance on AI.
Nonetheless, that did not result in curbing the students’ critical thinking skills, which
may have been partly owed to the instructor’s heightening the sensitivity of her students
to potential fallacies of generative AI.

Even though her study encompassed a whole sophomore class, the author is aware
that the cohortwas not numerous. Therefore, the researchwill be continued and expanded
to compare the findings with those yet to be obtained.

Disclosure of Interests. The author has no competing interests to declare that are relevant to the
content of this article.

Appendix 1

Qualitative Survey Questionnaire

1. Which of the AI created videos did you like more: Fliki or inVideo? Mark only one
oval (Fliki, inVideo)

2. Why did you like it more? (an open-ended question)
3. Have you used ChatGPT to create your interview with Queen Elizabeth? Mark only

one oval (yes, no)
4. If you used ChatGPT, how did you use it? Check all that apply.

• To create the whole interview
• To create parts of the interview
• To check the grammatical accuracy of your interview
• To generate ideas for the interview
• Other (if so, explain)

5. Did you write any part of the interview on your own? Which ones? (an open-ended
question)

6. If you wrote any parts on your own, did you use ChatGPT, Google Translate, or
any other AI to work on them further? How? (an open-ended question)

7. Did you like the (parts of the) interview generated by ChatGPT? Mark only one
oval.

• Yes
• No
• Some parts
• Other: ……………………………

8. What did you like about the (parts of the) interview generated by ChatGPT? (an
open-ended question)

9. What, if anything, didn’t you like about the (parts of the) interview generated by
ChatGPT? (an open-ended question)

10. Your ideas on how to ensure that students use AI (such as ChatGPT) ethically:
…………. (an open-ended question)
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Appendix 2

Quantitative Survey Questionnaire
1. ChatGPT:

a. How satisfied are you with ChatGPT in assisting you with your academic
assignments?

1 (Very Dissatisfied) - 2 (Dissatisfied) - 3 (Neutral) - 4 (Satisfied) - 5 (Very
Satisfied).

b. To what extent has ChatGPT improved your learning experience and under-
standing of course materials?

1 (Not at all) - 2 (Slightly) - 3 (Moderately) - 4 (Very) - 5 (Extremely).
c. How likely are you to recommend the use ofChatGPT to your peers for academic

purposes?
1 (Not likely at all) - 2 (Slightly likely) - 3 (Moderately likely) - 4 (Very likely) -

5 (Extremely likely).

2. Fliki:

a. How satisfied are you with the functionalities of Fliki for potentially creating
video content for your academic projects?

1 (Very Dissatisfied) - 2 (Dissatisfied) - 3 (Neutral) - 4 (Satisfied) - 5 (Very
Satisfied).

b. To what extent can Fliki contribute to the improvement of your multimedia
presentations and assignments?

1 (Not at all) - 2 (Slightly) - 3 (Moderately) - 4 (Very) - 5 (Extremely).
c. How likely are you to use Fliki for future academic multimedia projects?

1 (Not likely at all) - 2 (Slightly likely) - 3 (Moderately likely) - 4 (Very likely) -
5 (Extremely likely).

3. inVideo:

a. How satisfied are you with the functionalities of inVideo for potentially creating
video content for your academic projects?

1 (Very Dissatisfied) - 2 (Dissatisfied) - 3 (Neutral) - 4 (Satisfied) - 5 (Very
Satisfied).

b. To what extent can inVideo contribute to the improvement of your multimedia
presentations and assignments?

1 (Not at all) - 2 (Slightly) - 3 (Moderately) - 4 (Very) - 5 (Extremely).
c. How likely are you to use inVideo for future academic multimedia projects?

1 (Not likely at all) - 2 (Slightly likely) - 3 (Moderately likely) - 4 (Very likely) -
5 (Extremely likely).
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Appendix 3

An Example of an AI-Assisted Student-Created Interview
Interviewer: Your Majesty, as a student of English philology, I’m eager to explore
sensitive historical topics.

1. How do you reflect on the British Empire’s colonial history during your reign, and
what lessons can be learned?

Queen Elizabeth II: The British Empire’s history is complex; we must acknowl-
edge achievements and shortcomings, learning for a world where nations coexist with
respect.

2. Considering Britain’s role in the transatlantic slave trade, how should the legacy of
slavery be addressed today?

Queen Elizabeth II: Reconciliation requires acknowledging the pain caused by
slavery. Education, dialogue, and addressing systemic inequalities are crucial for a
just and inclusive society.

3. On the Kohinoor diamond controversy, how do you view its ownership and the
responsibility to address historical artifacts?

Queen Elizabeth II: The Kohinoor’s complex history necessitates discussions
involving all relevant parties to find a fair resolution respecting history and heritage.

4. Reflecting on Mahatma Gandhi’s Salt March, how do you perceive the impact of
nonviolent movements on history?

Queen Elizabeth II: Nonviolent movements, like the Salt March, highlight the
strength of peaceful activism in challenging oppressive systems, emphasizing the
enduring power of collective action.

5. Regarding the symbolic moment holding hands with a young Black child, how do
you view the importance of such gestures in fostering unity and understanding in
discussions on racial equality?

Queen Elizabeth II: Moments like holding hands symbolize human connec-
tion and compassion, stressing the importance of breaking down barriers for shared
humanity. Fostering unity requires genuine engagement, listening, and dismantling
divisive prejudices.

Appendix 4

A Sample of an AI-Assisted Student-Created Interview
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Abstract. The aim of the current study was to explore the perceptions of under-
graduate students of usefulness of using AI tools to write academically. For this
study, we utilized a mixed method approach using a structured questionnaire to
collect data relevant to the frequency of plagiarism that students commit while
completing different kinds of assessments in universities. The sample group con-
sisted of university students and participants were selected through purposeful
random sampling. The selection of participants was based on the inclusion criteria
that helped in understanding the problem. The questionnairewasmade available to
participants in an online format and sent by (SNS) or/ and email. The questionnaire
was created using Qualtrics. It consisted of 12 questions aimed at understanding
students’ act of plagiarismwhile completing assessment as well as the use of AI to
complete academic work. The questionnaire emphasized the identification plagia-
rism frequency and use of AI to complete tasks. Participants were provided with
a selection of two to five pre-determined response options and one open-ended
response option. In total, 53 questionnaires were completed. Responses were the-
matically analysed using QDA Miner Lite 2.0.7, qualitative, and mixed method
analysis software. Finally, recommendations for further research were presented.

Keywords: Academic Writing · AI tools · Plagiarism

1 Introduction

Thevariety of education systemsworldwide for approximately twodecades, has been try-
ing to introduce different technological advances to schools and universities worldwide
aiming the facilitation of teaching process and improved students’ academic satisfaction
[1, 26, 29, 60]. Understandably, the management and policy makers have been support-
ing these efforts and are very optimistic about the use and the benefits of these advances
in education [2, 26, 27, 30, 67]. Furthermore, the continuous utilisation of AI tools by
learners in all levels of the education system and particularly in higher education has
been encountered with a variety of challenges, starting with the lack of desire of teachers
to accept the use of such tools, to the array of difficulties that are related to the purpose,
benefits and drawbacks of using AI tools [3, 19, 33, 49].
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For the last twenty years or so, an extensive body of research has been trying to
understand students’ perceptions about the utilization of the AI tools [37, 44]. While the
concepts of teaching and learning evolve continuously, it is important to consider the use
of AI tools as a reality that we as educators cannot, and should not ignore or even worse
try to ban or stop it [4, 5, 17, 33, 34, 37, 44]. The ways that students study vary, and
are constantly changing alongside with the number and functions of AI tools, therefore,
it is valuable to not only understand the AI tools but more importantly understand the
perceptions of our students about the use of these tools [6, 17, 18, 31, 44]. In that way
the use of AI tools may support teaching and learning process rather hinder it. The
difficulties that students face when studying in higher education are of academic and
personal nature and although it is somehow a considerable effort to get to know most of
the struggles that students go through, it is nevertheless crucial to explore their purposes
in using AI tools [7, 37].

Education is a very innovative and adaptable field in relation to the material develop-
ment and curriculum alignment [23, 24, 28, 29, 40, 54]. For example, educators world-
wide are pioneer of the opinion that students’ learning needs to be facilitated through a
variety of means, and that the feedback provided by students in regard to the learning
and teaching processes should be taken into consideration [8, 25]. Nevertheless, when it
comes to the implementation of new technological advances in education and especially
AI tools the focus of the educators becomes the shift of power and the enchanted terri-
tories offered by the use of technology and AI [9, 29, 30]. Technology and AI become
a rather unwanted friend and, in many cases, a non-proclaimed enemy that in most
instances provides unwanted or unappreciated challenges and struggles. Furthermore,
many educators view AI as a threat to the education system or as an unwanted gift that
hinders students’ knowledge acquision [10, 33]. COVID- 19 pandemic created favorable
conditions for the utilization of AI tools in higher education in a variety of ways prior
known or unknown.

The extend of the utilization of technological or AI tools depends on many societal,
economic and political factors; nevertheless, the use of AI tools impacts us all in one way
or the other. Technological advances aremost of the times seen as a progressive force that
not only creates new frontiers of research but most importantly it empowers people with
tools that facilitate development and growth [45, 65, 66]. Prior to COVID-19, the use of
technology in higher education was seen with scepticism for a variety of reasons starting
from the inability to fully comprehend its usage to lack of understanding of its benefits
[11, 37, 39–41]. Nevertheless, now technology has become synonymous with higher
education in the form of whiteboard or smarts boards, smart projectors, conference call
applications like WebEx, Zoom and Teams, as well as in the form of LMS like Edmodo,
Moodle, Blackboard, Canvas and most recently the extensive use of AI tools. The aim of
this article was to explore the perceptions of the usefulness of AI tools by multicultural
students in higher education when writing academically.
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2 Literature Review

2.1 Exploring the Perceptions of Students and Teachers on the Utilization of AI
Tools in Higher Education

Now more than ever before in the history of higher education students are utilising
the AI tools to complete assignments or attempt exams. The extent by which AI tools
are utilised in higher education by students of all majors has necessitated the need to
explore the ways and forms that these tools are being utilised and the frequency of
their use [12, 13, 45, 65, 66]. While the levels and reasons for utilisation of AI tools
by students in higher education may vary based on students’ unique circumstances, and
their individual needs or it is worth exploring the use of AI in higher education so we as
educators can facilitate teaching while allowing the use of AI tools [5, 14]. Furthermore,
the process of utilising theAI tools requires a careful consideration of all parties involved
in higher education, therefore, it is worth analysing the use of these tools by students, so
we as educators can amend the ways we teach, and share generic or discipline related
knowledge [5, 45]. Understanding the use of AI tools in generic or discipline related
subjects not only supports our understanding of our students needs when using the tools
but also it empowers us with the functions these AI tools may have andmore specifically,
it educates us about ways these tools are used by our students [15, 42].

As the process of teaching and learning is interconnected with the needs of students
and teachers alike, the necessity of understanding the AI tools is interconnected with the
successful and ethical use of these tools. Students’ viewpoints on the use of technology
and AI tools are different and are connected with factors that have intellectual, personal
and societal value [57, 65]. The exciting and cautious types of uses of AI tools may
differ from student to student based on their specific needs and reasons [3, 6, 16, 17,
57]. For instance, students who may find grammar concepts difficult may utilise the
AI tools to write with a more sophisticated language. On the other hand, students who
lack an extensive vocabulary may consider the academic texts, randomly used to write
a literature review, as very challenging and may use a variety of AI tools to paraphrase
and summarise these texts to the extent of understanding them better or even changing
them completely [9, 18].

Other common uses of AI tools by students are related to generating ideas about
unknown concepts or notions [8, 9, 19]. For instance, some students may have acquired a
considerable amount of general knowledge prior to attendinguniversity,while others lack
general knowledge on specific topics and may use the AI tools to empower themselves
with such information. Moreover, it is understood that the abrupt and widespread use of
AI tools in educational institutions places the less technology savvy educators of students
at a disadvantage and imposes an additional burden to the curriculum adaptation. In the
higher education sector, one group of people who tend to embrace the use of technology
faster and at a larger scale compared to others are the facultymembers of engineering and
computer sciences faculties [8, 20, 59]. Commonly, these educators take a leading role in
conducting themuch-needed training sessions for other facultymembers, and serve as the
avant-garde force of the application ofAI in universities. In academic study skills classes,
the implementation of AI tools is associated with consecutive adaptations of methods
of delivery, classroom or online activities and assessment tasks and their submission
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form [21, 36]. Adaptations of the material and assessment tasks that occur due to the
implementation and use of technology should be reflected in the alignment of subject
outcomes, classroom activities and assessment tasks [13, 22]. Education and progression
are considered to be equally important, and in the perspective of implementation of the
use of technological tools like the AI tools they are required to provide a certain level
of conformity to each other to ensure successful co-existence for the benefit of students,
educators and the higher education system as large [11, 13, 23, 24, 32].

3 Exploration of Utilization of AI Tools in Academic Study Skills
Classes

AI tools are now utilized in teaching and learning environments in all four corners of
the globe [25, 40, 42]. Levels of utilization of AI tools vary and are connected with
individual preferences of teachers and students, as well as with institutional preferences
[11, 13, 26]. Understandably, the levels of positivity and excitement for the prospect
of using AI tools by some educators for reasons that may or may not be justifiable
to all people. Similarly, the levels of enthusiasm deriving by the prospect of utilizing
AI tools in learning process, reasonably, vary in students too [27, 49, 50]. Undoubtedly,
individual preferences of reluctance to utilise AI tools in teaching and learning processes
are overshadowed by those of institutions that tend to be backed up by research that
emphasizes the positive aspects of using technology and its specific user-friendly tools.

The rapid advances of AI tools and their subsequent extensive spread throughout the
globe, have created the necessity to explore and understand their use, their benefits and
their drawbacks [7, 21–23, 28, 34, 35, 37]. Understanding the nature of AI tools and their
utilization in academic study skills settings, as well as the level of adaptations needed for
the content to be delivered appropriately, is the main concern of management and policy
makers in higher education and as such is transferred to the educators involved in teaching
study skills classes, to be acted upon [29, 58]. Teachers and instructors of academic study
skills are required to understand the application of their content when using AI tools to
facilitate learning [30, 58]. In otherwords, they are required to exit their comfort zone and
experiment with technology and AI tools [32, 33, 58, 64]. Justifiably, the understanding
of the utilization of technological tools in academic study skills classes takes time to be
comprehended and embraced [28–31, 66]. Like all changes, the variations imposed by
the use of the unknown AI tools create anxiety, fear and confusion in academic study
skills teachers to say the least. Furthermore, teachers as well-grounded professionals,
reasonably require in-depth understanding of the benefit and use of any tools that they
are required to be used in their classrooms or in the online platform [21, 24, 26, 32, 34,
67].

Understanding the use of AI tools in the process of teaching and learning is a require-
ment imposed to academic study skills teachers by their profession [4, 24, 25, 35, 64]. In
other words, it is necessity that teachers are well-informed about the AI tools and their
application to enhance learning process of their students well before the practical appli-
cations of the same in classrooms or in the online platform [37, 53, 65]. Increased teacher
awareness about the uses and benefits of the AI tools can result in enjoyable teaching
experience for teachers [36, 39, 40, 62, 68]. Moreover, awareness about AI tools can
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lead the way to a successful learning experience for students and has the potential to
minimize the undue stress for teachers. Hindrance of the adequate use of AI tools can
potentially slow down the process of learning and create in students an increased level
of disinterest to complete tasks or submit work in an audio, video or written format [41,
51, 53, 63].

4 Academic Writing Using AI Tools and Plagiarism

The extent by which AI use has spread throughout the world in one way or the other
affects us all. Somuch so that we are all involved in our daily liveswithmany gadgets and
tools that use some sort of AI functions and in many instances, and we depend so heavily
on these tools, that their existence is dearer to us than values that we grow up believing in
and have been nurturing throughout our lives [10, 42, 63]. Although the creation process
of AI tools and continuous development are no doubt the expertise and contribution of
coders and programmers, the utilization of AI tools is benefiting us all and a lot of it
is even offered for free like is the case of Automatic Article Generator (AAG) or AI
Text Generator. From the viewpoint of students or people who generally find academic
writing as complex, dry and abstract, these tools could be seen as lifesavers since they
provide them with the much needed “support” to produce the kind of work needed to
pass subjects or even achieve a decent GPA [23, 29, 43, 44]. Nevertheless, in the lenses
of us educators these tools, if used to deceive the whole system of higher education, are
morally and academically inappropriate and deceitful [46, 47]. The algorithm writing
that AI is capable of producing was first thought to be at an infant stage from a Scopus,
grammatical, content and academically appropriate structure.

Nevertheless, according to the article by Motlagh et al. [48] these tools have evolved
during the last two years, in a rapid and steady upward fashion, positioning us the educa-
tors a fragile and awkward situation.As peoplewho are directly involvedwith curriculum
design and method of delivery of our respective subjects, we expect a minimum involve-
ment of our students with thematter taught during our sessions [40, 42, 47]. Traditionally
this has been the case for decades, however, as AI gets extensively involved in designing
of AAG or Text-processing tools this resembles an unspoken battle between humanity
and AI [15, 44, 49]. According to Motlagh et al. [48], AI in the shape of programs like
Text-processing gives us an alternative equal if not superior to human capacity in terms
of intelligence and material production. Rationale behind this statement is supported by
the studies by Kaplan and Haenlein, [39], Thacker [56], and Kumar et al. [43]. The value
of algorithm has long been recognized in all mathematical sciences, mainly due to the
constant progression of computational and computability usage in different fields. The
basic usage of Turing machine paradigm in contemporary computing which started in
1936 [60], has now evolved to the theory that AI is a newly born intellectual non-living
machine. This newly created concept on the nature of AI creates the environment for
its recognition and makes it worthy to be explored and understood from a variety of
angles such as the actual scope and usage in producing academic writing as well as for
the limits and dangers associated with it [14, 50, 51]. According to Sudlow [54], such
endeavour is required to be undertaken by coders and programmers while taking into
consideration the repercussions that these AI tools have on the psychological, linguistic,
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relational, policy and ethical basis. Nevertheless, according to Humble and Mozelius
[22] and Hancock, Naaman and Levy [23] coders and programmers are not necessarily
considering the linguistic and social aspects of these technologies, in contrary they are
more focused on their intellectual capacities as these tools are competing with human
brain and are a display of Turing’s definition on intellect and the knowledge accumulated
through years and experience [12, 66].

5 Methodology

For this study, we utilized a mixed method approach using a structured questionnaire
to collect data relevant to the frequency of plagiarism that students commit while com-
pleting different kinds of assessments at four-year universities in UAE. The sample
group consisted of university graduate and undergraduate students. Participants were
selected through purposeful random sampling. The selection of participants was based
on the inclusion criteria that helped in understanding the problem. The questionnaire was
aimed at providing insight from undergraduate student perspectives. The questionnaire
was made available to participants in an online format and sent by (SNS) or/ and email.
The questionnaire was created using Qualtrics. It consisted of 12 questions aimed at
understanding students’ act of plagiarism while completing assessment as well as the
use of AI to complete academic work. The questionnaire was part of a PhD thesis by
one of the authors of this articles and the questionnaire aimed at identifying plagiarism
frequency and use of AI to complete tasks. Participants were provided with a selection
of two to five pre-determined response options and one open-ended response option. In
total, 53 questionnaires were completed. Responses were thematically analysed using
QDA Miner Lite 2.0.7, qualitative, and mixed method analysis software.

6 Results

The first objective of the study was to better understand how frequent do students pla-
giarise while completing different kinds of assessments like exams, research papers and
projects. The results are displayed in Table 1, 2, and 3. The second objective of the study
was to get a clear insight into the use of AI tools in academic writing. The results are
displayed in Table 4, 5 and 6.

Approximately (41%) of participants plagiarised more than twice during an exam,
using their own notes or the notes of others. Other (13%) plagiarised twice and similarly
(11%) copied only once. These findings indicate that more than 50% of students plagia-
rised at least twice during exams. According to data collected through the questionnaire
(33.3%) of participants stated that they never cheated during an exam. The frequency of
plagiarism while writing a research paper is presented in Table 2.

Table 2 shows that half of participants did not plagiarise while completing a research
paper. Around quarter of participants (24.1%) copied more than twice. Few (9.3%)
plagiarised only once while (14.8) copied twice. One participant commented “I don’t
remember if I did so”. The analysed data indicates that the frequency of plagiarism
while writing a research paper decreased when compared to cheating during exams. It
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Table 1. Exams

Cover and included terms Occurrence Frequency Percentage comments

1. Frequency

1.1 Once 6 11.1%

1.2 Twice 7 13%

1.3 More than twice 22 40.7%

1.4 Never 18 33.3%

1.5 Do not remember 1 1.9%

Table 2. Research Paper

Cover and included terms Occurrence Frequency Percentage comments

1. Frequency

1.1 Once 5 9.3%

1.2 Twice 8 14.8%

1.3 More than twice 13 24.1%

1.4 Never 27 50%

1.5 Others 1 1.9%

Table 3. Projects

Cover and included terms Occurrence Frequency Percentage comments

1. Frequency

1.1 Once 6 11.1%

1.2 Twice 4 7.4%

1.3 More than twice 12 22.2%

1.4 Never 32 59.3%

was important to further explore plagiarism during projects as another way of assessing
students. Results are shown in Table 3.

As indicated in Table 3. More than two thirds of participants never copied assign-
ments while completing a project. Approximately (30%) plagiarised their work on
projects. These results provide further evidence that the percentage of plagiarism drops
when the level of student engagement increases and students’ need to cheat becomes
less. In this study it was also important to further understand whether students use AI to
complete assignments and which specific tool they use. Results are shown in Table 4.
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Table 4. AI for Academic Work

Cover and included terms Occurrence Frequency Percentage comments

1. Usage

1.1 Yes 27 52.8%

1.2 No 7 13.2%

1.3 Sometimes 18 34%

2. Software

2.1 Chat GPT 44 83%

2.2 Others 9 17%

Table 4 illustrates thatmost students (86%) useAI to complete their academic assign-
ments. Few (13.2%) participants reported that they never usedAI for theirwork.A similar
percentage was of (83%) used Chat GPT as an AI software. It is probable that these find-
ings were related to easiness or comfort using these tools. The analysed data shown in
Table 5 presents evidence that shows the level of comfort and easiness experienced by
students while using AI.

Table 5. AI Usage for Academic Writing

Cover and included terms Occurrence Frequency Percentage comments

1. Comfort

1.1 Very comfortable 13 24.5%

1.2 Comfortable 17 32.1%

1.3 Somehow comfortable 11 20.8%

1.4 Uncomfortable 10 20.8%

1.5 Others 2 1.8%

2. Easiness

2.1 Easy 42 79.2%

2.2 Not easy 8 15.1%

2.3 Somehow easy 2 3.8%

2.4 Others 1 1.9%

As shown in Table 5, more than half of participants felt comfortable using AI.
(20.8%) felt somehow uncomfortable. Similarly, the same number of participants felt
uncomfortable using AI. Data also shows that most participants (80%) found that it was
easy to use these tolls to complete their academic writing tasks. It was important for this
study to understand whether students try to mask their AI written assignments to make
them similar to those written by humans. Results are shown in Table 6.
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Table 6. Humanizing AI Text

Cover and included terms Occurrence Frequency Percentage comments

1. Online tools

1.1 Yes 20 37.7%

1.2 No 33 62.3

2. Online tools

1.1 Yes 14 26.4%

1.2 No 39 73.6%

More than third of participants use online tools to humanize their AI written work.
Similarly,more than quarter of participants intentionallymake errors in their assignments
to show that they were written by themselves. Many participants did not write any errors
in their assignments, nor did they use online tools for their work.

7 Discussion

This study revealed the use AI tools is viewed in a variety of ways from students and
teachers alike. Furthermore, this study highlighted the need that students have is using
AI tools when completing academic writing tasks like essay, reports or case studies
[20, 52, 53]. Specific measures and procedures that involve the use of AI tools are
required to be taken into consideration when analysing the needs that students have
when completing academic writing tasks [5, 18, 46, 54, 55]. The aim of utilizing the AI
tools when teaching academic writing should be implemented while maintaining high
levels of academic integrity [37]. In other words, although educators should not tend
to stop the use of AI tools by students, at the same time they need to equip students
with the ability of understanding the ethical use of such tools to facilitate a successful
experience in higher education [42, 56]. Furthermore, as the use of AI tools may became
a necessity of anywork environment, equipping students with this type of knowledge not
only serves to the benefit of students when in university, but also it paves the way to their
subsequent success in their professional life [17, 57]. Moreover, the study highlighted
the requirement that AI tools may be used by teachers to design curriculum or provide
formative feedback while allowing teachers to focus on their teaching performance and
classroom management. The creation of a communicative and supportive environment
in academic classes while allowing students to use AI tools may not only support the
knowledge acquisition but also educate students about the ethical implications of AI
tools [29, 37, 58].

8 Conclusion and Recommendations

No one can deny that academic writing skills play a vital role in students’ successful
experience in higher education [24, 25, 59, 62]. Students need to develop their vocabulary
and grammar skills to cope with their studies in general [19, 61]. Furthermore, the
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completion of academic assessment tasks in many instances involves the use of AI tools
[16]. This study found that students used AI tools for a variety of purposes and these
purposes are of individual and academic nature. Moreover, this study found that it is
important for educators to get involved in the process of the use of AI tools by students
as active participants rather than passive and distant spectators. Also, the study found
the need to consider plagiarism when academic integrity when considering the use of AI
tools when writing academically. The findings of the current study indicate that aspects
of academic writing can be supported by the use of AI tools if used efficiently and
ethically. However, as pointed out by Hysaj and Suleymanova [24] as well as Hamam
and Hysaj [19], it is the responsibility of academic writing teachers to make pragmatic
decisions as to how much to encourage the use of AI tools, so they can shape students’
discourse abilities and facilitate their learning and triumphant entrance to the broader
academic community. These decisions may include choices to use the specific features
of AI tools for pedagogical and andragogical purposes to ease the undue amount of
stress experienced due to the lack of adequate knowledge when writing academically in
a variety of general of discipline related topics.
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Abstract. AI tools have become an important part of our professional lives,
whether on the business level or the academic level. They play a crucial role for
students and teachers. This has created the need to explore undergraduate students’
perceptions of such tools, as there is a need to know how and why students use
these tools. Those perceptions should be considered when applying adaptations
to the curriculum, aiming to ensure a constructive environment where students
benefit from these tools and learn simultaneously. So, the focus of this study was
to explore reasons and ways why multicultural students use paraphrasing and AI
tools, as well as their opinions about plagiarism and academic writing. Two focus
groups participated in the study, each comprising five undergraduate students
whose first language was not English. Students were from different countries and
backgrounds, and they also spoke different first languages. The focus groups aimed
to explore undergraduate students’ perceptions of plagiarism, academic writing,
and the use of AI tools in Higher Education. The collected data was analysed using
qualitativemethods. Finally, recommendations for future researchwere presented.

Keywords: Academic writing · AI Tools · ESL · Academic Integrity · Skills ·
Plagiarism

1 Introduction

English as a second language instructors and educators are aware of the variety of aca-
demic and personal needs that learners of the English language have when attending
academic writing classes in universities or any other discipline-related subjects, espe-
cially those that require extensive academic writing work. The academic writing difficul-
ties of multicultural undergraduate students whose English is not their first language are
mainly related to a lack of adequate academic vocabulary and grammar skills [1, 3, 4, 40,
51]. Furthermore, multicultural students may lack the understanding of how to conduct
research and cite sources since these skills are not commonly taught in most schools
worldwide. Lack of emphasis on research, referencing and mechanics of academic writ-
ing skills in general creates a vacuum in the existing knowledge present in undergraduate
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students [2, 5, 27]. Therefore, undergraduates are expected to develop the skills required
to complete academic writing tasks in universities parallelly with the skills required to
complete other non-academic writing tasks inmost discipline-related subjects. Although
the number of non-writing tasks is generally equal to the number of academic writing
tasks or slightly higher in the natural sciences disciplines and vice-versa in humanities,
education and business-related degrees, undergraduates of all majors are resistant to the
fact that academic writing is crucial for their academic writing assessment and consider
it as irrelevant to their studies in general [5, 6, 8, 10, 11, 32].

Generally, undergraduates consider academic writing difficult mainly because they
lack general English vocabulary and grammar. It is a common fact that they often ask
others for help. Inmany cases, theymay indulge in instances of plagiarism due to the lack
of adequate knowledge of how to write academically and cite appropriately. Moreover,
as the technology advances and the widespread of AI and paraphrasing tools take an
unprecedented role, especially as the likes of AI tools like ChatGPT, it is not uncommon
for undergraduates to direct their academic needs and often their shortcomings to these
tools and explore ways of using them to their benefit [39]. Although the utilisation of
such tools does not comewithout challenges, undergraduates are willing to explore them
and subsequently use them to their benefit, and very often, they would consider this as
legitime because English is not their first language and studying in English medium
universities is as hard as it can get [7, 8, 11–13].

Since academic writing in English language is unquestionably daunting for multicul-
tural undergraduates and their involvement in the use of AI tools is prevalent, it becomes
imminent to explore their perceptions about the use of such tools in completing academic
writing tasks, as well as their perceptions about plagiarism and academic integrity in
general [9–11, 31]. The focus of this paper was to explore these perceptions and utilise
the opinions of students in adapting the curriculum of academic writing classes to bridge
the gap between students’ existing level of knowledge of academic writing, their per-
sonal beliefs about plagiarism and the reasons why AI tools are used by undergraduates
as well as the ways that they have been utilised. The level of engagement that students
have in academic writing classes could be an indication of the degree of confidence that
they have in writing academically and completing assessment tasks that require the use
of sophisticated language on a well-researched topic. One way of encouraging active
engagement in academic writing classes is by involving undergraduate students in open
discussions about difficulties that they face when writing academically. As pointed out
in the study of Martin and Bolliger [36], students’ active engagement has the potential
to be translated into improved academic performance [12–14, 28, 29]. According to
Moore’s interaction framework, the ways that students are engaged in classrooms are
learner-to-instructor, learner-to-learner and learner-to-content [15, 16, 36].

Since the purpose of this study was to explore reasons why undergraduates use
paraphrasing orAI tools, the focus of the framework related to engagementwas that of the
learner to content, especially with the difficulties faced by undergraduate students when
writing academically. Furthermore, the aim of this paper was to understand students’
perceptions about AI tools and plagiarism through guided questions, which has proven
to be generally very beneficial for students and can have implications for instructors and
instructional designers alike [4–6, 11, 17, 18]. As mentioned in the study by Breen [6],
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discussions in focus groups have the potential to provide a rewarding learning experience
for students because they encourage them to establish a connection between the topics
that are discussed and the relevance that those topics have with the participants academic
or personal ambitions [13, 14, 19]. Nevertheless, an ultimate disfavour is done when
students are engaged in discussions that are irrelevant to their personal or academic
goals. Engaging students in discussions about academic writing can empower themwith
thoughts of the utilisation of AI tools while complying with academic integrity rules and
upholding academic integrity values [20, 29, 30, 54].

2 Literature Review

2.1 Using Focus Groups to Identify Students’ Perceptions of What Constitutes
Plagiarism

Research on plagiarism tends to define the concept of plagiarism from students’ per-
spectives in a rather ambiguous way. Much of it relates to the notions of plagiarism from
teachers’ and institutional perspectives rather than the perspectives of those who are
caught committing it, e.g., students. Moreover, such definitions of notions of plagiarism
may be prescribed in a rather shallow fashion and do not necessarily include the variety
of cultures, mother tongues and nations. The concept of culture is very important when
considering the rate of self-reported cases of plagiarism since different cultures adhere to
different value systems, and not all the students would therefore be comfortable in self-
reporting plagiarism [5, 8, 11, 21, 23, 32, 52, 53]. Part of the problem may be connected
with the aspect of shame of committing any wrongdoings present in some cultures or
with the resistance towards accepting such wrongdoings. Furthermore, as mentioned in
the works by Park [40] and Trushell, Byrne and Simpson [51], students of collective
cultures may consider it right to help others, e.g., family and friends, even if not in every
lawful means as far as the end result is passing a subject or maintaining a much-needed
scholarship. Not only do students from collective cultures consider this kind of support
as necessary, but they also feel that it is not breaking any moral rules despite breaking
institutional rules and regulations in most countries [4, 22, 35, 37, 37, 50, 51].

Another aspect that tends to be neglected when discussing plagiarism in ESL class-
rooms is the perceptions of fairness and equality from the perspective of ESL students.
Most ESL students feel that it is unfair that their intellectual abilities are put to the test
when writing English academically [5, 7, 8, 11, 24, 32, 49]. They feel that most of the
time, they are unaware of not only the mechanics of academic writing in the English
language but also, they are short of ideas on how the language nuancesmay vary and how
the thought could be developed in a cohesive and coherent fashion. Rettinger andKramer
[44] and Trost [50] stated that ESL students often fail to realise that they have committed
plagiarism because they have an extremely hard time understanding the journal articles
when reading them. Although such occurrencemay as well be relevant to students whose
first language is English, it is yet more prevalent in students whose first language is not
English and, as such, is rightly related to the lack of receptive and productive skills in
the English language [25, 33–35, 48]. Many ESL students would agree that they find
it valuable to learn ways of avoiding plagiarism by improving their academic writing
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skills. Yet, they may not know how to do it, and their first language and culture may
hinder recognition and avoid plagiarism rather than support it.

2.2 Exploring Reasons Students Use AI Paraphrasing Tools in Academic Writing

The prominence of academic writing in higher education is well-known, and so is the
necessity to develop it when learning English as a second language and aiming to be
enrolled in English medium universities [45–47]. Research in the discipline of English
language teaching has generally focused on analysing teachers’ perceptions, but not
enough has been done to explore students’ perceptions. The perceptions of students
about academic writing and writing in general, relate to their perceptions of the use
of paraphrasing or AI tools to write academically. According to a study by Ismail [31],
when participating in focus groups, students tend to be open to exploring the perceptions
of others about issues relevant to them and employ the newly constructed knowledge in
the new encounters they have in newly constructed realities. Furthermore, the same study
found that students were open to talking about their difficulties when writing academ-
ically, and it is important that teachers see their opinions as valuable and subsequently
get included in the adaptations of the curriculum design. Understandably, awareness of
students’ needs is the steppingstone towards dealing with these needs and subsequently
can lead to including them in the alignment of the curriculum design of academic writing
skills classes [26–29, 43, 45].

Studies of theory and research in human psychology show that understanding stu-
dents’ needs and views can support the path towards supporting these needs and nurturing
the process of broadening students’ horizons in support of improved behaviour regarding
teaching and learning and utilisation of paraphrasing and AI tools for learning academic
writing [27, 30, 41, 42, 46, 48]. The thorough exploration of students’ needs, which
can be made possible through in-depth interviews or focus groups, could contribute to
successful changes in the behaviour of students [15]. Questions asked in focus groups
are formulated around themes that are generated from specific headings related to the
topic in question; hence, analysing the findings from the focus groups through qualita-
tive means looking into the depth of students’ thoughts can consequently support the
process of utilising the paraphrasing and AI tools to write academically while maintain-
ing upholding academic integrity and maintaining adequate levels of academic writing
proficiency [8, 9, 29, 31, 31, 40]. For instance, although students use paraphrasing or
AI tools, they may feel confusion or fear when using them. These emotions may come
from worries that they may have academic consequences of using them. In other words,
despite the widespread use of paraphrasing or AI tools among students, it is valuable
that educators investigate regulating such usage [27, 35, 47, 54]. The starting point of
this regulation comes from recognising students’ needs and acknowledging their use of
the tools [29, 33, 38, 39, 45]. This exploration can potentially empower students with the
understanding of the adequate use of the tools, and this can result in supporting teaching
and learning rather than doing a disservice to the process as a whole.
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3 Methodology

The study utilized qualitative methods and involved focus groups. The research focused
on four aspects: 1) identifying students’ perceptions of what constitutes plagiarism, 2)
identifying reasons for using paraphrasing or AI tools, c) exploring students’ percep-
tions of the usefulness of paraphrasing or AI tools and d) exploring students’ perceptions
of ways of using paraphrasing or AI tools. The approach taken in this study was that
of deductive qualitative research that draws lessons from the theoretical approach and
applies those to the collection and analysis of the data (Pearse, 2019, June). The ratio-
nale behind choosing this approach was connected with the potential that the deductive
qualitative research provides a platform for addressing issues related to the thematic
understanding of knowledge of behavioural and social processes connected with the
utilisation of paraphrasing tools in students’ academic writing and instances of plagia-
rism. Nevertheless, it is worth pointing out that since focus groups focus on in-depth
questioning techniques, analysing the results is lengthy and complex.

Two focus groups, each with five student members, were chosen for the purpose of
data collection. Students participating in the focus groups were from various countries
and spoke different first languages. The language used during the focus groups was
English. To ensure that the participants were equipped with the adequate language skills
to elaborate on the themes chosen for the focus groups, purpose random sampling was
chosen as adequate for this stage of the study, and all the students who participated in
the first focus groups acquired an IELTS score of 5.5 and the second focus group, IELTS
score was 6 or 6.5. This step was taken to ensure that participants had the linguistic
abilities to provide sufficient information required to answer the research questions.
Participants were all students enrolled in various undergraduate degrees at the time
of the study and were all enrolled in multicultural universities in the UAE, Canada
and Australia. Positions held by students were influenced by their perspectives, which
contributed to the examination of the research questions. All the participants signed a
consent form and were encouraged to express their opinions in a long, in-depth way,
which, as a result, helped in extracting codes and categories to answer the research
questions. The qualitative tool used to analyse the data generated from the focus group
was NVivo. First, the themes that were more common in the discussion were singled out,
and then the software was used to explore the degree to which these themes influence
students’ intention to self-report plagiarism and to use paraphrasing and AI tools to
write academically. It is worth mentioning that this study is part of a larger-scale PhD
thesis that aims to investigate the utilisation of paraphrasing tools to reduce instances of
plagiarism based on the theory of planned behaviour.

4 Results

Based on data analysis, two key themes emerged from the data: inadequate vocabulary
and grammar skills, lack of time management, and increased stress levels, which may
result in increased instances of plagiarism.
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4.1 Inadequate Vocabulary and Grammar Skills

Writing has always been perceived as the most bothersome and challenging skill to
develop for most students. The difficulties related to writing depend on the degree of
English language development in each student. This study found that students with
weaker vocabulary and grammar skills used paraphrasing tools to increase their under-
standing of the topic and improve the degree to which they could use the new vocabulary
and grammatical forms. Students with an IELTS score of 5.5 mentioned using the tools
as beneficial to improve their linguistic abilities. One of the students mentioned that:
“I use the tools as I feel my vocabulary is very limited”. Another student mentioned
that: “Although I try hard to express myself in writing, I feel that my sentences are short
and not clear”. One of the students mentioned that he used the tools very often: “The
structure of my first language is different from the structure of the English language. In
my language, verbs are added at the end of the sentences, and I always forget this when
writing. The translation and paraphrasing tools help me with the sentence structure and
help me stay focused”. Another student mentioned: “I use the tools because I feel that
my vocabulary is poor, and even if I try to use similar words, I use them wrong”.

The difficulty experienced due to inadequate vocabulary and grammar skills was
mainly noticed in the focus group, whose participants had achieved an IELTS score of
5.5, and was less prevalent in the focus group, where participants had achieved an IELTS
score of 6.0 or 6.5. The qualitative analysis of the data showed that the challenges of
vocabulary and grammar skills hindered students’ learning and were highly connected
with their academic satisfaction. All five students who scored 5.5 in IELTS mentioned
that they were surprised when they started attending foundation-level subjects because
they found the English language used in journal articles difficult to comprehend and
thought it was even more challenging to write about. One of the students mentioned
that: “I understand only a small amount of what I read in journal articles, and I feel I
cannot write about it”. “Most of what I read is very complex, and the sentences are long
and confusing for me”. Interestingly, two out of five students who pointed out that they
had difficulty with vocabulary and grammar skills highlighted that: “It is nice when our
English teacher explains the topic through activities in class”. “I like it when my teacher
encourages me to read articles and helps me to find them”. It is worth mentioning that
students who had received a lower IELTS score considered writing more important than
students who had received a higher IELTS score. All the five students who had received
an IELTS score of 5.5 stressed that: “English is very important for their studies in higher
education”.

4.2 Lack of Time Management and Increased Stress Levels and Increased
Plagiarism Instances

Students in both focus groups mentioned that often, they are short of time and may
opt to plagiarise. “We know that copying and pasting is wrong, but we do not have
time to write appropriately”, mentioned one of the students. Another student said “I
procrastinate easily, and although I know that plagiarism is morally wrong, I feel it is
the only way that I can finish assignments on time”. One of the participants who aimed
at receiving higher distinction in his assignments pointed out: “I research a lot before
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writing an assignment, and then I lose focus and try to finish my assignments on time”.
“Very often, I find myself less worried about plagiarism and more concerned about
submitting on time and receiving an HD”. Seven out of ten students who participated
in the focus groups were of the opinion that most subjects have assignments at similar
times and found it challenging to complete them simultaneously. They highlighted that
in schools, it is different because teachers break down the tasks in the lessons, and they
have small quizzes to take before the big tests, while in university, teachers expect them
to be more independent and not focus very much on small tests that can prepare them
for their English assignments.

5 Discussion

While the use of paraphrasing and AI tools and the widespread plagiarism instances
continue to dominate the arena of higher education, involving students in the discussion
and taking into consideration their voices seem the most suitable plan of action [32,
34, 36]. Consideration of students’ voices not only supports the understanding of their
perceptions but can also help teachers in designing better-aligned curricula. The results
of this study agreed with those of Cotton, Cotton and Shipway [9], who pointed out that
themost common issues that encourage the use of paraphrasing tools and, in many cases,
involvement of students in plagiarism instances are related to lack of time management
skills, inadequate knowledge of linguistic abilities in English language and the inability
to write academically. Furthermore, this study found that irrespective of what happens
on the technology side, it is valuable to consider all the technological advances that could
be utilised in favour of teaching and learning, provided that we understand and utilize
them appropriately. This finding also concurs with Cotton, Cotton and Shipway [9] and
Nicolic et al. [39], who tend to view paraphrasing and AI tools as educational tools that
could add value to teaching and learning and are understood appropriately and utilised
accordingly.

6 Conclusion and Recommendations

In conclusion, while the findings of this study cannot be generalised because they were
based only on two focus groups and the sample was limited, the findings do provide
adequate information about changes required to take place in the way academic writing
is taught in class and ways that it is assessed. In other words, it is important to break
down the assessment tasks into smaller tasks and organise classroom activities to facil-
itate students’ understanding. Another important step that should be taken is to start
using paraphrasing tools, especially to improve the vocabulary and grammar skills of
weaker students [14, 16, 17, 29, 36, 37]. Another valuable finding of this study is to
include reflective tasks in academic writing classes so students can develop their criti-
cal and analytical thinking abilities while writing in a less formal format. Furthermore,
teachers should aim to design classroom materials with more activities and tasks that
support the teaching and learning of writing strategies, such as summarising, coherence,
cohesion, unity, searching for information and paraphrasing. Finally, this study should
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be followed by studies that analyse the improvement in curriculum design and the inclu-
sion of paraphrasing or AI tools in the process of teaching and learning academic writing
skills.
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Abstract. This paper presents the analysis on the language use of non-native
(L2) Japanese speakers with focus on their proficiency in group discussion con-
versations. Due to the demographic development the necessity to close the result-
ing gap with foreign employees/workers and thus, non-native speakers is increas-
ing. This work is based on a corpus collected in an experiment which acquired
multimodal sensory data in collaborative tasks with unbalanced mixed setup,
composed of one none-native speaker and three native (L1) speakers. Each group
was given the task to discuss two topics and find a joint decision. This work
aims to find the insights how the proficiency of the speakers and the difference in
being a native or non-native speakers changes the used vocabulary and decision-
making process, which will later be a major issue to ensure an efficient work
of such mixed groups. The analysis is based on findings of a total number of
seven groups and thus seven L2 speakers. The analysis is on the mora duration
of the participants during the discussion, the stability of L1 and L2 speakers are
compared with overall statistical information. We also introduced the use of one-
dimensional convolution neural networks to analyze micro characteristics of the
sequence of moral durations. The results show that it is positive to adopt the char-
acteristics in automatic assessment on the proficiency level of L2 speakers.

Keywords: Multiparty interaction · group discussion · multimodal interaction ·
L2 learner · conversation analysis · Japanese language education · convolutional
neural network

1 Introduction

In developed countries, the declining birthrate and aging population are progressing.
Especially in Japan, the ratio of the population over 65 years old has been already as
high as 28.1% and is expected to over 1/3 by 2036. On the other hand, the total pop-
ulation is expected to continuously decrease to be less than 100 million from current
126.4 million by 2053 [2]. In order to supplement the decreasing working popula-
tion, Japanese government has started to relax the regulations on introducing foreign
workers. The increase of foreigner workers in Japanese society can be expected in near
future. In such a situation, foreigner workers are the minority and have to collabora-
tively work with Japanese colleagues who are the majority. The working environment
is optimized for the Japanese, the rules of the company were also established by the
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Japanese. Not only the language barrier, but the differences in habits, the way of think-
ing, common ground, and the communication styles oriented from cultural backgrounds
may inhibit efficient team work.

Under an unbalanced environment where non-native (L2) speakers have to work
with native (L1) speakers who are in majority, the L2 speakers may show degraded
performance on the task due to the burden of language and unfamiliarity of the local
culture. This may further decrease the team efficiency. Our project is aiming to under-
stand the issues which may occur in an unbalanced teamwork, based on the results we
would like to develop supportive technologies to close the gap and improve the team
efficiency. This work is based on the corpus collected in an experiment which acquired
multimodal sensory data in collaborative tasks with unbalanced group setup: each group
is composed of one L2 speaker and three L1 speakers. Each group discussed two topics
and made joint decisions on them. One topic is a free brainstorming one and the other
one is the ranking problem on a list of candidates. There are less limits in the vocabu-
lary of the former one and it is supposed to be more difficult for a L2 speaker to join.
The discussion on the later one is supposed to be surrounding the candidates and thus
should be easier for the L2 speakers to join. Each session for one topic is 15min long.
Experiments with such mixed groups as well as homogeneous groups (all L1 Japanese
speakers speaking in Japanese, all L1 Chinese speakers speaking in Chinese) are con-
ducted. From our knowledge, there is no such corpus available and we believe the data
collected can provide valuable resources for developing tools in supporting unbalanced
groups.

The best way to improve the ability to speak a foreign language is by speaking a
lot with its native speakers. However, it is generally difficult to get a native speaking
conversation partner to practice conversation with a L2 speaker at a time and place of
the L2 speaker’s choice. Intelligent virtual agents which can simulate some specific
communication style, including the language itself, gestures, facial expressions as well
as cultural backgrounds are good examples of such tools [9,15]. L2 speakers can then
practice how to communicate with L1 speakers through the interaction with intelligent
virtual L1 agents in a virtual environment where various situations can be simulated.

During the interaction, to help the L2 speaker to improve his/her speaking skill, the
system needs to automatically assess the language proficiency level of the L2 participant
and adjust the behaviors of the virtual agents according to the L2 speaker’s level in
runtime. Many factors like pronunciation, grammar, vocabularies, fluency and so on
can be considered to assess the language proficiency of the L2 speakers. We previously
analyzed the use of words of L2 speakers regarding their proficiency level [5]. We did
find some characteristics which can be used as the features to assess L2 speakers’ level,
but they are not deterministic. In this specific paper, we report our exploration on the
potential of using mora in the automatic assessment of L2 speakers’ proficiency level.

Mora is a linguistic term that denotes a basic timing unit of a certain spoken
language. A syllable is composed of one or multiple moras. Not all languages can
be counted by moras, but the Japanese language is one of those mora languages. In
Japanese, a mora is also called a haku (beat). Its duration is usually the same as a
Japanese kana but with some exceptions: a sokuon (lengthened consonant) itself does
not involve voice production but is counted as one mora. It does not exist individu-
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ally but must be surrounded by other sounds. A choon (long sound) is counted as two
moras. L1 Japanese speakers are known to speak in nearly even mora durations while
adult Japanese learners whose language abilities have already developed are influenced
by their native language and cannot move their mouths and tongues so smoothly and
precisely as L1 speakers. The instability of mora duration causes the unnatural percep-
tion of their pronunciation and is observed as a characteristic to assess L2 speaker’s
proficiency level [11,13].

This paper reports the investigation of the research questions on a subset of the
data corpus. Seven groups and thus seven L2 speakers are analyzed and are compared
with 21 L1 speakers. The analysis is on the mora durations of L1 and L2 Japanese
speakers. In addition to basic statistical metrics, we also conducted machine learning
experiments based on one-dimension convolutional neural networks (CNN) [8]. Such
1D CNNs extracts the relationship among the neighboring elements of a sequential
data in their contribution to the final learning results. We use this technique to find the
reason for the consequent consonant-vowel-consonant-vowel-.... can distinguish L1 and
L2 speakers. We also compare the characteristics of mora durations on the proficiency
levels (low, middle, high).

1D CNNs extracts the relationship among the neighboring elements of a sequen-
tial data in their contribution to the final learning results. We use this technique to find
the reason for the consequent consonant-vowel-consonant-vowel-.... can distinguish L1
and L2 speakers. We also compare the characteristics of mora durations on the profi-
ciency levels (low, middle, high). In this paper, we investigated the following research
questions:

RQ1: Are there any distinguishing characteristics of mora durations among proficiency
levels in practical conversation?

RQ2: If the answer of RQ1 is “yes,” is it possible to utilize mora durations in the
assessment of proficiency levels?

RQ3: If the answer of RQ2 is “yes,” what is the potential cause of the characteristics?
Is it possible to use the information to support L2 learners?

The paper is organized as the follows, Sect. 2 introduces related works, Sect. 3 intro-
duces the data corpus used in this work, Sect. 4 explains the procedure of how the anal-
ysis was conducted and discuss the analysis results, and Sect. 5 concludes the paper.

2 Related Works

In the computer science field, there have been research works on machine learning
based on nonverbal features, including such features as speaking turn, voice prosody,
visual activity, and visual focus of attention on the interaction of small groups. Aran and
Gatica-Perez [1] presented an analysis of participants’ personality prediction in small
groups. Okada et al. [17] developed a regression model to infer the score for commu-
nication skill using multimodal features, including linguistic and nonverbal features:
voice prosody, speaking turn, and head activity. Schiavo et al. [18] presented a system
that monitors the group members’ nonverbal behaviors and acts as an automatic facil-
itator. It supports the flow of communication in a group conversation activity. There
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are works in exploring the barriers of L2 speakers in group discussion [19] or on their
behavior changes between the group discussion in L1 and L2 languages [20]. But most
of them are about using English as the targeted language.

After two decades of intensive research activities, the technologies of intelligent
virtual agents have been getting more and more mature and the agents are deployed in
a large variety of applications [10]. Language training is not an exception. However,
most of the works are targeted in English since it is a de facto international common
language. Projects like InteLLA1 which adopt state-of-art technologies like multimodal
interaction and language skill assessment based on machine learning techniques are also
being conducted in Japan for Japanese English learners. Not only for learning a foreign
language, intelligent virtual agents are also adopted in the simulation of refugees and
their non-native accent for the training of the personnels of welfare services [16]. On
the other hand, Japanese language, as a relatively minor language, there are much less
activities or applications available. The commercial product, “Aoi Speak” released by
DeepBrain2 is one of the few examples. Due to its commercial purpose and mobile
phone platform, the interactions are limited. There is a 2D agent but the input/output
(IO) are only limited to voice. The agent’s turn and the user’s turn are one after the
other. The user always answers the agent with a specified sentence and has to press
the record voice button. It does not perceive the user’s nonverbal behaviors and does
not respond with nonverbal behaviors, either. The practice of social interaction is not
possible on these kinds of platforms.

Although there are a number of academic research works on Japanese language
learning in the fields of linguistics and language education [12], we found few works
from the computer science field. In the field of Japanese education, the influences on
Japanese mora timing from the foreign learners’ mother tongue have been investigated
in detail. Nagai [13] investigated the duration compensation between consecutive vow-
els and consonants between English speakers and native Japanese speakers when they
speak Japanese. Masuda [11] investigated the pronunciation of sokuon of English and
Korean speakers when they speak Japanese. However, these works are only based on
the records of specific and exactly the same words rather than a conversation.

This work distinguishes previous ones in the following aspects:

– Unbalanced composition of L1/L2 speakers in the members of small groups where
L1 speakers are in majority and talk in the same language (Japanese). The influences
emerged under the pressure of the conversation with native speakers as the majority
in the group are expected to be observed.

– Comparable data of the sessions in Chinese-speaker/Chinese-speaker, Chinese-
speaker/Japanese, and Japanese/Japanese combinations so that the behavior changes
of both of Japanese and Chinese-speaker participants can be analyzed.

– Data corpus collection and analysis in Japanese as 2nd language in the computer
science field where sensory data is recorded and meant for machine learning tasks.

1 https://www.teai-waseda.jp/.
2 http://deepbrain.jp/.

https://www.teai-waseda.jp/
http://deepbrain.jp/
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– Data corpus is recorded during natural conversation rather than a collection of spe-
cific individual words. The conversation is task oriented so that the participants are
supposed to utter similar words. The data is therefore more controlled than a chat
conversation.

3 Data Corpus

3.1 Experiment Design

In order to extract the characteristics of unbalanced groups, we conducted the experi-
ment to compare unbalanced groups with homogeneous groups. Participants are formed
to be groups in the following conditions:

Unbalanced groups: collaborative decision-making discussions were conducted by
four participants, three native Japanese speakers and one native Chinese speaker
who speaks Japanese as a second language. The language used is Japanese only.
Chinese-speaking participants are required to be living in Japan for at least one year,
pass Japanese Language Proficiency Test (JLPT) level N2, and be confident to talk
in Japanese fluently.

Homogeneous groups: composed of native Japanese or Chinese speakers only. The
languages used are the participants’ native languages (Japanese or Mandarin
Chinese).

Chinese speakers are chosen as the foreigner participant because they are the major-
ity of foreigner students in Japan (Chinese and Taiwanese, 41% in 2018) [6]. Consid-
ering the potential wider range of foreign students and the ease for people in the same
generation to talk, the range of the participants are limited to between 18 to 29. All
groups are composed with equal numbers of male and female participants to prevent
gender bias in the results.

In order to identify the causes of the differences of participants’ behaviors, the fol-
lowing factors are considered in the selection of discussion topics: the categories and the
knowledge level. For the categories of topics, we considered the factor of whether there
are prior candidates to choose from in making the final decision. Following the previ-
ous work [14], two typical categories of topics were selected in investigating this factor,
ranking style and brain-storming style of topics. Because each participant is invited
to attend two experiments (unbalanced and homogeneous groups) if his/her schedule
meets, two topics are prepared for each category.

Ranking Style Topics: Participants are asked to collaboratively rank the items from a
given list based on their importance or goodness. The discussion is supposed to sur-
round the items in the list, and the participants are supposed to recall the vocabulary in
a more limited space. The topic in this category should be easier for a L2 speaker. The
topics for discussion in this category:

– Ranking of anime titles: participants are asked to predict the top-five rankings from
a list of 15 Japanese anime titles based on their popularity. The correct answers are
the scores of these titles on a Japanese SNS site where its members can discuss
and score anime titles3. On this site, popular titles have at least several hundreds of

3 https://www.anikore.jp/pop ranking/.

https://www.anikore.jp/pop_ranking/
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evaluations and can be considered as a reliable source. Because it is possible that
some participants do not know the titles of the anime, we prepare the preview video
clips of each title which has the duration around five minutes so the participants
can prepare themselves before the discussion. There is no time limitation for the
participants to watch the video clips, but they usually finish the preparation within
20min.

– Winter survival exercise: this is a classic task in the research field of group dynamics
[7]. The participants are asked to rank the top-five important ones from a list of
15 items with an assumption that they met an airplane crash in winter mountains.
Item scores determined by experts are available for evaluating this task. Because the
participants are not necessarily familiar with all of the items, the text descriptions of
the functionalities of the items are provided to them.

Brain-Storming Style Topics: Participants are asked to collaboratively deliberate as
many ideas as possible without prior candidates. In this work, the preparation of a
debate is decided to be the brain-storming task. The participants are asked to discuss the
supporting and defending points from a point of view where they are preparing to debate
it with another team. Because reliable sources of the evaluation of group performance
on this type of task are not available, the count of deliberated supporting/defending
points can be used as an objective metric of group performance. Therefore, all experi-
ment sessions have to be conducted with the same point of view on each topic. We set
it to be the side of positive opinion of the topics. In such a task, the boundary of the
vocabulary is supposed to be broader and should be more difficult for the L2 speakers
to join.

– Deregulation for introducing foreign workers: the participants are instructed to dis-
cuss this issue from the view point of its effect on Japanese society.

– Justice of animal experiments: the participants discuss the trade-off between
advances in medical technology and the rights of animals.

During the experiment, Chinese-speaking participants are expected to have some
degree of handicaps in their communication with the Japanese language. We have a
hypothesis: if there are manipulatable objects that can be used to convey the partici-
pants’ ideas, the discussion may be facilitated to achieve better team performance.

The setup of the recording environment is shown in Fig. 1. The experiment partici-
pants sit around a 1.2m× 1.2m square table. Two video cameras are used to capture the
overall scene. Every one of them had a dedicated WebCam (Logitech Brio Ultra HD) to
capture his or her face in large size in 1920× 1080 resolution at 60Hz frame rate. Four
additional WebCam (Logitech C920) are attached at diagonal direction of the table to
compensate for the center ones in the case when the participants face to the sides. These
cameras have 1920× 1080 resolution and capture at 30 fps. For each trial the data set
contains 15min of four face camera recordings and four corner recordings. In addition
to the eight WebCams, two high-resolution (4K) video cameras (Sony FDR AX-700)
are used to capture.

The participants also wear motion capture suites (Noitom Perception Neuron 2.0),
and their body movements including fingers are recorded. In five out of the 18 exper-
iment sessions motion data was recorded at 60 fps with 33 sensors. The sensor data
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was interpreted with a human body model by the bundled Axis Neuron software and
translated into a BVH file containing the 3D coordinates for 72 body parts at 60Hz.
Each participant wore a headset microphone (Audio-Technica HYP-190H) which was
connected to an audio digitizer (Roland Sonar X1 LE).

Fig. 1. Setup of the data corpus recording experiment. The female participant who is facing the
camera is the L2 speaker who is perceived highest level of Japanese proficiency (H1)

3.2 Experiment Procedures

All subjects were recruited in Kyoto University, nearly all of them are students with
only one exception, an office staff. Nine native Chinese speakers (three males and six
females, mean age: 25.1) and 33 Japanese participants (18 males and 15 females, mean
age: 22.7) were recruited for the experiment. Considering the potential wider range of
foreign students and the ease for people in the same generation to talk, the age range of
the majority of the participants is from 18 to 29 with only two exceptions (one is 31 and
one is 36). Chinese-speaking participants were required to have been living in Japan
for at least one year, passed Japanese Language Proficiency Test (JLPT)4 level N2 and
above, and self-declared that they can communicate in Japanese fluently. The Chinese
speaker participants come from various nationalities including China, Taiwan, Canada
etc. but all of them speak Mandarin Chinese as their first language.

The experiment was conducted in an in-subject manner, that is, the participants
participated in two experiments, in an unbalanced group and in a homogenous group
(speak in Japanese or Chinese as their L1). These participants were formed into 17
groups: eight mixed ones, seven Japanese-only ones, and two Chinese speaker-only
ones. All groups are composed of the participants in the same gender or equal number
of male and female participants to prevent gender bias in the results. The differences of
group dynamics may be caused by the balance of a member’s cultural background and

4 https://www.jlpt.jp/e/.

https://www.jlpt.jp/e/
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may be caused by the personal traits. After the introduction of the whole experiment,
the big-five [4] personality test of each participant is conducted. They then discuss
two assigned topics, one is a ranking style topic and the other one is in brainstorming
style. Each discussion session is limited to 15min. An alarm clock is placed in front of
each participant to help them to conclude the discussion within the allowed time slot.
After the experiment, they filled questionnaires which evaluate the performance of the
group and the individual participants. As Fig. 1 shows, an alarm is placed in front of
each participant so that they can be aware of how much time is remaining and try to
finish their discussion within the allowed time slot. After each discussion session, the
participants are asked to fill a questionnaire about the performance of the group, the
other members, and themselves.

4 Analysis

4.1 Proficiency Levels of L2 Participants

For the work reported in this paper, a subset of the collected corpus, seven mixed
groups and thus seven L2 speakers are analyzed and are compared with 21 L1 speakers.
Although the conditions in recruiting the L2 participants, they all at least hold the level
N2 of JLPT and all claimed that they are fluent in speaking Japanese, their actual pro-
ficiency levels are diverse. For the analysis, the L2 participants are divided into three
levels, low, middle, and high according to the following criteria by the experimenter.
The experimenter is not a native speaker of Japanese language but has been living in
Japan for more than 20 years since his 20’s and holds professor positions for 13 years in
Japanese universities. He teaches in Japanese and works in the field of communication
science.

High (H) : the participant may have some foreign accent in his/her pronunciation and
may have some non-native choices occasionally, but those are able to be compen-
sated by L1 participants implicitly. The participant speaks Japanese fluently and has
no difficulties in capturing L1 speakers’ vocabularies and speed. The discussion is
smooth and there are no observable issues occurring due to one of the participants
being a foreigner.

Middle (M) : the participant’s proficiency level is perceived lower than the partici-
pants in the High group. The participant can speak Japanese fluently and can cap-
ture almost all of what the L1 speakers said. However, the participant’s vocabulary is
perceived to be limited. Sometimes the participant cannot figure out how to express
his/her ideas and requires the assistance from the L1 speakers explicitly.

Low (L) : the participant’s proficiency level is perceived lower than the participants in
the High and the Middle group. The participant does not speak Japanese fluently and
the vocabulary is even more limited. The participant is perceived not to be not able
to fully engage the discussion.

According to the criteria above, three of the L2 participants are rated as in the High
group, two in the Middle group, and two in the Low group.
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4.2 Extraction of Mora Durations

From our knowledge, currently there is no tool which can extract mora duration directly
from voice data. Therefore, the mora duration information was extracted by the follow-
ing procedure:

1. Transcription: the video data is then sent to a professional service for manual tran-
scription. Since the L2 participants sometimes did not pronounce some words cor-
rectly or used wrong words, these errors are annotated with the correct words that
the participants are supposed to say in addition. Laughings and coughings which are
observed in the data set are distinguished with utterances with specific tags. Since
the segments of laughings and coughings cannot be identified, the utterances con-
taining those tags are omitted from the dataset in this specific investigation.

2. Transformation to Kana representation: three types of characters, hiragana,
katakana, and kanji are used in the Japanese writing system. Hiragana and Katakana
are both syllabaries which are used to denote Japanese phonological units, that is,
mora. These two variants are used in different situations and are generally called
kana. Hiragana is usually used in denoting traditional Japanese terms, grammartic
expressions, and the combination with kanji (Chinese characters). Katakana is usu-
ally used to denote a sound and is especially often used to denote the pronunciation
of foreign languages. Kanjis, as the original Chinese characters are ideograms and
are pronounced as one or more hiraganas in Japanese. The manual transcriptions
of the video corpus contain all of the three types of denotations and are uniformly
transformed to hiragana form with a tool, KAKASI5. The utterances with laughs are
omitted from the analysis.

3. Phonological analysis and timing alignment: after transforming the transcriptions to
hiragana representation, the speech recognition tool, Julius6 is used for the phono-
logical analysis and the timing alignments of phonemes and the sound files can then
be determined. After getting the timing information of the phonemes, mora durations
can be computed from the combination of consonant-vowel pairs.

4.3 Statistical Analysis of Mora Durations

The overall summary of the results of the procedures above is shown in Table 1. The L2
participants in the group 1 to 3 are judged as high proficiency level, where the ones in the
group 4 and 5 are middle, and the ones in the group 6 and 7 are low. Since the dataset
size is quite small (only two to three samples at each proficiency level), no obvious
tendencies could be found from the distribution. On the other hand, the higher level
does not necessarily introduce more utterances from the L2 speaker. How much the L2
participants spoke seems to depend more on the participants’ personality. It appeared
that L2 participants with intermediate or higher proficiency were able to communicate
well enough with L1 participants in the aspects of the number of utterances. The L2
participants in group 1, 2, and 4 spoke considerably more than their L1 partners. But
the L2 participants at low proficiency level did have difficulties in catching up with

5 http://kakasi.namazu.org/index.html.en.
6 https://github.com/julius-speech/julius.

http://kakasi.namazu.org/index.html.en
https://github.com/julius-speech/julius
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their L1 partners. They could not acquire floors smoothly and therefore spoke much
less. Interestingly, the utterance durations are similar between the L2 participant and
L1 participants. This may be caused by the synchrony effect where the participants
may have had an influence on each other and talked in a similar way. Also, it could be
observed that L1 participants talked in a more common way than the L2 participants
while the L1 participants had similar mora counts per word (standard deviation: 0.083)
but the L2 participants had larger variety among each other (standard deviation: 0.203).

Table 1. Overall summary of the results of mora duration extraction. “C” columns show the data
of the Chinese speaker in each group while the J columns show the data of the average values
of the three Japanese participants in the same group. “Uttr.” means an utterance and the mark, #
denotes the number of that item. The unit of duration is second

Group Uttr. # Uttr. duration Word # Mora # Mora #/Word

C J C J C J C J C J

1 (H) 412.0 175.3 1.456 1.225 1,816.0 836.3 3,116.0 1,190.7 1.716 1.424

2 (H) 384.0 271.3 1.528 1.530 1,854.0 1,384.3 2,781.0 2,134.7 1.500 1.542

3 (H) 138.0 302.3 1.674 1.497 837.0 1,630.3 1,161.0 2,568.0 1.387 1.575

4 (M) 412.0 270.3 1.561 1.527 2,170.0 1,347.0 3,292.0 1,986.7 1.517 1.475

5 (M) 242.0 328.3 0.916 1.123 954.0 1,646.7 1,083.0 2,628.0 1.135 1.596

6 (L) 92.0 246.0 1.250 1.343 407.0 1,082.3 655.0 1,464.3 1.609 1.353

7 (L) 173.0 325.0 0.715 0.966 571.0 1,437.7 662.0 2,236.0 1.159 1.555

Average 264.7 274.1 1.300 1.316 1,229.9 1,337.8 1,821.4 2,029.8 1.432 1.503

Std. Dev. 126.7 49.1 0.333 0.204 650.1 269.9 1,098.4 496.7 0.203 0.083

The statistics of the mora durations of the Chinese speaker of each group and their
native Japanese partners are further investigated. The results are shown in Table 2. Sim-
ilar to the results in Table 1, there was no obvious tendency regarding to proficiency
level found in this table, either. L1 speakers spoke in a more common way, their mora
durations were more similar to each other than L2 speakers (standard deviation: 0.009
versus 0.020). When each individual speaker is considered, L1 speakers also controlled
their mora duration significantly more steadily than L2 speakers (standard deviation:
0.100 versus 0.108, two sided t-test, p < 0.05). In addition, the mora durations of L1
participants are significantly shorter than L2 participants (0.114 s versus 0.138 s, two
sided t-test, p < 0.05).

The results above verified the findings of previous studies where L1 speakers can
control their pronunciation at a more stable level than L2 speakers in the aspect of
mora duration. The results also provided positive answers to our RQ1. The absolute
duration of mora as well as the stability of mora duration should be able to be used for
detecting whether a person is a native Japanese speaker or not. The current dataset size
is still small at each proficiency level and it is unclear whether the characteristics can
have sufficient resolution to distinguish the three proficiency levels among L2 speakers.
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Table 2. Statistics of the mora durations of the Chinese speaker of each group and their native
Japanese partners. The values in “J” column are the average of the three native Japanese speakers.
The unit of all cells is second

Group Average Std. Dev. Max. Min.

C J C J C J C J

1 (H) 0.149 0.106 0.088 0.088 0.810 1.030 0.030 0.030

2 (H) 0.156 0.133 0.134 0.125 1.860 1.933 0.030 0.030

3 (H) 0.146 0.117 0.116 0.099 1.340 1.217 0.030 0.030

4 (M) 0.131 0.120 0.121 0.116 1.860 1.237 0.030 0.030

5 (M) 0.111 0.104 0.093 0.073 1.080 0.810 0.030 0.030

6 (L) 0.165 0.109 0.110 0.115 0.880 1.267 0.030 0.030

7 (L) 0.109 0.107 0.097 0.080 0.520 1.180 0.030 0.030

Average 0.138 0.114 0.108 0.100 1.193 1.239 0.030 0.030

Std. Dev. 0.020 0.009 0.015 0.018 0.481 0.320 0.000 0.000

Nevertheless, the closer to L1 speaker the level is higher, is a reasonable hypothesis, it
should be possible when there is more data available

4.4 Analysis Based on 1D CNN

The analysis was based on the overall statistics, in order to further explore the charac-
teristics of mora duration at a micro level, that is, the relationship between moras, we
introduced the use of the 1D CNN model. During the learning phase of 1D CNN, the
relationship among the neighboring elements of a sequential data in their contribution
to the final learning results is stored in the form of filters. By investigating the weights
of the filters, how the relationships in the mora sequence are reflected to the classifica-
tion of proficiency level is expected to be found. We understand it should be difficult to
predict proficiency level merely by mora durations, the main purpose is for the analysis
not for a proposal of a complete automatics assessment model. We therefore introduced
a relatively simple 1D CNN architecture for the purpose. The organization of the net-
work is shown in Fig. 2. An 1D CNN layer is used to extract the relationship of a fixed
length sequence of mora duration in multiple filters. The learning of the filters is like
scanning the whole sequence of an utterance by shifting the filter. After the learning
converges, appropriate weights of each element will be assigned to the filters. One filter
is keeping one kind of relationship. We explored different settings on filter length, num-
ber of filters as well as other hyper parameters. The layer is followed by a max pooling
layer, a flatten layer to transform data format to one vector, finally a fully connected
layer and then the output layer.

We form the analysis as two classification problems as the follows:

Native/Non-native (L1L2): a two-class classification problem for detecting whether a
Japanese speaker is a native one (L1) or a non-native one (L2).
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Fig. 2. Organization of the network used in the analysis

Low/Middle/ High/Japanese (LMHJ): a four-class classification problem for the
assessment of three proficiency levels of L2 speakers and L1 speakers.

We adopted the same basic network organization for the two learning problems, and
optimized their learning individually. Epoch number is fixed to 30, activation function
of the fully connected layer is fixed to ReLU. And then all combinations of the filter
length (3, 5, 7), filter number (16, 24, 32, 40, 48), and the size of the fully connected
layer (16, 32, 40, 48) are explored. Since there are less L2 speakers than L1 speak-
ers (7 versus 21), the dataset is an imbalanced one. SMOTE [3] algorithm is used to
oversampling the data of L1 speakers. Recall rate of the Non-native class in L1L2 prob-
lem and the ones of Low/Middle/High class were used as the evaluation metrics, and
leave-one-subject-out cross validation was adopted.

Filter length 5, 24 filters, and 16 neurons in the fully connected layer were found
to achieve best classification results of the L1L2 problem. The recall of the L2 class
is 0.574 which is higher than the chance level (0.5 for a two-class classification prob-
lem). Although the difference is not large, mora duration showed its effectiveness in
distinguishing a L2 speaker from L1 speakers. Figure 3 shows the maps of all 24 filters
trained with all available data and the settings above. We increased the width of the 1D
filters to make them easier to be observed. The hidden variable values are shown in the
vertical direction, from the top to the bottom, each horizontal line denoting the weight
of one element, that is, one of five consecutive mora durations. Each map represents
one template-like relationship of those mora durations, and data samples are matched
with the templates to determine the final classification results. A completely white color
denotes the maximum value (1.0) and a completely black color denotes the minimum
value (0.0). A higher value means that element contributes more to the final classifi-
cation results in that filter. The filter lengths were chosen to be an odd number (3, 5,
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7) so that the relationships between the elements before and after the center one are
observable.

Fig. 3. Maps of all 24 filters learned L1L2 classification model

Each filter may have a different degree of influence on the final classification result.
We measured the strength by compute the products of the weights through the path from
each filter to each output neuron in the final output layer. Table 3 shows the weight prod-
ucts of each filter in the optimized L1L2 classifier for the L2 output. The filters with
larger absolute values have stronger influence on detecting a sequence of mora dura-
tion as the pronunciation of a L2 speaker. The influences can be positive and negative,
reflected in the sign of the values. From the table, we can find that the moras in front of
a certain mora have stronger positive influence (F5 = 7.410, F8=5.767), but the moras
behind it have stronger negative influence (F23=-12.687, F21=-10.321, F22=-9.079).
These results show that when L2 speakers speak Japanese, the duration of the mora is
affected by the previous mora, resulting in an unnatural pronunciation that distinguishes
them from L1 speakers. Note that the range is until two previous moras, and the effect
is stronger for the previous one than for the two previous ones.

On the other hand, filter length 3, 24 filters, and 40 neurons in the fully connected
layer were found to achieve best average performance of the LMHJ problem. The aver-
age recall of low, middle, and high class is 0.247 while the precisions of three classes in
this setting are 0.183, 0.288, and 0.270, respectively. Since the chance level of a four-
class classification problem is 0.25, the performance of the learned network is not better
than it. Therefore, it is unclear whether using mora duration is possible to distinguish
the proficiency to three levels based on the current dataset. Since there are only three
samples for the high group, and only two samples for the middle and the low group,
respectively. Although the performance of the model for the LMHJ problem is not con-
firmed, we analyzed it following the same procedure of the L1L2 problem. Figure 4
shows all maps of the 24 filters. Tables 4, 5 and 6 show the weight products of each
map for each output. There are no characteristics observable in the ones for middle out-
put. But, the interesting finding is that the weights with large absolute values for high
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Table 3. Weight products of each filter toward the L2 in the optimized model of the L1L2 classi-
fication problem

Filter Weights Filter Weights Filter Weights Filter Weights

F0 2.269 F6 4.697 F12 −5.939 F18 1.060

F1 −4.058 F7 2.198 F13 5.321 F19 −0.081
F2 3.215 F8 5.767 F14 −0.137 F20 −4.576
F3 2.322 F9 −5.662 F15 5.610 F21 −10.321
F4 −2.102 F10 −3.796 F16 −4.842 F22 −9.079
F5 7.410 F11 −4.341 F17 1.730 F23 −12.687

and low outputs have values with opposite signs (F18, F23, F1, and F4). This imply
that it may be able to distinguish two proficiency levels from the current dataset. To
summarize the results for our research questions, the answers for both of the RQ2 and
RQ3 are yes. Although it is difficult to use the mora duration alone, the results showed
it is possible to distinguish L1 and L2 speakers from their control of mora duration.
From the current dataset, three levels of proficiency could not be distinguished, though.
However, some potential was found if the target number of levels is reduced to two. For
the RQ3, the previous mora durations influenced the following one can cause unnatural
pronunciation, this is consistent with previous studies.

Fig. 4. Maps of all 24 filters of learned LMHJ classification model
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Table 4. Weight products of each filter toward the Low output, 2in the optimized model of the
LMHJ classification problem

Filter Weights Filter Weights Filter Weights Filter Weights

F0 2.639 F6 4.079 F12 4.992 F18 −1.256
F1 4.331 F7 −0.556 F13 2.714 F19 4.702

F2 2.947 F8 3.455 F14 −0.006 F20 6.385

F3 −0.430 F9 −0.727 F15 0.365 F21 4.504

F4 −2.026 F10 1.724 F16 2.445 F22 4.128

F5 −0.117 F11 2.713 F17 1.631 F23 8.091

Table 5. Weight products of each filter toward the middle output, 2in the optimized model of the
LMHJ classification problem

Filter Weights Filter Weights Filter Weights Filter Weights

F0 4.851 F6 −0.488 F12 −1.168 F18 2.345

F1 1.506 F7 2.192 F13 4.766 F19 0.791

F2 1.445 F8 5.056 F14 2.030 F20 0.810

F3 1.808 F9 5.603 F15 0.138 F21 1.163

F4 4.064 F10 6.958 F16 1.259 F22 0.967

F5 1.707 F11 1.462 F17 3.756 F23 1.293

Table 6. Weight products of each filter toward the high output, 2in the optimized model of the
LMHJ classification problem

Filter Weights Filter Weights Filter Weights Filter Weights

F0 −2.839 F6 −1.533 F12 −3.339 F18 4.112

F1 −5.506 F7 −0.447 F13 −3.658 F19 −4.476
F2 0.869 F8 −1.992 F14 1.620 F20 −0.366
F3 −0.939 F9 0.286 F15 3.711 F21 1.753

F4 −5.598 F10 −1.489 F16 3.240 F22 −3.956
F5 −2.278 F11 −2.360 F17 2.713 F23 −5.264
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5 Conclusions

This paper reports the investigation of the potential in using mora duration of L2 speak-
ers’ pronunciation to detect their proficiency level of Japanese language. We analyzed
the statistics of L2 and L1 participants’ mora durations based on a data corpus which
was collected in unbalanced group discussion. The results showed that there are indeed
characteristics distinguishing L1 and L2 speakers. The previous moras have influences
on the following ones. We also did preliminary analysis on the dataset by using 1D
CNN, the results were positive and we see the potential for adopting mora duration in
the automatic assessment model development.

Further direction of this work is to find the what kinds of computer aided support can
be realized in what kind of situations during collaborative work of unbalanced group
members. A short-term goal is to find the moments where non-native speakers have
difficulty in expressing their thoughts and provide handily hints in runtime. Also, the
transcription part of this work relies on human annotation, since the exact meaning of
the pronunciation is not critical for detecting correct pronunciation, we would like to
develop an automatic assessment model directly from the voice of the users. In order
to work on such detection task, the data corpus is still small, it is necessary for us
to conduct more experiments to increase the number of groups for more generalized
results.
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Abstract. Technology-enhanced learning (TEL) has profoundly transformed
education in recent years. In this line, the TELs have made it possible to transport
the pedagogical scenario to a virtual environment. However, as with face-to-face
education, the remote format poses complex challenges due to its dynamic and
unpredictable nature. In face-to-face classes, teachers have greater flexibility to
adapt to possible emerging situations, which is not the case for remote lessons. In
TEL, it is common for teachers to follow a predefined workflow to meet teaching
objectives during classes. The problem lies in the fact that these workflows could
be more flexible. Therefore, providing flexible and adaptable solutions to chang-
ing circumstances within a virtual classroom is necessary. Workflows are based
on formal specifications that have rules and steps to follow. We propose a design
specification for online learning that validates no deadlocks between the activities
and that the workflow is entirely achievable, all in a real-time environment. The
specification is tested on a workflow engine that automatically responds to events
from an online learning platform. To put our approach in a broader context, we
conducted a comprehensive and comparative study of various workflowmodeling
taxonomies. This analysis allows us to find existing modeling techniques in the
field of workflow research with flexibility characteristics that can be adapted to
the proposed specification. Our study concludes that an e-learning system that
allows for emergent changes can substantially improve the effectiveness of TEL
applications.

Keywords: flexible workflow · learning design · e-learning · model-checking

1 Introduction

Education and Learning Technologies (TELs) have proven valuable in many aspects of
education, but effectively implementing these technologies in remote learning environ-
ments presents unique challenges. Synchronous learning, in which participants interact
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in real-time, requires high coordination and flexibility. These learning environments can
be dynamic and unpredictable, as they are subject to various factors, such as variability
in student engagement, differences in learning styles, and fluctuations in technology
availability [1, 2].

Within this context, the technological platforms and tools that enable online and
synchronous education must be flexible enough to allow real-time adaptations based on
the emerging needs that may arise in a virtual classroom. Implementing EML, mainly
through IMS-LD, has provided a solid basis for formalizing TEL applications. However,
this implementation faces inherent limitations, especially inmanaging heterogeneity and
flexibility in pedagogical planning [3].

Despite IMS-LD’s ability to provide three levels of complexity, constraints have been
identified for creating more heterogeneous and complex TEL applications. Attempts to
address these issues have resulted in approaches that still rely on predefined workflows
and offer no true flexibility in task descriptions or exception handling. Consequently, this
research seeks to address these challenges by developing a more practical approach to
implement flexibility in TEL applications, both in managing heterogeneity and real-time
adaptations in pedagogical planning [4, 5].

2 Learning Design & Workflows

The learning design lays out the overall plan for the learning experiences. The concept
refers to planning and structuring the learning activities mentioned above. It includes
defining learning objectives, selecting and organizing content, identifying appropriate
teaching and assessment strategies, and planning interactions between students and con-
tent. A diversity of learning design tools focus on different areas of the educational pro-
cess. These areas include content delivery, student assessment, pedagogical planning,
and authorship [6, 7].

An essential consideration in this area is themanagement of heterogeneity, especially
about pedagogical planning and authorship. The diversity of pedagogical approaches,
teaching styles, and learning needs demands that learning design solutions be flexible
and adaptable. In other words, heterogeneity management must be aligned with how
learning design is formally represented. This alignment ensures that the technologies
employed in education are genuinely beneficial, able to support a variety of pedagogical
approaches, and adapt to the individual needs of students [5, 8].

In education, workflows are activities to implement the established learning design.
They provide structure and order for learning activities. Given the growing emphasis on
incorporating technologies into teaching, the field of learning design has explored how
these workflows can be optimized through the use of ELTs [9–11].

3 Educational Modeling Languages

Educational modeling languages (EMLs) are a family of modeling languages that seek
to represent educational processes formally. It aims to provide a standardized, reusable
way to describe the structure and sequence of learning activities, teaching strategies,
and interactions. EMLs are generic and can be applied to a variety of pedagogical
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approaches. They can also be quite complex and abstract, as they seek to cover a wide
range of educational scenarios [12, 13].

As mentioned above, IMS-LD is a specification of a particular educational model-
ing language developed by the IMS Global Learning Consortium. IMS-LD provides a
standard for describing, exchanging, and implementing learning designs in online learn-
ing systems. IMS-LD aims to make learning designs more accessible, reusable, and
shareable by providing a formal, standardized framework for their representation [3].

A vital aspect in this area is the integration of active and authentic learning principles,
as highlighted in a study by Reilly and Reeves. These principles, rooted in sociocultural-
constructivist approaches, emphasize the need for educational design that allows for
active student participation in virtual environments [14].

Reilly and Reeves’ study demonstrated how applying these principles can quantify
and enhance active learning in online courses. Courses with high scores on authentic e-
learning principles offered better opportunities for active learning,while thosewith lower
scores had significant deficiencies. In addition, student surveys provided valuable data to
refine these principles, highlighting the importance of adaptability and personalization
in the design of online education.

Another study, focused on “Agency inEducational Technology,” addresses the design
of personalized EdTech for children, highlighting the importance of adapting the level
of agency according to the cognitive and metacognitive development of the child. This
study proposes an “agency personalization loop,” adjusting the level of agency provided
by technology to balance the free choice of learning content and the allocation of opti-
mal range. This approach is crucial to avoid ineffective learning due to overestimating
children’s ability to manage their knowledge [15].

4 Flexible Learning Design Framework

This section integrates hypotheses, research objectives, and the methodological frame-
work to overview the study’s investigative and innovative approach comprehensively.

4.1 Hypothesis

The identification of critical problems in the execution of learning designs in SLI, par-
ticularly in terms of reachability and mutual locks in a framework of flexibility, leads to
the proposal of two main hypotheses that will be tested throughout this research:

Hypothesis 1 (H1): It is proposed that an extension of a workflow specification with
the integration of pedagogical constraints can support the problems of mutual locks and
reachability in executing a learning design.

4.2 Objectives

The main objective of this research is to provide runtime flexibility features in a learn-
ing design specification, supporting the absence of mutual locks and reachability as
compliance parameters.
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To achieve the proposed general objective, the following specific objectives have
been defined:

Specific Objective 1 (O1): To enable each state’s absence of mutual locks and
reachability in executing a learning design when flexibility features are built into its
specification.

Specific Objective 2 (O2): Demonstrate the applicability of this approach in a real-
time TEL application using a predefined scenario.

4.3 Methodological Framework

Concerning specific objective O1, to enable the absence of mutual locks and the attain-
ability of each state in the execution of a learning design when flexibility features are
incorporated into the specification, a formal approach is proposed. The proposed work-
flow specification shall be justified using an architectural design that supports work-
flows that meet the domain scenario’s requirements for consistency, completeness, and
correctness.

Finally, on the specific objective O2, Demonstrate the applicability of this approach
in a real-time TEL application, using a predefined scenario, an experimental technical
approach. Complementing the experimentation in (O2), simulations will be carried out
utilizing the implemented system, according to (O2).

To meet both objectives, Design-Based Research supports the architectural design
and implementation of the applicability scenario [16].

5 Results

In the first phase, a comprehensive literature review focused on different workflow
taxonomies to identify those compatible with flexibility. In this research phase, YAWL
(Yet Another Workflow Language) has been recognized as a critical reference for the
design of flexibleworkflows.YAWLstands out for its advanced ability to handle complex
processes, being particularly relevant for online learning, where adaptability is essential
[17].

A core feature of YAWL is worklets, small work processes that are dynamically
integrated into larger workflows. These worklets are selected using the Ripple Down
Rules (RDR) technique, a case-based reasoning approach that adapts the workflow to
changing conditions. This flexibility is crucial to respond to the varied situations in
virtual educational environments [18].

Also, during the review, several flexible workflow approaches were identified that
are relevant to online learning in a nutshell [19]:

Flexibility by selection: It allows the choice between different execution paths within
a predefined process model, suitable for anticipated and mappable scenarios.

Flexibility by change: It allows process participants to change the process model at
runtime. This approach is practical but requires users to possess experience in process
modeling.

Flexibility by deviation: It offers the ability to deviate from the proposed execution
paths during the execution time without modifying the process model, although it is less
researched and has practical limitations.
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Flexibility due to indeterminacy: It enables a partial process model with flexible
builds built in both build and run time. It differs from flexibility by design, based on
a complete process model, and determines the flexibility possible during construction
time.

YAWL’sworklets andRDRmodel have inspired this proposal,which is adapted to the
specific needs of online learning design. Unlike the standard implementation in YAWL,
where the worklets focus on general business processes, in this proposal, the worklets are
designed to address specific virtual learning situations, for example, the assignment of
activities depending on the students’ performance. In addition, while YAWL uses RDR
to select worklets in a business context, in this approach, RDRs are adapted to evaluate
and respond to pedagogical variables, such as the number of members per group or the
approved activities per student, for example.

Continuing from this base, the research delves into developing a structured for-
malism. This formalism, which will be the cornerstone of our approach, establishes a
rigorous and coherent framework, providing the fundamental principles and structures
that guide the design of online learning, including flexibility, absence of mutual lock-ins,
and attainability.

5.1 Practical Application of the Design Specification

The previous section outlined the conceptual approach and proposed design specification
for online learning environments, focusing on flexibility, absence ofmutual lock-ins, and
reachability. The next crucial step in our research has been to translate this theory into
practical application, testing the effectiveness of the specification in a natural online
learning environment. This process is essential to validating Specific Objective 2 (O2).

As shown in Fig. 1, a systematic and distributed approach was adopted to carry out
this practical implementation, taking advantage of cloud computing resources to deploy
and orchestrate services.

1. Bi-directional data flow process and modification in LMS

The LMS (Learning Management System) instance is the starting point where the
course content and data originate.

The Bridging System acts as an intermediary, facilitating the transfer of information
between the LMS instance and the flexible workflow. This system ensures that commu-
nication is bidirectional, allowing modifications made to the LMS to be reflected in the
workflow and vice versa.

2. Runtime Workflow Modification Process

The Flexible Workflow Instance adjusts to the needs of the course in real time. This
is where the New Rule generated by the Ripple Down Rules (RDR) is integrated and its
conditions and worklet are managed.

– New Rule

When a change or need is detected in the learning environment, RDRs assess the
situation and determine the best action to take, creating a “New Rule.“
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– Assignment completed (worklet and condition of the new rule)

The system’s flexibility is enhanced by the ability to create andmanage RDR through
a “Web Platform for RDR Management.“ This platform enables the assignment of
worklets and conditions in the newRDRs, providing a vital tool for tailoring theworkflow
to specific and emerging needs in a dynamic learning environment.

Fig. 1. General Architecture.

Delving into the data flow process between the Canvas LMS instance and the flexible
workflow, the Bridging System stands as a critical element. When this system starts, it
activates the corresponding procedures in AWS Step Functions, and if the workflow
requires it, changes or information are requested from the Canvas LMS. The workflow
in AWS responds to these stimuli by adapting tasks as needed.

The specific operation is deployed as follows:

1 Starting the Workflow in AWS: The Bridge System triggers the start of the workflow
in AWS Step Functions.

2 Communicating with Canvas LMS: Throughout the workflow, if additional informa-
tion needs to be obtained or adjustments made to the Canvas LMS, an action request
is sent to the Bridging System.
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3 Polling To the Canvas LMSAPI: The Bridging System executes a polling mechanism,
querying the Canvas LMSAPI at regular intervals, defined as every X seconds. During
this process, the workflow on AWS is kept waiting for a response.

4 Response and Subsequent Procedures: After receiving and validating the response
from Canvas LMS, the Bridging System proceeds according to the nature of this
response:

5 If yes, theAWSSDK’s sendTaskSuccessmethod is used to notifyAWSStep Functions
of the operation’s success.

6 If the answer is no, the sendTaskFailure method is applied. This can lead AWS Step
Functions to initiate contingency actions.

Fig. 2. Canvas LMS Sequence Diagram and Workflow through Bridge System.

On the other hand, the most innovative aspect of our overall architecture is the
real-time workflow modification process, which plays a crucial role in improving the
flexibility and adaptability of the system in online learning contexts. This innovative
mechanism is triggered when the system identifies unforeseen situations during the
workflow without a predefined protocol. In such cases, the system initiates an evolu-
tion process, creating a new Ripple Down Rule (RDR) that, in its initial state, has no
associated criteria or worklet. This situation allows an expert, in this case a teacher, to
intervene directly, customizing the RDR by assigning specific criteria and selecting the
most appropriate worklet. In short, this process is integrated and operates within the
system’s structure through expert intervention, allowing for agile and precise adaptation
in response to emerging needs (Figs. 2 and 3).

With a complete understanding of the system provided by the General Architecture,
we now focus on meeting the specific O2 objective by presenting a practical example.
This example is designed to demonstrate the practical application of our proposal in
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Fig. 3. Flowchart on Web System for RDR Management.

a scenario that simulates real situations that could arise in an online learning environ-
ment. Let’s imagine the following scenario: assessments in a programming subject are
project-based. As an initial requirement, students must form groups of three. The first
evaluation is to develop a Java Stopwatch individually. The second activity is groupwork
to create a prototype of the video game Hunt The Wumpus. To tackle this second task,
all group members must have previously passed the individual Java Stopwatch activity.
This workflow is illustrated in Fig. 4, summarizing it with a dot:

Initial requirement: Students are grouped in threes.

1 Individually, students develop the activity of programming a stopwatch in the Java
programming language.

2 The teacher evaluates the activity of the stopwatch.
3 Depending on the result obtained by each student, the next activity, which can be
individual or group, is assigned.

4 Finally, the teacher assigns the students’ final grades.

In this context, “Assign Next Activity” acts as a worklet, and developing the Hunt
The Wumpus activity is equivalent for now. Worklets are essentially workflows. As
shown in Fig. 5, the worklet is a StartExecution action of AWS Step Functions, which
essentially invokes another workflow. In this case, StartExecution triggers a worklet and
always calls the same workflow to terminate the RDR.



92 M. Iturrieta et al.

Fig. 4. Practical Example of Flexible Workflow.

This child workflow is responsible for identifying the rule that meets the conditions
given by the running parent workflow. If an RDR satisfies these conditions, the worklet
associated with this RDR is selected and returned to the main workflow (Fig. 6).

Under this premise, the Ripple Down Rules tree would have two nodes: a parent
node whose criteria are always valid, with its default worklet to develop the Hunt The
Wumpus activity, and another node that, if the groups are of three students and everyone
has passed, also triggers the development of Hunt The Wumpus. If we leave the process
at this point, we would have a workflow that monitors the status of student assessments,
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Fig. 5. Workflow to determine RDR and execute worklet based on data from the current context
and default worklet.

Fig. 6. Initial RDR tree.

in this case, the Timer in Java and the activity of Hunt the Wumpus, as long as everyone
in the group has passed the Timer in Java. But a critical question arises: what happens if
some student fails to pass the individual Stopwatch activity in Java? In this case, since the
current conditions are not handled by any existing RDR, a newRDR is created, initiating
the process shown in Fig. 7 for its subsequent assignment of worklets and criteria.
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Fig. 7. RDR tree with new dynamically added RDR.

Fig. 8. Rendering a new worklet (Worklet 2) added to the system.
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Consequently, as seen in Fig. 8, the teacher assigns a worklet (Worklet 2) to the
new RDR, which removes the student who did not pass from the group and gives him
an individual activity to develop a Python Calculator. The remaining two students in
the group must now complete the C Burn Activity. With this example, we have demon-
strated the applicability of our design specification in a real-time TEL application using
a predefined scenario.

6 Conclusions

This paper addressed the challenge of modeling a design specification for online learn-
ing, focusing primarily on flexibility features. The research concentrated on developing
a learning system that allows for emergent changes to improve the effectiveness of
Teaching and Learning Technologies (TEL).

Regarding the specific objective O1, it was possible to construct a formal workflow
specification that enables the absence of mutual blockages and achievability in executing
the learning design. This specification was justified using an architectural design con-
sistent with the domain scenario, satisfying requirements for consistency, completeness,
and correctness. However, the need to develop the formalism further was identified to
provide a more detailed grammar and semantics, allowing for a better understanding and
application of the proposed model.

Therefore, concerning the specific objective O2, the applicability of this approach in
a real-time TEL application using a predefined scenario was demonstrated. A system-
atic, distributed approach was adopted, utilizing cloud computing resources for service
orchestration, and a dynamic process of modifying workflows in real time was imple-
mented. Despite these advances, there was a need for further research into the integration
of the specification into different learning environments and its scalability in broader
contexts.

In terms of projections, this work suggests that using artificial intelligence tools
could be crucial to advancing this field. For example, the information collected by the
worklets’ decision engine, based on the Ripple Down Rules (RDR), could be used to
build a machine-learning model. This model would be able to automatically assign
worklets with a certain percentage of certainty, reducing the need for constant expert
intervention.
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Abstract. Game-based learning is an effective pedagogical approach
with a demonstrated capacity to activate learner engagement, inspire
motivation, and enhance the overall learning experience. The application
of educational robotics has also attracted a lot of attention in recent years
across educational levels and domains. Despite their appeal and the pos-
itive learning outcomes associated with such innovative pedagogies, the
synergistic edifying impact of blending them remains largely unexplored.
The aim of this study is to present a synthesis of empirical evidence on
game-based learning and educational robotics. A systematic literature
review is conducted focusing on empirical research published between
2019 and 2023. The analysis reveals prevalent methodological approaches
and pedagogical theories framing learning and instruction, as well as the
most widely employed robotics and gaming platforms. The study sheds
light not only on the benefits of embracing game-based learning and edu-
cational robotics, but also on the barriers and challenges associated with
adopting such innovative pedagogies. Ultimately, the study attempts to
portray the impact of these approaches on learning and transferable skills
development.

Keywords: Educational Robotics · Game-Based Learning ·
Pedagogical Frameworks · Skills · Competencies · Empirical evidence

1 Introduction

The integration of robotics in learning activities has gained substantial momen-
tum in recent years, with several studies revealing that embracing educational
robotics (ER) in the classroom can result in considerable instructional benefits
and learning gains [9,26,34]. Game-Based Learning (GBL) constitutes another
prevalent innovating pedagogy increasingly employed in educational interven-
tions [24]. Through GBL activities, learners are presented with genuine oppor-
tunities for tinkering and inquiry-based learning commonly associated with pos-
itive emotional, behavioural, and cognitive learning outcomes, such as increased
learner engagement, enhanced understanding and knowledge acquisition, and
transferable skills development [24,33].
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The present study explores the impact of blending game-based learning and
educational robotics (abbreviated to GBL-ER), placing an emphasis on the
development of transferable skills, abilities, and competencies. Even though both
pedagogical territories stand strong in the realm of educational technology, very
few studies have attempted to explicitly explore the interaction between GBL
and ER and the synergistic impact this combination can have on transferable
skills development. As a result, these two innovative pedagogies have remained
largely separate in the past [26]. This illuminates an opportunity for leveraging
each other’s strengths to improve the learning outcomes and promote logical and
critical thinking, problem solving, and social skills through playful and interac-
tive activities [9,40]. Furthermore, although the application of GBL-ER can serve
as a versatile platform for enriching both practical skills (such as design, engi-
neering, and programming) and soft skills (like computational thinking, critical
thinking [7], problem-solving, teamwork and collaborative learning [1], commu-
nication, and leadership [18]), more emphasis is often placed on the former. This
presents a gap in understanding the full potential of blending the use of GBL with
ER toward transferable skills development. The focus on competencies and soft
skills development is motivated by this gap, and the growing need for continuous
upskilling and reskilling in light of the ongoing digital transformations across all
levels of education and in workplace settings alike. Hence, a systematic and crit-
ical analysis of recent literature is deemed essential for educational researchers,
instructors, and practitioners to make informed decisions about leveraging ER
in GBL contexts, and vice versa.

After defining the research aim, objectives and research questions, the paper
presents the educational profile of GBL-ER, and the methodology employed
for conducting the systematic review, followed by a synthesis of key research
findings. The paper concludes with a discussion of avenues of future research.

2 Research Aim, Objectives and Research Questions

Given the diversity in methodological approaches employed in empirical research,
the educational theories and pedagogical frameworks applied, the participants’
characteristics and level of education, as well as differences in pedagogical design
and implementation contexts, the present study aims to systematically review,
evaluate, synthesise, and present empirical evidence drawing on recent literature
on GBL-ER. To address the identified research gap, this study systematically
reviewed empirical evidence in the field of GBL-ER across various educational
levels and contexts. Two primary research objectives are being pursued:

1. To evaluate the most prominent research methods and methodologies; learn-
ing theories and pedagogical frameworks; robotics and games platforms; ben-
efits (learning outcomes and positive impact) ascribed to GBL-ER as well as
barriers (challenges or negative effects) that impede its effective implemen-
tation; and, ultimately, the impact of implementing GBL-ER on developing
transferable skills, abilities, and competencies.
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2. To identify avenues for future research towards establishing stronger theoret-
ical foundations for GBL-ER, exploiting the constructive impact it can have
on learners’ knowledge, skills, behaviour and overall learning experience.

The following research questions were formulated based on the aforemen-
tioned research aim and objectives:

1. What methodological approaches are used in research exploring GBL-ER?
2. Which levels of education are empirically explored in GBL-ER research?
3. What are the underlying pedagogical theories framing GBL-ER activities?
4. What types of robotics platforms and games are used, and how are they

combined to improve the educational experience?
5. What skills, abilities, and competencies are emphasised in empirical research

employing GBL-ER?
6. What are the potential benefits (learning outcomes) and challenges (barriers)

of GBL-ER?

The findings stemming from the analysis can serve as the cornerstone towards
crafting a conceptual research framework for soft skills development through
GBL-ER. This framework can guide future research endeavours leveraging and
synthesising different strands of educational technology.

3 Educational Profile of GBL-ER

3.1 Game-Based Learning

Educational or serious games are widely employed in learning and skills develop-
ment initiatives [10]. GBL involves learning through playing games [24], including
massively multiplayer online games [5], mobile games [33], and immersive Vir-
tual Reality (VR) games [43], amongst others. GBL approaches embrace a series
of game mechanics including storytelling, narratives, role-playing, competitive
tasks, points, badges, and reward systems to enrich the learning experience [32],
make learning more fun, accessible, and ‘seamless’ [42,48].

GBL is frequently associated with positive outcomes including: triggering
creative thinking, problem-solving, analytical and communication skills [24];
prompting imagination and curiosity-driven learning [5]; promoting wellbeing,
happiness, joyful and playful experiences [24]; activating learner engagement,
motivation, participation and social interactions [57]; encouraging tinkering and
learning through trial-and-error [24]; promoting goal orientation and enhancing
learners’ communication skills; activating interest through the use of multime-
dia and multimodal content; improving students’ cognitive, meta-cognitive, and
social skills, and the ability to retain newly learned information, hence offering an
alternative to the conventional focus on structural learning and memorisation
[24]. By blending entertainment and learning elements, serious games consti-
tute a powerful educational medium, which can improve learners’ emotional,
behavioural and cognitive engagement, augment the level of understanding and
knowledge acquisition, and enhance skills development [33,42].
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In addition to the vast array of benefits associated with GBL, there are still
many barriers constraining their impact [33,44]. Key challenges include the need
for customization and personalization of existing games to fit individual learners’
needs, (dis)abilities, and preferences, the challenge educators have for monitoring
progress and providing timely and relevant feedback, and the scarcity and rigid
nature of most games making them difficult to adjust to diverse settings [44].
Therefore, future research and development should emphasise the importance of
prioritising human factors in GBL initiatives [42].

3.2 Educational Robotics

Physical and virtual robots, robotic simulations, and robots’ digital twins, are
becoming increasingly more accessible and affordable, making their use plausi-
ble beyond industrial settings, infiltrating our households, classrooms and work-
places, and creating intelligent educational and work spaces. Recent studies have
showcased innovative educational applications combining robotics with Artificial
Intelligence (AI) and VR, including physical robotic heads encapsulating affec-
tive robots responding to emotional cues and context-driven interactions [35]
and digital twins of physical robots embedded in VR environments for educa-
tional purposes [43]. The use of social robotics is also emerging in educational
milieus [1,8,21,41,53] providing novel opportunities to promote Education for
Sustainable Development (ESD), including efforts to improve learners’ attitudes
toward recycling [11] and child rights education [15].

The influence of ER is observable in diverse settings, ranging from class-
rooms to ambient assisted living and learning spaces for individuals with special
needs, and across a variety of domains, extending from software project man-
agement and planning skills [9] to Science, Technology, Engineering, Arts, and
Mathematics (STEAM) education [3,12,16]. Educational research employing ER
focuses on an array of aspects ranging from technical specifications, usability,
effectiveness, and aesthetics, to programmable features, Human-Robot Interac-
tion (HRI) design, technology acceptance, user engagement, and social dynamics
of ER [8,41]. While predominantly targeting K-12 students in the age group of
6–18 years [26], educators are increasingly employing a range of robotics tech-
nologies, ranging from platforms such as LEGO, Arduino Learner, and REV, to
programmable humanoid or social robots (e.g., Nao, Pepper, QTRobot, Cozmo,
etc.), in an attempt to tailor learning across a broad range of learner groups,
including pre-K-12 [53] and higher education [1,7,9,34].

While recent research has illustrated the feasibility of ER, including social
and humanoid robots [8], in diverse educational and training settings [7,9,40], it
has also revealed that it is not always straightforward to obtain long-term inter-
action and engagement between robots and learners [53]. The key factors and
conditions that may affect the impact of HRI on the overall learning experience
include the length of deployment, the autonomy of robotic action, the duration
of interaction time [53], the type of robot used [9], the task at hand [1], as well as
the pedagogical models employed [34], among other factors. Therefore, further
research is needed to continue exploring the realm of ER.
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4 Methodology

4.1 Research Design

This research focuses on the edifying impact of game-based learning approaches
and educational robotics on the learning experience. To address the research
questions, a systematic literature review was performed using thematic and con-
tent analysis [57]. The empirical evidence was drawn from 56 journal articles
and conference papers published in the 5-year period between January 2019
and December 2023. Employing a combination of content and thematic analysis
was beneficial in the process of synthesising the extracted data into themes cor-
responding to each research question, while also capturing emerging patterns,
prominent research clusters, as well as gaps in the literature. By using this app-
roach, information from the studies included in the review was organised in
thematic categories (e.g., level of education, pedagogical theory, gaming plat-
form, robotics platform, etc.) which were subsequently analysed with the vision
to inform future research, or identify specific areas where empirical evidence is
limited and hence further case studies can be conducted.

4.2 Search Strategy

The present study investigated peer-reviewed academic articles published in con-
ference proceedings or academic journals from 2019 to 2023 in three major
bibliographic databases: Springer, IEEE Xplore, and Elsevier Scopus. During
the search process, papers from these three databases that matched a set of
search terms related to educational robotics, game-based learning, and skills, were
extracted. The following search strings1 were used to obtain results from these
three databases:

– Springer and IEEE Xplore: (‘‘educational robot’’ AND ‘‘game-
based learning’’) AND (skill* OR abilit* OR competenc*)

– Elsevier Scopus ((educational robot* AND game* based learning)
AND (skill* OR abilit* OR competenc*))

4.3 Inclusion Criteria

The purposeful combination of GBL-ER with skills development yielded a total
of 122 articles as follows: Springer (n=24), IEEE Xplore (n=6), and Elsevier
Scopus (n=92). A set of inclusion criteria was used to ensure that the selection
process was objective and that the final corpus of papers could be identified for
subsequent analysis.

– The studies had to be empirical research papers, published in academic jour-
nals or conference proceedings between January 2019 and December 2023,
and written in English.

1 A common query string was used but was adapted to each database’s search syntax.
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– Studies employing different methodologies and research methods (qualitative,
qualitative and mixed methods) were included.

– Studies conducted in all educational levels across the world were considered,
including primary, secondary and higher education, and vocational training.

– Articles exploring game-based learning and/or educational robotics were
included even if they did not explicitly combine both approaches, and were
tagged accordingly.

– Papers matching variations of the keywords specified in the query strings,
including plural keywords and synonyms were included (e.g., skill, skills,
skillset; robot, robots, robotics; competence, competency, and competencies).

– No restrictions were applied on the journals and conference proceedings,
in an attempt to capture diverse viewpoints since the broader field of
GBL-ER is defined in the intersection of multidisciplinary areas such as
Human-Computer Interaction (HCI), Information Systems (IS), Technology-
Enhanced Learning (TEL), and Humanities and Social Sciences (HSS), among
others.

4.4 Exclusion Criteria

The initial database search yielded a total of 122 publications which were consid-
ered for the second phase of the review. In this phase, the screening and selection
steps were carried out based on a set of exclusion criteria. Initially, a table was
created for each paper, including the paper’s title, abstract, and keywords, and a
unique ID was assigned to each entry. The authors then independently read the
abstracts and tagged each entry with the respective label ‘include’, ‘exclude’, or
‘indecisive’, along with a short statement justifying the reasoning for their deci-
sion. The authors then compared their classifications to discuss any mismatches,
to reach consensus on entries labelled as ‘indecisive’, and to eliminate researcher
bias. The following studies were excluded (some studies were flagged on more
than one criterion):

– Book chapters, books, theoretical articles, systematic reviews, bibliographic
studies, meta-analyses, editorials, etc. (n=19);

– Studies referring to the use of robotics in sectors other than education (e.g.,
industrial robots) or generic technology applications (e.g., wearable devices)
without reference to GBL-ER (n=47);

– Studies focusing on teachers rather than students (n=6);
– Studies focusing on the technology (e.g., game mechanics or robot’s configu-

ration) rather than learners/learning (n=9);
– Studies exploring gamification but not GBL (n=3).

Ultimately, out of the initial 122 papers, 66 were excluded following the
collaborative screening phase, leaving 56 articles eligible for the third phase of
the review. Figure 1 presents a flow chart summarizing the filtering, eligibility
screening, and final inclusion process.
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Fig. 1. The process of filtering, eligibility screening, and inclusion.

4.5 Coding and Data Analysis

At first, the authors independently analysed the final set of papers (n=56).
During this process, key pieces of information relevant to the research ques-
tions were coded. The coding structure was recorded in a spreadsheet file, with
rows representing the papers, and columns representing the codes (both deduc-
tively generated codes and emerging ones). These included the paper’s ID, year
of publication, type of study and research methodology, the level of education
being studied, the pedagogical frameworks employed, relevance with robotics,
humanoid robots, educational robotics, or GBL, combination of GBL-ER, refer-
ence to soft or hard skills addressed, and information on assessment strategies
and intervention duration. Data analysis also included recording any surprising
results or interesting observations in terms of student engagement and motiva-
tion, considerations regarding usability and accessibility, learning outcomes, and
the potential benefits and challenges of each approach.

5 Results

This section presents our findings and attempts to provide insights into the
research questions based on the results gathered by analysing the final set of
56 articles. To provide a high-level understanding of the research trends in this
topic, we first analyse the chronological distribution of publications in the last
5 years. We then discuss findings related to the research methodologies used
in studies addressing GBL and educational robotics. Furthermore, we present
results on the level of education (where this was mentioned in the studies),
the skills addressed, the pedagogical frameworks, assessment strategies, and the
robotic platforms, games, and tools utilised in experimental evaluations. The
impact of GBL and ER on the educational experience is further analysed by
discussing profound benefits and barriers illuminated in the empirical studies
under analysis.
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5.1 Chronological and Thematic Distribution

The selected papers were classified based on the publication year and their rel-
evance with ER, GBL, or both (Fig. 2). The yearly distribution of papers indi-
cates an upward trend in the number of papers published per year, despite being
limited by the number of databases and the range of years searched. More specif-
ically, the number of papers tripled from 6 in 2019 to 18 in 2023. This indicates
the increasing interest in exploring these approaches in educational contexts, as
well as the widening utilisation of the underlying technologies.

The studies were also categorised into three thematic categories based on
their relevance to ER, GBL, or a combination of both. Figure 2, which presents
the number of papers in each of these categories in a chronological distribution,
suggests that a substantial number of studies involves a combination of GBL-ER.
A total of 34 papers (61%) utilised an approach combining educational robotics
with game-based learning, whereas 18 papers used ER only (32%), and 4 papers
(7%) used GBL only. In 2023, the vast majority of the analysed papers (78%)
combined both fields in their empirical research. This observation suggests an
upward trend not just in the total number of papers per year, but also in the
number of papers combining both fields as a medium to improve the educational
experience.
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Fig. 2. Chronological and thematic distribution of selected papers.

5.2 Methodological Approaches Employed in Empirical Research

The first research question attempts to determine which methodological
approaches have been used by the selected corpus of studies to explore GBL-ER.
To this end, we have categorised the different methodologies used by researchers
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in order to determine which are the most widely used ones and, equally, to iden-
tify gaps in the research methodologies utilised in recent studies. The results
shown in Table 1 present the set of research methodologies as reported by authors
(where applicable), sorted by frequency of use. It is worth noting that one pub-
lication may have reported none, one, or mixed methods, hence the numbers
recorded in the table refer to frequency rather than number of unique papers.

The results show that the majority of studies have used a quasi-experimental
approach (60%). Analysis of previous works and proof of concept approaches
were employed as part of mixed-methods studies (10%). Less frequently used
approaches included interviews and focus groups, and observations of students
and other study participants in small-scale studies. Only one paper used expert
evaluation. It is also noteworthy that all of these approaches used a limited time-
frame in terms of data collection, which was often constrained to a few weeks.
This may suggest a lack of studies attempting to reveal the long-term effects of
ER and GBL on the learning experience, as well as the impact of each approach
on diverse target audiences. In addition to short-term, most of the empirical stud-
ies appear to be small-scale with an average of 57 participants per study and
only 4 studies engaging more than 100 participants (min=2, median=50, and
max=232 participants). This presents a gap in conducting qualitative, ethno-
graphic, and experiential studies focusing on a particular group of learners, and
the need to launch longitudinal, mixed methods studies involving learners from
diverse backgrounds.

Table 1. Frequency distribution of research methodologies used.

Research methodology Frequency

Quasi-experimental 34

Analysis of previous works 6

Concept paper 6

Interviews, focus groups 4

Observations 3

Expert evaluation 1

5.3 Level of Education

The second research question attempts to identify the levels of education in which
ER and GBL are used. Figure 3 displays a distribution of the different levels
of education identified through the studied articles. Various case studies have
utilised technologies, tools, and methodologies related to ER and GBL in diverse
classroom contexts, in special education, and as part of specialised training. The
majority of the studies (46%) reports findings from K-12 education, followed by
studies conducted at undergraduate university level (13%). Fewer studies were
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conducted in special education contexts –mostly related to visual impairment–
(7%) and toward building specialised skills such as nursing, equipment training,
or aiding refugees (7%). Surprisingly, none of selected studies were conducted
in postgraduate education. This presents an empirical gap in GBL-ER research.
Finally, a large set of studies did not explicitly identify the educational level or
learners’ background. It can be assumed that these studies attempted to address
multiple levels of education or engage a general audience.

46%

13%

7%

7%

27%
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Undergraduate

Postgraduate (0%)

Special ed.

Other
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Fig. 3. Distribution of papers based on the level of education.

5.4 Pedagogical Frameworks

The pedagogical frameworks and learning theories employed to leverage GBL
or ER constitute the focus of the third research question. Theoretically framing
the educational process is an important consideration and can inform curriculum
design. It is noteworthy that the majority of the studies analysed did not explic-
itly mention any theoretical frameworks, neither provided any background infor-
mation pertinent to the broader pedagogical approach. Only 24 (43%) papers
discussed the pedagogical approach framing the GBL or ER learning activities
employed in the studied context, including studies which have proposed and
evaluated new pedagogical approaches to address unique contexts of use.

Among the pedagogical approaches utilised, the most prominent are social
constructivism, active, interactive, collaborative, situated, and project-based learn-
ing, and self-determination. In addition, two of the studies mentioned the
GAFCC (Goal, Access, Feedback, Collaboration, Challenges) model [31], which
uses several theoretical constructs including self-determination theory, goal set-
ting theory, social comparison theory, and behavioral reinforcement theory. A
small subset of studies also utilised the SMART goal-setting model [20]. Despite
the usefulness of these results, more research is needed to address the gaps which
are evident in the pedagogical realm regarding the use of GBL and ER, across all
levels of education. We argue that human-centred learning contexts employing
GBL-ER can significantly benefit from existing learning theory and pedagogical
frameworks, while novel theoretical explorations and pedagogical strategies can
help illuminate the full educational potential of GBL and ER.
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5.5 Robotics Platforms and Games

The studied articles feature a diverse set of robotics platforms and gameful activ-
ities which have been used either independently or combined in an educational
context. Some studies have used integrated educational robotics platforms such
as LEGO Mindstorms EV3 or LEGO Mindstorms NXT [58]. These sets feature
multiple components required to build a robot using LEGO technology, such as
building blocks, sensors, motors, and other parts. Such platforms often utilise
both text-based and block-based programming tools to provide more flexibility
to the students and to address wider audiences across multiple educational levels.
These are diverse, high-quality educational robotics sets with a lot of support
for their design and programming software, as well as third-party robot-building
instruction sets. Conversely, other studies have reported the reduced availability
of such sets –especially regarding spare parts– as well as their high cost, as two
important issues when such technologies must be implemented at a larger scale
(i.e., in school-wide curricula) [25]. Alternatives to these technologies include
Arduino devices which are available at a significantly lower cost and higher cus-
tomizability [38,47].

The integration of various robotics platforms with other technologies was
prevalent amongst the studied articles. Some studies utilised wearable devices
like Myo armbands, while others employed mobile devices to provide a high-level
GBL-ER platform [47]. The synergistic combination of multiple educational tech-
nologies seems to benefit learners. This illuminates avenues for future research
leveraging the educational efficacy of mobile devices, AI, VR, and Augmented
Reality (AR) [6] and combining them with robotics applications, or even capi-
talising on the immersive power of AR and VR in combination with Generative
Pre-trained Transformers (GPTs) to enhance the user experience through sim-
ulated HRI or interactions with humanoid robots. Such technologies have lever-
aged commercial tools such as the Unity game engine, as well as commercially
available platforms like the Metaverse. Given a particular problem context, any
blend of technologies is plausible and may prove effective, as long as a strong
emphasis is placed on human factors, skills development, and learner well-being.

The use of social robots has also been extensive, indicating the importance
of HRI in providing a higher level of motivation and engagement, especially
with younger audiences [11,19,21,23,28]. The combination of robotics and AI
can potentially transform education, with the introduction of AI-assisted teach-
ing [54] allowing a greater array of capabilities in addition to a higher level of
HRI quality. Finally, only 12 out of the 56 studies (21%) considered the use of
humanoid or social robots. While the analysed corpused of data is limited, we
argue that this observation may instigate future research directions that take
advantage of social and humanoid robots and their benefits to bring tangible
results in terms of a more positive and engaging educational experiences [8,9,17].

From the perspective of GBL, several studies appear to utilise serious games
in multiple contexts, including both general education and special education for
visually impaired children, computing, mathematics, and languages, and train-
ing for skilled individuals such as nurses and athletes. It is evident that the
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use of visual programming languages like Scratch and Blockly [45] can signif-
icantly improve the level of interaction with the underlying robotics technolo-
gies, but also with the game itself, however these must be adapted to specific
learning needs. Examples of serious games utilised include the iDo serious game
[39] as well as game-based competitive environments that involve maze-solving
and line-following activities implemented by educational robots [38,49]. Finally,
some studies have also blended ER and GBL to offer simulations/games for spe-
cialised skills training for dangerous work environments, managing cyberattacks
or computer networks, creating an IoT system, or building electronic circuits
[37,47,56].

5.6 Skills Development

All articles except one, identified or explored at least one skill, competency,
or ability. To address our fifth research question, we categorised the identified
skills as either soft skills or hard skills and, in turn, computed the frequency of
each skill per category with the aim to identify the skills emphasised in GBL-
ER research. We extracted a set of 17 soft skills and 16 hard skills promoted
through either GBL, ER, or both. Tables 2 and 3 display the soft and hard skills,
respectively, sorted by frequency.

Table 2. Soft skills addressed in the reviewed publications, sorted by frequency.

Soft skills Frequency

Computational thinking 14

Problem-solving 12

Teamwork, collaboration 8

Critical thinking 6

Creativity, originality 4

Green, environmental, sustainability skills 3

Engagement, attentiveness 3

Motivation 3

Exploration, experimentation 3

Navigation, spatial skills 3

Human rights education, equality 3

Self-regulated learning, self-efficacy 3

Decision-making 2

Empathy 2

Knowledge construction 1

Competitiveness 1

Flexibility 1
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The most widespread soft skills, promoted in the articles reviewed, are
computational thinking, problem-solving, teamwork, collaboration, and criti-
cal thinking, while creativity, sustainability skills, engagement, motivation and
exploration, self-regulated learning and self-efficacy were also highlighted. Soft
skills including decision making, empathy, flexibility, knowledge construction
and competitiveness, were also captured, albeit to a lesser extent. Among the
hard skills identified, the most popular was programming and computer science,
followed by language skills, robotics, STEAM education, and design. Subject
specific skills were also captured, such as mathematics and engineering, soft-
ware testing and debugging, laboratory safety, nursing, computer networking,
and others.

Table 3. Hard skills identified through the related works, sorted by frequency.

Hard skills Frequency

Programming or computer science 14

Language, reading, speaking, vocabulary 11

Robotics 10

STE(A)M 6

Design 6

Mathematics 4

Engineering & mechanics 4

Software testing, debugging 2

Laboratory safety 2

Nursing 2

Object recognition 2

Computer networking 2

Computer-aided design 1

Computer-aided manufacturing 1

Data visualization 1

Cybersecurity 1

The analysis of the skills highlighted in the studied papers, reveals a pattern
indicating that computing-related skills – both soft (computational thinking,
problem solving) and hard skills (programming, robotics, design) – are among
the most widely explored competencies. One plausible explanation for this obser-
vation is the close relationship between Computer Science and both educational
robotics and Digital Game Based Learning (DGBL) [4,33]. Even though ER and
GBL have been used in a wide variety of educational contexts and domains, their
adoption still appears to be more prominent in the field of Computer Science
due to their natural proximity. However, we argue that the benefits of ER and
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GBL may transfer to, and transform, the educational settings of other fields,
especially when coupled with new, innovative pedagogical strategies.

5.7 Benefits and Challenges

The final research question was formulated with the view to explore the poten-
tial benefits and challenges related to utilizing ER and GBL and their effec-
tiveness as teaching and learning tools. GBL is characterised as an alternative
learning method [13] which can promote “active education” [50] and facilitate
“learning achievement” and “progressive skill improvement”. It is more “effec-
tive” compared to other methodologies [45]. Participants reported that GBL
activities “improved their understanding” [2,50] and “accelerated their learning
proficiency” [50] in various subjects. Furthermore, GBL was found to have a
significant impact on children’s “skills and motivation”, while also “minimizing
costs”, and providing positive outcomes in terms of “enjoyment”, “task accom-
plishment” and “learning comprehension” [27,51].

ER has been used in conjunction with GBL to foster “cooperation and crit-
ical thinking” [29] and increase “student engagement and concentration” [36].
Learners perceived social robots as more trustworthy compared to other types
of robots, and in some cases robots surpassed the popularity of human tutors
[15,28]. Coupled with AI, VR/AR, and mobile or wearable technologies, blending
GBL-ER can provide a truly ‘engaging educational medium” [30,52]. The find-
ings stemming from our thematic and content analysis provide valuable direc-
tions for designing future learning spaces supported by these technologies, and
guidelines for human-centred GBL-ER experiences in education [22], which can
enable the desired transformation of the educational systems globally.

On the other hand, the current state of research in these domains reveals sev-
eral shortcomings which must be addressed. A challenge regarding the adoption
of these approaches – especially educational robotics – is the “lack of qualified
trainers, instructors, or teachers” that can successfully deploy them [37,51] and
effectively take advantage [14] of these educational technologies. Blending GBL-
ER approaches requires a “relatively high level of technology literacy”, which
means that training must be provided to educators in order for these to be
utilised effectively. Furthermore, several studies have cited the “lack of resources
available”, especially in the case of ER [36,51]. Given the variability of robot
types and robotics platform to choose from, the diversity of game genres, types
of games (digital, immersive, mobile, etc.,) and game mechanics, the often com-
plex production methods, the limited availability of user files, instructions and
regulations, and other instrumental factors, blending GBL with ER may be char-
acterised as a “resource-demanding and high-maintenance approach”. Lastly, it
appears that the interaction design of these methodologies has not yet been
perfected. The findings stemming form the analysis of the studied literature
suggest that these barriers may be alleviated by actively involving learners in
co-creating learning spaces. Substantial work is needed to understand how dif-
ferent social, contextual, pedagogical, technological, emotional, and cognitive
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factors can affect student engagement and motivation [15,46,55], and the learn-
ing outcomes.

6 Conclusions

This paper has explored an emerging field of research defined by blending two
technology-enhanced pedagogical approaches: Game-Based Learning (GBL) and
educational robotics (ER). The synthesised corpus of empirical studies was crit-
ically reviewed and analysed, focusing on research methods and methodological
approaches, theoretical models/constructs and pedagogical frameworks, robotics
platforms and games platforms, benefits (learning outcomes and positive impact)
and barriers (challenges or negative effects), and ultimately the impact of imple-
menting the pedagogies on skills development. By reviewing and synthesising
information from various related works, we have identified key methodological
approaches, tools, pedagogical frameworks, and technological platforms used in
these approaches. Our findings underscore the increasing interest in harness-
ing the combined benefits of GBL and ER, not only to enhance practical and
subject-specific skills but also to foster soft and transferable skills, abilities and
competencies such as problem solving, collaboration, communication, and cre-
ativity.

Our review has exposed empirical, methodological and theoretical gaps in
studies addressing GBL-ER. Addressing these gaps is essential for understanding
the full potential of integrating GBL and ER for transferable skills development.
The findings revealed both the benefits as well as the challenges related to deploy-
ing these approaches. Despite the limited range of years studied and the study’s
scale and scope, our findings contribute to the broader conversation on innova-
tion in educational methodologies and ‘pedagogical engineering”. It emphasises
the role of human factors in technology-enhanced teaching and learning con-
texts, stresses the need for comprehensive skill development strategies through
the combination of pedagogical frameworks and GBL-ER, and underlines the
potency of the synergy between the two.

Looking ahead, it is crucial for researchers, practitioners, and educators to
continue exploring these synergies. This may involve refining pedagogical mod-
els, crafting customised educational experiences, incorporating feedback from
both learners and instructors, and also training them to blend various types of
educational technologies. By doing so, we can better motivate and equip learners
for the future workforce’s demands and empower them with the varied skill sets
needed for their success in an ever-changing digital world.



112 N. Kasenides et al.

References

1. Ahtinen, A., Kaipainen, K., Jarske, S., Väänänen, K.: Supporting remote social
robot design collaboration with online canvases: Lessons learned from facilitators’
and participants’ experiences. Int. J. Soc. Robot. 15(2), 317–343 (2023)
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44. Piki, A., Ştefan, I.A., Stefan, A., Gheorghe, A.F.: Mitigating the challenges of
mobile games-based learning through gamified lesson paths. In: World Conference
on Mobile and Contextual Learning, pp. 73–80 (2020)

45. Pou, A.V., Canaleta, X., Fonseca, D.: Computational thinking and educational
robotics integrated into project-based learning. Sensors 22(10) (2022). https://
doi.org/10.3390/s22103746

46. Psycharis, S., Theodorou, P., Spanidis, Y., Kydonakis, P.: Teaching programming
skills to blind and visually impaired learners. In: Guralnick, D., Auer, M.E., Poce,
A. (eds.) Innovations in Learning and Technology for the Workplace and Higher
Education, pp. 270–279. Springer International Publishing, Cham (2022)

https://doi.org/10.1007/978-3-031-35927-9_6
https://doi.org/10.1007/978-3-031-35927-9_6
https://doi.org/10.1007/978-3-031-34550-0_26
https://doi.org/10.1007/978-3-030-67411-3_3
https://doi.org/10.1002/cae.22601
https://doi.org/10.31763/ijrcs.v2i1.508
https://doi.org/10.31763/ijrcs.v2i1.508
https://doi.org/10.3390/info10110355
https://doi.org/10.3390/info10110355
https://doi.org/10.1007/978-3-030-00232-9_72
https://doi.org/10.1007/978-3-030-00232-9_72
https://doi.org/10.3390/s22103746
https://doi.org/10.3390/s22103746


The Edifying Impact of Blending GBL with ER: A Systematic Review 115
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Abstract. The purpose of this study is to estimate the speech proactiv-
ity of Japanese foreign-language learners in foreign-language communi-
cation. First, we focused on intonation change, utterance time ratio, and
average voice volume as parameters for evaluating speech proactivity. We
assumed that higher values indicate the impression of proactivity. Based
on this prediction, we defined a linear model to predict speech proactivity
using these evaluation parameters as independent variables. We imple-
mented the speech proactivity evaluation system that applied this math-
ematical model using Pure Data and Unity. To verify the validity and
suitability of the evaluation parameters for the prepared speech proactiv-
ity evaluation model, was conducted an experiment with 24 Japanese stu-
dents. The participants listened to short English conversations between
foreigners and Japanese people and gave their impressions of Japanese-
speaking attitudes. Multiple regression analysis was conducted using the
degree of intonation change, utterance time ratio, and average voice vol-
ume obtained by the system as independent variables, and the impression
of proactivity was obtained through the experiment as a dependent vari-
able. The analysis yielded a significant regression model. We found that
the degree of intonation change and the ratio of speech time had a posi-
tive causal relationship with the impression of proactiveness. The above
shows that the parameter selection of each evaluation parameter of the
speech proactivity evaluation model is generally appropriate.

Keywords: Foreign-language communication · Speech proactivity ·
Intonation · Speech Duration · Voice volume · Prosody

1 Introduction

Globalization in Japan has been progressing rapidly in recent years [8]. Amid
these changes is an increasing trend in the number of companies and organi-
zations seeking and nurturing people with high English-language proficiency.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
A. Coman and S. Vasilache (Eds.): HCII 2024, LNCS 14704, pp. 116–128, 2024.
https://doi.org/10.1007/978-3-031-61305-0_8
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The Japanese Ministry of Education, Culture, Sports, Science and Technology
pointed out that foreign-language communication is necessary in various situ-
ations and has improved the foreign-language-education curriculum. In 2020,
“foreign language” was introduced as a new subject in the curriculum for the
elementary school upper grades [12,13].

In foreign-language classrooms in Japan, behavioral psychological learning
approaches that focus on memorization of words and sentences and repeti-
tive practice, such as pattern practice, are often adopted [19]. These learn-
ing approaches are called audio-lingual methods. This method emphasizes the
accuracy of grammar and pronunciation. Several studies have shown that this
approach improves grammatical and phonetic accuracy and fluency in foreign-
language learners’ speaking [20,21]. On the other hand, it is believed that the
Japanese people are not positive in foreign-language communication because
they emphasize accurate language use. In fact, it has been revealed that Japanese
people have high language anxiety in conversations with native speakers due to
lack of skills [23]. However, in actual communication, a positive attitude toward
conversation impresses the interlocutor, even if formal accuracy, such as in gram-
mar and pronunciation of spoken words, is lacking. Dufner and Krause found
that speech behavior with four agential behaviors (leading, dominant, confident,
and boastful) and four collaborative behaviors (polite, benevolent, warm, and
friendly) during a conversation enhance the interlocutor’s first impression [2].
Therefore, in this study, we consider the speech attitude with these character-
istics and strongly believe the intention to interact with the interlocutor is the
communication skill that the foreign-language learner should acquire. We also
define the degree of the intention to convey to the interlocutor as proactiveness.
The purpose of this study is to identify prosodic characteristics in speech with
high proactiveness and to quantify it for communication skills training. Quan-
tification of proactiveness in foreign-language learners’ foreign-language speech
provides an objective evaluation of learners’ speech effort in terms of speech atti-
tude. This makes it possible to construct a system that enhances communication
skills. In this study, we examined a speech proactivity evaluation model appli-
cable to foreign-language communication situations between Japanese people.

2 Related Research

2.1 Prosodic Characteristics and Speech Attitude

With the advances in speech processing technology, it has become possible to
evaluate the rhythm and pronunciation of speech from the length and intonation
of silence in speech [9]. Some studies have used prosodic features to analyze
speakers’ emotions and speech attitudes [16,22]. Mauchand and Pell investigated
the neural processes involved in hearing spoken complaints. The verification
showed that prosody was related to social relation factors (cultural identity, etc.)
in the possibility that the listener sympathized with the speaker [14]. Monetta
et al. found the difference in the recognition method of the speech prosody of
the healthy subject and the Parkinson disease patient was clarified, and the
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possibility that the prosodic feature influences the impression of the confidence
was shown [15]. Loveday also examined the impression of politeness and showed
that pitch affects the impression of politeness in English [11]. Other studies
have shown that intonation and volume affect the interlocutor’s attitude [6].
This paper concerns the relationship between speech proactiveness and speech
prosodic features, referring to these studies.

2.2 Communication Attitude Evaluation

Many attempts have been made to evaluate communication skills. As a man-
ual evaluation method, the method using the evaluation scale is general. Vari-
ous assessment scales have been developed, including the Communication Skills
Attitudes Scale, Empathic Tendency Scale, Assessment of Communication and
Interaction Skill, and Evaluation of Social Interaction. These scales have been
shown to have some validity for evaluation [3,4,10,18]. However, professional
qualifications may be required to use some of them [3]. Also, the skill level in
the actual communication is unlikely to be evaluated because it is based on self-
evaluation. In addition, there are some disadvantages, such as the labor and time
required for evaluation, and continuous evaluation is not possible. On the other
hand, researchers have attempted to construct an automatic scoring system for
communication skills. Rasipuram and Jayagopi et al. proposed an evaluation sys-
tem with high prediction accuracy using communication skills in interviews as
cues, such as prosody, conversation activity, and facial expression, and showed
the importance of attributes such as fluency, speaking speed, and persuasive-
ness/persuasiveness [17]. Also, we examine the system that estimates “positive”
and “negative” speech attitudes based on prosodic features, such as F0 pattern
and phoneme alignment, and head actions, such as “nod” and “tilt” [5]. In this
paper, we try to estimate speech proactiveness from prosodic features such as
intonation (change in f0), volume, and speaking time, referring to these studies.

3 System

In this section, we describe a speech proactivity evaluation model and an imple-
mentation of the system for quantifying the proactivity of foreign-language learn-
ers when they speak based on the model. In the system, each evaluation view-
point described below is used as a parameter, and the total score weighted by
each value indicates the degree of proactivity.

3.1 Parameters for the Evaluation

Intonation Change. It is assumed that the more inflected the utterance, the
more likely it is to give the impression of speaking positively. The evaluation
value, I, of the intonation change degree is defined as the average of the absolute
value of the amount of change between frames for the pitch, pt, in T frames
recorded in the speech interval estimated by speech interval detection as follows.
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It quantifies the degree to which intonation is applied, and it is not an evaluation
of the quality of foreign pronunciation.

I =
∑T

t=1 |pt − pt−1|
T − 1

(1)

Utterance Time Ratio. It is assumed that the more quickly the person
responds to the utterance and the shorter the silence during the utterance, the
greater the positive impression. Let tsd be the utterance duration and trt be the
response time, and define the evaluation value, U , of the utterance time ratio as
follows. It does not distinguish whether it is an English utterance or a filler. For
the section in which the user holds the speaking right, the longer the speaking
time, the better the evaluation.

U =
tsd

tsd + trt
(2)

Average Voice Volume. Assume that speech with a higher average volume
feels more like active speech. The evaluation value, V , of the voice volume is
defined as the average value of the volume, vt, between the T frames recorded
in the voice section estimated by the voice section detection as follows.

V =
∑T

t=1 vt
T

(3)

Speech Proactivity Evaluation Formula. Using the above three evaluation
values and the weighting factors a, b, and c, we define the evaluation value, P ,
of speech proactivity as follows.

P = aI + bU + cV (4)

3.2 Implementation

We implement a system that conducts real-time acoustic analysis of sound input
to a microphone and uses the data to evaluate proactiveness based on the above
hypothesis. The system configuration and setting are described. The sound input
to the microphone is a linear PCM with a sampling frequency of 16 kHz, 16-bit
quantization, and 1 channel. Pure Data is used for prosodic information analysis,
and Unity is used for control of proactiveness evaluation and the calculation
of evaluation values. Data is sent and receive between Pure Data and Unity
using the Open Sound Control format. Figure 1 shows the flow of the proactivity
evaluation system. Pure Data conducts acoustic analysis, and Unity smooths the
analyzed data, detects speech intervals, and evaluates proactiveness.

http://puredata.info/
https://unity.com/
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Acoustic Analysis. The user’s voice is inputted to Pure Data, the sinusoidal
wave analysis is conducted, and pitch and volume (dB) are calculated in real
time. The volume was converted from dB to root mean square (RMS), and the
data was sent to Unity.

Smoothing. Unity keeps the data sent from Pure Data in relation to the
received time and averages the pitch and volume for each interval of 150 ms
before and after (300 ms total). The obtained value is retained as voice data
obtained 150 ms before the system time.

Voice Activation Detection. The voice activation detection determines
whether this data is an utterance section. Use the smoothed volume data. An
interval in which the state in which the RMS after smoothing exceeds the thresh-
old continues for 150 ms or more is classified as a voice interval. If the volume
falls below the threshold and then exceeds the threshold again before 300 mil-
liseconds have passed, the system determines that the utterance is continuing
in that interval. The input sound is assumed to be input to a microphone in a
quiet environment, and the possibility of misdetecting long-term noise as sound
is not considered.

Speech Proactivity Evaluation. Only prosodic information corresponding
to the speech section is used for speech proactiveness evaluation. When it is
determined that the utterance is finished, the proactiveness of the utterance is
evaluated from the accumulated data.

Fig. 1. The flow of the speech proactivity evaluation

4 Verification

4.1 Experimental Purpose

To confirm the validity and accuracy of a speech proactivity evaluation model.
The purpose of this verification is to investigate the effect of various ways of
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speaking in English conversation on the impression of speech and to verify the
hypothesis included in the speech proactivity evaluation model.

4.2 Experimental Hypothesis

We formulated hypotheses corresponding to each evaluation parameter of the
speech proactivity evaluation model as follows:

H1 The greater the intonation change, the easier it is to feel proactivity.
H2 The greater the Utterance time ratio, the easier it is to feel proactivity.
H3 The higher the average volume, the more likely it is to feel proactivity.

4.3 Experimental Conditions

We set the following as the factors that affect the feeling of speech proactiveness.
A total of eight within-subject experimental designs with two levels of each of
three factors were established.

Factor A: Degree of intonation change (large/small).
Factor B: Utterance time ratio in the whole utterance turn (large/small).
Factor C: Voice volume (large/small).

4.4 Experimental Stimulus

Conversation audio corresponding to each factor was recorded. In the video, a
foreigner speaks to the learner and a Japanese English-language learner responds
to it. Two types of speech in Japanese were recorded in a soundproof room as
evaluation speech and stimulus speech for each condition, speech with intona-
tion and speech without intonation, for the evaluation part of each script. The
recordings were made in an input environment with 2 channels, 24-bit quantiza-
tion, and a 44.1 kHz sampling frequency. Next, the left and right volume balance
of these voices was made uniform and normalized, and lip noise produced before
and after the utterance was removed as much as possible. This audio was pro-
cessed using Studio One 5 Artist. On the other hand, the foreigner’s speech was
made using the speech synthesis using Ondoku3. The speech was stereoized and
normalized. The panning was set to 70 to the left. The speech after editing was
written in 2 channels with 16-bit quantization in a 44.1-kHz wav format.

4.5 Evaluation Item

The participants gave their impression of the learner’s English speech in each
speech condition by subjective evaluation using the Visual Analog Scale method,
which answers the following question items with integer values from 0 to 99 (0
= not completely true, 99 = completely true).

Q1 He spoke with confidence.
Q2 He was talking actively.
Q3 He was talking emotionally.
Q4 He was talking clearly.

https://www.mi7.co.jp/products/presonus/studioone/
https://ondoku3.com/ja/
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4.6 Experimental Procedure

The experiment was conducted following the procedure below:

– The questionable points in the progress of the experiment by the experiment
participant are solved, and the volume is adjusted.

– To familiarize them with the evaluation, they were asked to evaluate an exper-
imental stimulus for practice created in the same way as the actual evaluation
speech.

– A total of 24 trials were conducted. In each trial, the participants were asked
to listen to the audio after checking the English script and the Japanese
connotation in the audio and then asked to answer each evaluation item.

The order of presentation of the experimental conditions was determined using
the Latin square method, considering the counterbalance [7]. The order of the
conversation scripts was matched regardless of the experimental participants.
To prevent the spread of COVID-19, the experiment was conducted with the
experimenter and the experimental participant communicating remotely using
Zoom.

4.7 Experimental Result

Method of Analysis. To verify the evaluation formula of speech proactiveness
based on the hypothesis, multiple regression analysis was conducted to estimate
the values of each evaluation item by setting each evaluation item as a dependent
variable and intonation change degree, utterance time ratio and average voice
volume as independent variables. In this analysis, the significance level was set at
5%. The analysis was conducted using the forced-input method without exclud-
ing the outlier. Each analysis included 576 samples. The numerical data used as
independent variables were analyzed in the speech proactivity evaluation system
of the proposed method. Tables 1 and 2 show the results of multiple regression
analysis for each question.

Experimental Results of Q1. The analysis predicting the impression of
speaking with confidence yielded a significant regression model (p < .001).
Among the independent variables, the significance of the coefficient was con-
firmed in intonation change degree (p < .001) and mean voice volume (p = .021).
With respect to these standardized coefficients (β), a positive causal relationship
(β = 0.431) was confirmed between the intonation change and proactiveness.
Therefore, the greater the intonation, the easier it was to feel that the speaker
of English conversation was speaking with confidence in the third person. On
the other hand, the mean vocal volume was negatively related (β = −0.094).
Although the degree of influence was small, the lower the average voice volume,
the higher the evaluation result. The causality of the utterance time ratio was
not confirmed. The value of the adjusted coefficient of determination was low
(R2 = 0.174).



Verification of Evaluation Model for Speech Proactiveness 123

Experimental Results of Q2. In the analysis predicting the impression of the
speaker’s proactivity, a significant regression model was obtained (p < .001). All
independent variables were significant (ps < .05). Regarding these standardized
coefficients, the degree of intonation change was positively related to the eval-
uation value (β = 0.431), the utterance time ratio time was positively related
(β = 0.139), and the volume of voice was negatively related (β = −0.093).
Therefore, the shorter the non-utterance interval in the utterance turn and the
more intonated the utterance, the higher the positive impression. On the other
hand, the influence was small, but the lower the voice volume, the greater the
positive impression. Also, the estimation accuracy is not high (R2 = 0.198).

Experimental Results of Q3. In the analysis predicting the impression of
emotional expression, a significant regression model was obtained (p < .001).
As in the regression analysis of the impression of positivity, all the coefficients
of the set independent variables were confirmed to be significant (ps < .05).
Based on the standardized coefficients of these independent variables, we found
a relatively strong positive relationship (β = 0.643) for the degree of intonation
change, a negative relationship (β = −0.177) for the proportion of speaking
time, and a negative relationship (β = −0.117) for the average voice volume. As
in the other analyses, the degree of intonation change particularly affected the
evaluation, and the more inflected the speech, the more affective it was felt. On
the other hand, although the degree of influence was small, the speech time was
short, and the evaluation result increased when the voice volume was low.

Experimental Results of Q4. Multiple regression analysis to predict brisk
speech impressions produced a significant regression model (p < .001). The only
independent variable that was significant was the intonation change (p < .001),
which showed a positive relationship with the evaluation value (β = 0.499).
Therefore, the more intonation the speech had, the easier it was to feel that
they were speaking clearly. On the other hand, utterance time ratio and voice
volume had no effect.

Support of Hypothesis. For all of the impressions tested in the present exper-
iment, intonation change had a positive causal relationship. Therefore, H1 was
supported. On the utterance time ratio, there was a positive causal relationship
for the impression of proactivity. However, the impression of emotional speech
was a negative causal relationship. Therefore, H2 was partially supported. The
mean voice volume was negatively correlated with the impression of confidence,
proactivity and emotional speech. Therefore, H3 was not supported.

5 Discussion

As a result of the verification, it was shown that the degree of intonation change,
speech time ratio and average voice quantity were related to the impression of
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Table 1. Results of multiple regression analysis for Q1 and Q2

Model Q1 Q2 VIF

B SE β t p B SE β t p

(Intercept) 30.852 4.264 7.236 < .001 23.801 3.932 6.053 < .001∗

Intonation change 735.039 66.984 0.430 10.973 < .001∗ 689.843 61.776 0.431 11.167 < .001∗ 1.067

Utterance time ratio 10.686 8.748 0.048 1.222 .222 28.842 8.068 0.139 3.575 < .001∗ 1.090

Average voice volume –50.191 21.722 –0.094 –2.311 .021∗ –46.660 20.033 –0.093 –2.329 .020∗ 1.141

R2 0.174 (p < .001) 0.198 (p < .001)

Note.∗...p < .05

Table 2. Results of multiple regression analysis for Q3 and Q4

Model Q3 Q4 VIF

B SE β t p B SE β t p

(Intercept) 39.897 4.071 9.801 < .001∗ 40.811 3.844 10.617 < .001∗

Intonation Change 1226.015 63.952 0.643 19.171 < .001∗ 800.000 60.391 0.499 13.247 < .001∗ 1.067

Utterance time ratio –28.885 8.352 –0.117 –3.458 .001∗ –12.369 7.887 –0.060 –1.568 0.117 1.090

Average voice volume –106.046 20.739 –0.177 –5.113 < .001 –17.682 19.584 –0.035 –0.903 .367 1.141

R2 0.393 (p < .001) 0.235 (p < .001)

Note.∗...p < .05

the proactivity. In particular, the degree of change in intonation and the ratio
of speaking time were positively correlated with proactiveness. Therefore, the
selection of the evaluation parameter was generally appropriate. On the other
hand, on the impression of the emotional speech in the utterance time ratio,
there was some negative relation, though the effect degree was small. In addition,
the average voice volume showed a negative relationship with the impression of
confidence in speech, positivity, and emotional speech. As a cause of this, it
is possible that when there was a certain level of fluency in English speech,
it was evaluated by the consciousness that if they were confident, they would
not speak with a loud voice. Next, The value of R2 in the multiple regression
model obtained in this analysis was not sufficient. As the cause, the setting of
this experiment may have affected it. In the interpersonal communication, it is
said that the communication is carried out through visual cues such as facial
expression, gaze, gesture and posture as well as metrical information such as
words, speech speed and voice volume. However, in this experiment, these visual
cues were evaluated using only speech without presenting them to the evaluator,
so the evaluation seems to be dispersed.

5.1 Limitation of this Study

The verification showed that the degree of intonation change, speech time ratio
and average voice quantity were related to the impression of the proactivity. In
particular, the degree of change in intonation and the ratio of speaking time were
positively correlated with proactiveness. Therefore, the selection of the evalua-
tion parameter was generally appropriate. On the other hand, in the impression
of the emotional speech in the utterance time ratio, there was some negative



Verification of Evaluation Model for Speech Proactiveness 125

relation, but the effect was small. In addition, the average voice volume had a
negative relationship with the impression of confidence in speech, positivity and
emotional speech. As a cause of this, it is possible that when there was a cer-
tain level of fluency in English speech, it was evaluated considering that if the
speakers were confident, they would not speak with a loud voice. Next, the value
of R2 in the multiple regression model obtained in this analysis was not suffi-
cient. As the cause, the setting of this experiment may have affected it. In the
interpersonal communication, it is said that the communication is carried out
through visual cues, such as facial expression, gaze, gesture and posture, as well
as metrical information, such as words, speech speed and voice volume. However,
in this experiment, these visual cues were evaluated using only speech without
presenting them to the evaluator, so the evaluation seems to be dispersed.

5.2 Safety in Using the System

We discuss safety and ethical issues when applying this technology to AI agents
with appearance. The actual reliability of AI may be far from the visual reliabil-
ity. In the real world, the opponent’s personality and speech attitude are often
predicted from their appearance characteristics and behavior. For example, a
certain level of politeness is required for customer service in shops regardless of
the person. However, this technology does not take this into account. Therefore,
the actual attitude the agent expresses becomes inappropriate, and as a result,
the reliability may be damaged. On this point, the following countermeasures
are considered.

– Set laws and standards for use by agents and the application of services.
– Implement a module to investigate the appropriate speaking attitude and

proactiveness considering the usage scene and correct the speaking proactive-
ness evaluation.

In some cases, AI attitudinal statements fail to address discomfort or com-
pliance in the metaverse. Agents created using this technology do not behave
in the same way as humans and may evince problematic speech attitudes. The
expression of the agent’s attitude depends on the magnitude of the speaker’s
expression in interactions. In other words, there is a possibility of giving the
speaker the unintended impression of, for example, a psychological attack, coer-
cion, or harassment from the user with highly expressive speech. The following
measures are considered for such noncompliance.

– Restrict use to users who understand the disclaimer.
– It also provides customer service to handle problems.
– To pursue responsibility for AI agents by deleting agents and suspending their

use for output adjustment.

In social skills training using this speech proactivity evaluation, learners may
acquire incorrect skills. The present speech proactivity evaluation system con-
ducts the evaluation, ignoring the speech partner and situation. In particular,
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consideration for personal space and social manners of the person to be spoken to
are not considered. For example, in cross-cultural exchange, it has been reported
that the sense of politeness of the speaker differs between native and non-native
speakers from the viewpoint of prosodic features of speech [1]. Also, the act of
speaking with intonation and gestures larger than necessary without considering
the difference of the position with the conversation partner may violate one’s
personal space and social manners. In the real world, active speech does not
necessarily give a positive impression. However, the system may output high
ratings for such inappropriate conversational behavior, which may lead learn-
ers to acquire incorrect social skills. Researchers will need to evaluate speech
proactivity by adding this point as a parameter.

In the metaverse space, it can be used to learn how to make a good impres-
sion on the opponent. When speech proactivity increases, it is easy to make a
good impression on the person to talk to and to establish a good relationship.
This means that they can learn to manipulate the other person’s impression of
them and intentionally help them. For example, the speech proactivity evalua-
tion model that fits the conversation partner is made, and the speech training
using it is carried out. Therefore, it seems that the communication skill that can
manipulate the impression for the specific individual is mastered. As a result,
it may be used for misdeeds, such as manipulation of relationships, fraud and
multilevel marketing. It will be necessary to establish guidelines such as using
speech proactiveness evaluation optimized for individuals under the same strict
control as personal information.

6 Conclusion

The purpose of this study was to quantify the speech proactivity of Japanese
foreign-language learners in foreign-language communication. We examined an
evaluation model for estimating speech proactiveness based on evaluation param-
eters (intonation change, utterance time ratio, average voice volume) to deter-
mine whether evaluation parameters contribute to speech proactiveness. As a
result of the verification, the examined parameters affected the impression of
speech proactiveness. Specifically, we found that the degree of intonation change
strongly influenced the impression of speech proactiveness. Therefore, the selec-
tion of parameters was almost appropriate. On the other hand, the evaluation
model’s estimation accuracy remained low. Therefore, it is difficult to say that
the present model is practicable considering estimation accuracy.

In the future, the prediction accuracy will be examined considering other
metrical information, such as speech speed, and modalities, such as gesture, facial
expression and gaze, which were not the object this time. We believe that by
further increasing the estimation accuracy, the learner’s positivity and eagerness,
which are not dependent on the evaluator’s subjectivity, are quantified, and it
is applied to the game, which enhances the communication skill.
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Abstract. Student eXperience (SX) is a particular case of Customer Experience
(CX). SX refers to all perceptions and reactions, both physical and emotional, that
a student or future student experiences in response to interaction with the various
products, systems or services provided by a Higher Education Institution (HEI).
Proper SX management allows increasing student satisfaction, which is related
to student retention and satisfaction, in addition to the HEIs perceived quality
ultimately related to their strategic advantage. It is for this reason that the SX
evaluation is of great relevance. It is precisely for this reason that we have proposed
to develop an evaluation scale to detect the HEI’s main strengths and weaknesses
considering cultural aspects, which are not usually considered when analyzing
the undergraduate student’s journey. The development of our scale is based on
dimensions of SX and national culture models. This work details the development
and validation process of this tool. The validation consists of expert’s feedback
as well as with statistical methods. Experts were from multiple cultural contexts,
areas of specialization and gender. Furthermore, by working based on theoretical
models we make sure that the approach proposed to the diagnostic processes for
students was appropriate.

Keywords: Student eXperience · Evaluation Scale · Customer eXperience ·
HCI · Culture · Cultural Aspects · Higher Education · Higher Education Quality

1 Introduction

Student eXperience (SX) and the consequent student satisfaction are important factors
to ensure student well-being as well as the perceived Higher Education Institution (HEI)
quality. If we incorporate the cultural factor into SX solutions, it is possible to extend that
satisfaction to students fromcultural contextswith different expectations and perceptions
about the services and products offered by HEIs.

There are various tools to manage Customer eXperience (CX). One of these tools is
diagnostic in nature and allows us to have a general overview of an organization’s current
situation to help make decisions. To contribute to student satisfaction and integration in
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higher education, we have proposed the development of an SX evaluation methodology
incorporating cultural aspects.

As part of developing our holistic SX methodology, we set out to develop an evalu-
ation scale focused on student perceptions considering inherent aspects of the student’s
culture. This evaluation scale is based mainly on two theoretical models referring to SX
(Matus et al., 2023) [1] and culture (Hofstede et al., 2010) [2, 3]. The instrument has
been developed in two iterations under the supervision of experts. Its validation consists
of expert judgment, statistical validation, and pilot tests in different cultural contexts.
This document details the development, refinement and validation process of this tool.

2 Experiences and Culture

2.1 User eXperience

User experience (UX) concept directly relates a user to a product, system, or service to be
used. The ISO standard 9241–210 definesUX as the “person’s perceptions and responses
resulting from the use and/or anticipated use of a product, system or service” [4]. TheUX
concept is relevant to our proposal, given that, as a client, students use the services, prod-
ucts, and systems offered by HEIs. UX incorporates transversal elements of any higher
education student, such as emotions, personal beliefs/preferences/thoughts, perceptions,
physiological/psychological responses, behaviors, and the achievement of activities that
occurred before, during, and after using a product or service. As students use more than
a single educational product or service throughout their career, to holistically analyze
their behavior and perceptions it is necessary to approach it from a Customer eXperi-
ence (CX) point of view. This explores the consumer’s interactions with all the products,
systems and services provided throughout their customer journey [5].

2.2 Customer eXperience

The CX term arises in marketing and is considered a UX theoretical extension. Although
the term CX has been widely discussed, it needs a more precise and standardized def-
inition. Among the most used CX definitions is that of Hill et al. (2007) who defines
it as “the physical and emotional experiences that occur through interactions with the
products and/or services offered by a brand/company from the point of first direct and
conscious contact, considering the total journey, until the post-consumption stage” [6].

Regarding the factors specific to CX, Gentile et al. (2007) considered that CX has
six dimensions: i) emotional, ii) sensory, iii) cognitive, iv) pragmatic, v) lifestyle, and
vi) relational [7]. The emotional component appeals to the consumer’s affective system,
analyzing moods, feelings and emotions throughout the “consumer journey” [8]. The
sensory component is related to the sensory stimulation of consumers. The cognitive
component is associated with the conscious mental processes of consumers. The prag-
matic component relates to the practical results of consumers’ actions. The lifestyle
component is associated with consumers’ moral values, pre-established beliefs, and
adopting certain lifestyles and behaviors. The relational component involves the sub-
ject, his social context, and the dynamics of his interpersonal relationships. It has been
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observed that proper CX management leads to a strategic advantage in organizations
[9]. Certainly, HEIs can benefit strategically by holistically analyzing the perceptions
and reactions of their students.

2.3 Student eXperience

Student eXperience (SX) is a relatively new concept that has been defined in multiple
ways [10, 11]. Even so, it is possible to consider it a particular case of CX, in which stu-
dents are the clients of HEIs. This client/student-company/HEI relationship is ubiquitous
and maintained outside the classroom, as students remain in contact with educational
services even at home [12, 13]. The SX has been defined as “all the physical and emo-
tional perceptions and reactions that a student or future student experiences in response
to interaction with the products, systems, or services provided by a HEI, and interactions
with people related to the academic field, both inside and outside of academic space”
[14]. Its analysis and correct administration are directly related to the needs raised by
many governments that seek to improve the quality of higher education.

It should be noted that higher education has been considered at the forefront of
the UNESCO Sustainable Development Goals (SDGs) [15]. SX solutions like the one
proposed in this article can affect multiple SDGs such as Quality Education, Gender
Equality, and Reduced Inequalities [16]. This is considering that our diagnostic instru-
ment, in addition to detecting HEI’s strengths and weaknesses, contemplates cultural
aspects that, in turn, are related to, e.g., gender aspects. Additionally, solutions focused
on increasing student satisfaction often impact the HEIs perceived quality [12, 17]. This
shows the importance of developing SX solutions to achieve international educational
quality and integration goals and improve the HEIs’ general results.

2.4 Culture

Culture is a fundamental element in societies. Its analysis allows us to visualize the
individuals’ social dynamics, understand their internal and external stimuli reactions,
and anticipate their behavior to a certain extent. According to Hofstede (2001), culture
refers to “the collective programming of the mind that distinguishes the members of one
group or category of people from another” [2]. How individuals react to specific stimuli
usually depends on the culture in which they have grown. Analyzing the cultural factor
in the student-HEI relationship allows us to visualize the positive and negative aspects
of their university experience regardless of students’ perceptions from another culture.
Additionally, the cultural factor is evident in students’ adaptation and re-adaptation
processes in a foreign cultural environment [18, 19]. This is especially relevant for
immigrant or exchange students.

To develop the proposed evaluation scale, we used Hofstede’s national culture model
[2, 3]. This considering that thismodel is recognized as one of themost relevant regarding
people’s cultural behavior. In the model proposed by Hofstede, he has identified six
dimensions of national cultures: (i) Power distance (PD), (ii) Uncertainty avoidance
(UA), (iii) Individualism/collectivism (IDV), (iv) Masculinity/Femininity (MAS), (v)
Long/short term orientation (LTO), and (vi) Indulgence/restraint (IVR). This cultural
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model was used to develop the theoretical model that supports the development of the
methodology and the evaluation scale.

2.5 Evaluating the Student eXperience

In the preliminary phases of our proposal, we have developed a systematic literature
review (SLR) on the SX concept, its dimensions, and its evaluation methods [14]. We
were able to propose a definition of SXwith a focus onCXanddetail its three dimensions.
By observing the need for more cultural studies in the area, we proposed incorporating
the cultural factor into an evaluation methodology. To understand how cultural aspects
influence students’ multiple experiences, we develop a theoretical SX-Cultural model
based on the cultural dimensions proposed by Hofstede [1].

– Thepreliminary proposal for evaluationmethodology incorporates an evaluation scale
as a diagnostic method to apply to students [20]. The items of this instrument refer to
each of the 3 SX dimensions and six national culture dimensions. It is important to
mention that the method focuses exclusively on evaluating undergraduate students’
perceptions of higher education. Both the instrument and the theoretical base do not
consider other educational levels.

3 Developing a Scale for Student Experience Evaluation
with Cultural Aspects

The conceptual analysis that we have previously carried out on SX, its dimensions
and its evaluation methods allowed us to observe the lack of methods that incorporate
cultural aspects [14]. Although there are evaluation scales that address cultural aspects,
no integration with factors related to student interactions from a CX focus has been
observed. Our scale is being developed considering several iterations:

1. A preliminary version of our scale was developed based on literature, adapting two
tools already available. One focused on SX and the other on cultural aspects.

2. Our scale was evaluated by experts, academics, and undergraduate students.
3. The scale was refined based on their feedback.
4. The scale was validated through a pilot test.
5. The final version of the scale will be applied to undergraduate students from multiple

cultural backgrounds and will be statistically validated.

– Rodríguez-Rivero et al. (2007) proposed a scale in higher education environments,
that includes questions based on the cultural dimensions proposed by Hofstede
[21]. Based on the SX-cultural model [1] proposed by us, we selected and adapted
questions to be applied in Latin America and Spain and included them in a section
focused on cultural aspects of SX. Additionally, we included questions adapted
from the National Student Survey (NSS) [22, 23] as well as an open question in
the section focused on SX.

– Our proposal grouped 31 questions and is focused on being a support method
for the evaluation process of a broader methodology. We believe that with the
perceptions provided by the students and with the observations of the HEIs staff it
will be possible to suggest technically reliable improvements to increase student
satisfaction considering their cultural background.
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3.1 Preliminary Scale

We created the first version of our scale based on widely known student satisfaction
surveys [22, 23] and a student survey with cultural background applied in Spain and
Latin America [21]. The questions were adapted to Spanish to apply to the countries
under analysis. The scale was divided into two parts. The first included 19 items grouped
in the 3 SX dimensions: i) Social, ii) Educational, and iii) Personal. Item 19 is an open
question so it was not included in the statistical analysis.

The second part included 12 items, grouped in the 6 National Culture dimensions
proposed by Hofstede (2 items per dimension): i) Indulgence vs Restraint (IVR), ii)
Individualism vs Collectivism (IDV), iii) Masculinity vs Femininity (MAS), iv) Uncer-
tainty Avoidance (UA), v) Long-Term Orientation vs. Short-Term Orientation Term
Orientation (LTO), and vi) Power Distance (PD).

The scale development was supervised by three UX/CX experts with computer sci-
ence and statistics backgrounds, and items were refined based on their feedback. The
demographic data included in the survey had questions regarding age, nationality, gender,
promotion, and career.

– This version of the scale was applied to a group of 31 undergraduate students from
Chile and 38 undergraduate students from Spain. It should be noted that in the group
of students from Spain there were students who identified with various nationalities,
such as Argentina, Belarus, Bulgaria, Chile, Spain, France, Mexico, Romania, and
Uruguay. The scale reliability for each model (SX/Culture) were analyzed with Cron-
bach’s Alpha [24] (Table 1 and Table 2). After analyzing the UX/CX experts’ group,
the survey was proposed to undergo another expert judgment in a second iteration.

Table 1. Cronbach’s Alpha test for data collected in the pilot scale.

Model Cronbach’s Alpha

SX 0.887

Cultural 0.711

Cronbach Alpha’s acceptable range >0.700

Based on the reliability of the results (Table 1 and Table 2), we adapted items IDV22,
IDV23, MAS25, UA27, PD30, and PD31 from the cultural section. It was decided to
reformulate the item questions to avoid inverted scale elements that could confuse the
test subjects.

Subsequently, in the refinement stage, it was decided to additionally reformulate
item MAS24 based on the value of Cronbach’s Alpha and the experts’ feedback.
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Table 2. Cronbach’s Alpha test for data for each item.

Model Dimension Item Cronbach’s Alpha
eliminating item

SX Educational ED01 0.879

ED02 0.885

ED03 0.885

ED04 0.878

ED05 0.879

ED06 0.874

ED07 0.897

ED08 0.881

ED09 0.883

Social SO10 0.880

S011 0.881

SO12 0.880

SO13 0.880

SO14 0.877

SO15 0.876

SO16 0.884

Personal PE17 0.886

PE18 0.874

Cultural IVR IVR20 0.672

IVR21 0.657

IDV IDV22a 0.697

IDV23a 0.710

MAS MAS24 0.753

MAS25a 0.685

UA UA26 0.689

UA27a 0.680

LTO LTO28 0.697

LTO29 0.705

PD PD30a 0.663

PD31a 0.683
ainverted scale element
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3.2 Refining the Scale Based on Experts’ Feedback

After developing the first version of the scale and with the supervisors’ approval, we set
out to refine the instrument through expert judgment. The scale was quantitatively and
qualitatively examined in mid and late 2023 by:

• Four usability experts who work in the academic and private sectors.
• Eight academics from Chile, Colombia, and Italy.

The participants were asked to evaluate each of the 31 items using a 5-point Likert
scale [25], where 1 is not appropriate and 5 is very appropriate. They were also asked
to comment on items and the scale (Table 3).

Table 3. Overall opinions on the preliminary scale.

Min Max Average S.D

Experts 2 5 4.54 0.76

Academics 1 5 4.46 0.93

Based on the analysis of Cronbach’s Alpha by dimensions and the comments of
experts and academics, we decided to modify two items (Table 4). The item MAS24
“For students, their university career is more important than their social circle” was
selected to be adapted because the experts mentioned that the item can be ambiguous
and difficult to interpret.

Another item to adapt is LTO29 “When it comes to preparing for assessments,
students plan fromday one”. Like the other item, this onewas also considered ambiguous
with respect to what a student can consider “day one”. Additionally, the subjectivity of
the question was criticized, making it unclear whether a student was referring to her
personal situation or what was observed regarding their classmates.

All items of the SX dimensions were kept. Although Cronbach’s Alpha increases
slightly when item ED07 is eliminated, expert opinion supports its existence. Regarding
the items referring to the cultural dimensions, 2 previously mentioned elements (MAS24
and LTO29) were adapted based on expert comments, clarifying their meaning and/or
better focusing to be less ambiguous for students.

– As part of Hofstede’s work on the dimensions of national culture, scores ranging from
0 to 100 were developed for each cultural dimension [26]. In this way, each country
has a score for each culture dimension, which oscillates between 2 opposite attitudinal
poles. Values below 50 are considered low and values above 50 are considered high
in relation to the distinctive attributes of each cultural dimension. These scores were
used to comparatively describe data from the culture section of our scale for the
Chilean and Spanish student groups (Table 5).
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Table 4. Quantitative evaluation of the preliminary scale.

Model Dimension Item Average S.D Action

Student
eXperience
Model

Educational
Dimension

ED 01: The courses developed
by the teachers are interesting

4.42 0.79 Keep

ED 02: The courses challenge
me to give my best by being
demanding

4.50 0.67 Keep

ED 03: My courses have given
me the opportunity to explore
ideas or concepts in depth

4.83 0.39 Keep

ED 04: My courses have given
me opportunities to apply what
I have learned

4.75 0.62 Keep

ED 05: Course evaluations
have been fair

4.50 0.80 Keep

ED 06: Courses are organized
in a way that they run smoothly

4.50 0.67 Keep

ED 07: The course schedule is
appropriate for me

4.08 1.08 Keep

ED 08: The university
resources and facilities have
helped me in my learning

4.17 0.94 Keep

ED 09: I have been able to
access specific resources and
facilities when I needed them

4.33 1.07 Keep

9 ED Items

Social
Dimension

SO 10: I have received useful
comments on my academic
work

4.33 1.23 Keep

SO 11: I have been able to
contact university staff when I
needed it

4.75 0.62 Keep

SO 12: I have received
sufficient guidance regarding
my courses

4.75 0.62 Keep

SO 13: I feel part of a
university community

4.75 0.62 Keep

(continued)

The data in the table are complemented by the data in Table 6, where the Mann-
Whitney U test was applied to check the existence of significant differences [27]. This
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Table 4. (continued)

Model Dimension Item Average S.D Action

SO 14: I have had adequate
opportunities to work with
other students as part of my
courses

4.58 0.51 Keep

SO 15: University staff value
student opinions

4.42 0.90 Keep

SO 16: The student
center/delegation/association
effectively represents the
academic interests of students

4.58 0.90 Keep

7 SO Items

Personal
Dimension

PE 17: I have had adequate
opportunities to provide
feedback on my courses

4.67 0.49 Keep

PE 18: I am satisfied with the
quality of my courses

4.83 0.39 Keep

2 PE Items

National
Culture
Model

IVR IVR 20: Students have a
positive view of the university,
considering that it is possible
to have fun there

4.42 0.79 Keep

IVR 21: Both teachers and
students gladly accept
questions in class, fostering a
participatory environment

4.75 0.87 Keep

IDV IDV 22: The feeling of
individual competitiveness
among students is low;
teachers encourage teamwork

4.27 1.27 Keep

IDV 23: There is a sense of
collective identity; students
care about overall course
assessment results

4.25 1.22 Keep

MAS MAS 24: For students, their
university career is more
important than their social
circle

3.75 1.22 Adapt

(continued)
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Table 4. (continued)

Model Dimension Item Average S.D Action

MAS 25: The university offers
resources for less fortunate
students

4.83 0.39 Keep

UA UA 26: Students know exactly
how they will be evaluated;
They have exams from
previous years or precise
information about the
evaluations

4.25 1.14 Keep

UA 27: Bureaucracy at the
university is a problem that
consumes a lot of students’
time

4.67 0.78 Keep

LTO LTO 28: Courses focus on the
professional development of
students based on current
content in
engineering/science/business

4.92 0.29 Keep

LTO 29: When it comes to
preparing for assessments,
students plan from day one

3.42 1.44 Adapt

PD PD 30: There are mechanisms
for students to express their
opinion and influence
university decisions

4.58 0.79 Keep

PD 31: The treatment of the
teachers is quite distant. They
are considered an
unquestionable authority

4.45 0.69 Keep

2 Items per cultural nation dimension

is in consideration of the ordinal nature of the results that make it necessary to use a
non-parametric test. In this test a p-value of 0.05 was used as decision rule.

Considering the low number of test subjects and the lower cultural homogeneity of
the group of students from Spain the results could distort to a certain extent. This could
certainly be a limitation of our pilot test. To reduce the heterogeneity of the data the
results have been reduced to the two largest groups of each test (Chile and Spain). This
is also considering that the cultural scores proposed by Hofstede were documented for
individual nations, not regions.In Table 5we present the averages of the items referring to
cultural dimensions together with the cultural dimension scores presented by Hofstede,
differentiated by the country where the results were collected.
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Table 5. Cultural differences comparison for each group of students.

Item Country Average S.D Hofstede’s Cultural Score

IVR 20 Chile 3.26 0.93 IVR:
68 (Chile)
44 (Spain)

Spain 2.59 1.19

IVR 21 Chile 3.61 0.84

Spain 3.70 0.95

IDV 22a Chile 2.35 1.20 IDV:
49 (Chile)
67 (Spain)

Spain 2.52 0.98

IDV 23a Chile 3.16 1.44

Spain 3.26 0.94

MAS 24 Chile 2.71 1.13 MAS:
28 (Chile)
42 (Spain)

Spain 2.04 0.98

MAS 25a Chile 2.81 1.11

Spain 2.41 1.15

UA 26 Chile 3.03 1.05 UA:
86 (Chile)
86 (Spain)

Spain 3.07 1.04

UA 27a Chile 3.48 0.93

Spain 3.30 1.10

LTO 28 Chile 3.52 0.96 LTO:
12 (Chile)
48 (Spain)

Spain 2.89 1.25

LTO 29 Chile 2.74 1.06

Spain 2.56 0.93

PD 30a Chile 3.48 1.12 PD:
63 (Chile)
57 (Spain)

Spain 3.22 1.09

PD 31a Chile 2.74 1.18

Spain 2.59 0.97
a inverted scale element

The elements that have more differentiated averages have a margin of 0.67 points.
This can be seen between the results of Chile and Spain for items IVR20 and MAS24.
In Table 6 we observe that there is evidence to consider significant differences for items
IVR20, MAS24, and LTO28 considering the hypothesis Ha: µ Chile �= µ Spain.

In the IVR20 item we observe that the average differences are consistent with their
cultural scores for the IVR dimension. This could indicate that our instrument could
detect cultural differences. In the case of item MAS24, the difference is contrary to the
cultural scores for the MAS dimension. Considering the results of Cronbach’s Alpha
(Table 2), the experts feedback (Table 4), and the results of the Mann-Whitney U test
(Table 6), we have chosen to modify the question in item MAS24.
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– Item LTO28 present a difference that is not explained by the cultural score for the
corresponding dimensions. Considering the nature of the sample and the feedback
from the experts, we have decided to keep the item.

Table 6. Mann-Whitney U test for cultural differences Chile-Spain.

Item p-value

IVR20 0.033

IVR21 0.642

IDV22 0.376

IDV23 0.835

MAS24 0.025

MAS25 0.157

UA26 0.764

UA27 0.487

LTO28 0.038

LTO29 0.536

PD30 0.256

PD31 0.733

Item MAS24 has been modified. The version shown to the experts indicates “For
students, their university career is more important than their social circle.” Considering
the feedback from the experts, the question presents a binary scenario that can lead to
errors. Additionally, they indicated that the social circle could include social interactions
that occurwithin the university. For these reasonswe have decided tomodify the question
to “For students, it is acceptable to reduce their social interactions in order to improve
their academic results.”

– ItemLTO29has also beenmodified.Theversion shown to the experts indicates “When
it comes to preparing for assessments, students plan from day one.” Considering the
experts’ feedback, this question is far too personal, being ambitious make a student
speak for a general group of people. Additionally, they indicated that the term “day
one” can be very ambiguous. For these reasonswehave decided tomodify the question
to “When it comes to preparing for assessments I plan ahead.”

4 Conclusions & Future Work

The theory on which our proposal is based shows the lack of research and the importance
of incorporating cultural aspects into SX solutions.Within these solutionswe believe that
an evaluationmethodology is themost appropriate to satisfy the HEI’s needs considering
its flexibility. It is as a method of these methodology that we have proposed the scale
presented in this work.
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– Our scale was developed based on literature and a SX-Cultural model. The incorpo-
rated items refer to both the 3 SX dimensions and the 6 national culture dimen-
sions proposed by Hofstede. It has 31 questions and was then evaluated by 12
experts/scholars/professionals from different areas, national contexts, and gender.
The instrument was refined in 2 stages under the supervision of experts in the UX/CX
area; 2 items were adapted, and 29 items were kept unchanged.

– Considering the limited number of participants in the preliminary scale, we believe
that it is too ambitious to do an in-depth analysis of the cultural differences between
the participants. Even so, after the massive application of the consolidated scale, this
analysis is imperative.

In the future wewill use structural equationmodeling (SEM) to check the underlying
model of our scale. We intend to use the scale in future surveys in conjunction with other
methods within the framework of an evaluation methodology that incorporates cultural
aspects. We do not rule out an additional iteration of refinement of the instrument after
statistically analyzing the results of its application in students from different educational
and cultural contexts.
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Abstract. The focus of this paper is addressing the problem associated with
“Tsundoku”, a condition where a book is left unread (hereinafter referred to as
“stacked book”). We investigate an approach to rekindle interest in and enhance a
motivation to read stacked books, which are feelings that wane after purchase. In
this study, we verify the hypothesis that “Presenting memories of when a stacked
book was purchased by itself enhances the buyer’s interest in it and motivation to
read it”. We developed an augmented reality (AR)-based experimental system to
display messages from a book in the form of speech balloon text on a smartphone
screen. In the experiment, we compared the effects of presenting three types of
information from a stacked book: a book’s title, third-party opinions such as prod-
uct reviews, and memories of when the book was purchased. The experimental
results show that presenting memories from books has no significant effect on
reading motivation or interest when compared to providing third-party opinions.
However, it was demonstrated that the information presentation method, in which
an anthropomorphic book discusses its past purchase memories, is effective in
increasing buyer’s interest and motivation to read the book.

Keywords: Stacked books · Tsundoku ·Memory-based information ·
Recommendation system · Conversational Agent · Anthropomorphization ·
Media-Equation

1 Introduction

Doyou ever leave a book you bought unread?A book in such a state is called “Tsundoku”
(stacked books) in Japan because it arises from being accumulated and piled up without
being read. This term was featured in the BBC News article in 2018 [1], and the concept
of “Tsundoku” has gained international recognition and resonance beyond Japan. Book
lovers tend to accumulate books because they aspire to read many, but often lack the
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time [2]. Moreover, as time passes, the motivation and interest in purchasing a book
fade, and people often forget about the book’s presence. Thus, although they may have
an interest in the contents of the stacked books, they can still not clear out the stacks of
unread books. Hereinafter, we refer to a “Tsundoku” book as a “stacked book.”

In this research, we consider a support method for enhancing interest in and read-
ing motivation for stacked books. Our approach focuses on reviving buyer’s original
memories of a book at the time of its purchase as a potential means to achieve this
goal. When a buyer decides to buy a book, there is usually some reason for doing so.
Therefore, reminding buyers of their initial emotions and some of their book purchasing
experiences may enhance their interest and bring the books back to mind.

From this perspective, to increase interest in stacked books, we consider a method to
present memories of the books’ purchase. Additionally, this study focuses on a conver-
sational approach with agents for presenting purchase memories. In the field of conver-
sational agents research, design methods that transform everyday items into agents have
been proposed and demonstrated to effectively capture the user’s attention [3]. There-
fore, personifying a book purchased by a buyer and presenting it as a narrator of its own
purchase memories could be an effective strategy for capturing the buyer’s attention and
evoking its presence.

This study aims to clarify whether the mechanism by which a stacked book presents
memories of being purchased can help to increase the buyer’s reading motivation. As a
first step toward achieving this goal, we established a prototype environment in which
a stacked book itself presents memories of being purchased to the buyer as a text mes-
sage. We then examined, in a laboratory-controlled setting, how such memory-based
information affects buyers’ reading motivation.

2 Related Research

2.1 Relationship Between Memory About Items and Attachment to Them

In the field of consumer psychology, several studies have been conducted on the effects of
people’smemories of artifacts on their impressions of them. In particular, the relationship
with people’s attachment to artifacts has been discussed. For example, Kino [4] showed
that long-term ownership of a target artifact and having memories of it are major reasons
for attachment to the artifact. They also suggested that the artifacts to which a person
becomes attached tend to be personified as the person themselves or a familiar person.
Additionally, another study by Hatori [5] examined the factors enhancing attachment
to one’s possessions, focusing on bicycles. They showed that recalling memories about
one’s own bicycles enhances the sense of attachment to them and that persons with
a higher sense of attachment are more likely to refrain from neglecting the bicycles.
These studies suggest that memories of a person’s own artifacts may enhance feelings
of attachment to them. However, these studies focus only on investigating the factor of
attachment to a person’s own artifacts, without intending to generate interest in or desire
to use artifacts.
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2.2 Conversational Agent Based on Anthropomorphism of Objects

In the research field of conversational agents, several studies have been conducted on
the design method of presenting information in the form of talking from artifacts them-
selves by anthropomorphizing them as a conversational agent. These studies suggest the
potential of the method for attracting users’ attention to artifacts. Unconscious percep-
tion of artifacts as human is known as the concept of Media-Equation [6] or Theory of
Mind [7]. In terms of agent design, these studies investigate the mechanism of encour-
aging human attention based on the knowledge that humans have a cognitive tendency
to treat artifacts like humans. For example, Osawa et al. [3] proposed a design method
to attach eyes and hands to an artifact and make the artifact itself an anthropomorphic
agent. They experimented by comparing a proposed case in which anthropomorphized
artifacts talk about themselves with a control case in which an interactive agent indepen-
dent of artifacts talks about the artifacts. From their findings, a system design in which
the anthropomorphized artifacts themselves talk effectively attracts user’s attention to
the artifacts. Additionally, there is a study focused on speech expressions to make people
feel anthropomorphic when designing these anthropomorphized artifacts [8]. It is shown
that first-person expression is an important factor in forming the sense that an artifact
itself is speaking independently. Moreover, the interaction with other anthropomorphic
elements, such as informal wording and emotional reaction, is important for enhanc-
ing the feeling of affinity. These findings suggest that communicating information from
anthropomorphic artifacts is useful in eliciting users’ interest in the artifacts.

2.3 Our Study

The purpose of this study is to clarify whether the mechanism of presenting past memo-
ries about stacked books from the books themselves can trigger the recollection of their
presence and raise the interests of buyers. As mentioned in Sect. 2.1, several studies have
suggested that recalling memories about artifacts in daily life can increase the sense of
attachment to them. Thus, it is conceivable that recalling experiences with artifacts may
trigger a re-examination of the relationship between an owner and the artifacts. There-
fore, presenting the relationship andmemories between a buyer and stacked booksmight
make the buyer more aware of them and also be useful in increasing the buyer’s interest
in the books.

To encourage owners to recall memories of artifacts where their attention has waned,
such as stacked books, it is necessary to consider strategies to attract their attention to
the artifacts. For example, presenting visual information such as the design of book
covers might effectively remind the buyer of the books’ existence. However, such visual
information might not motivate them to read the books because the spines of stacked
books are always visible, yet the books remain unread. So, in this study, we further
consider an effective strategy to attract attention to books by having them talk about
past memories themselves. The literature referred to in Sect. 2.2 suggests that narratives
from anthropomorphized artifacts effectively elicit owner’s interest in the artifacts. In
addition to those presented in the previous section, some interfaces to help people reflect
on past memories have been proposed, such as [9, 10]. However, these studies focused
on supporting memory recall about life events or behaviors in life. Therefore, as in this
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study, an interface that focuses on supporting the recall of a memory related to specific
artifacts and using it to address specific issues in daily life has not been extensively
studied. Our study presents a case of assisting in recalling memories about specific
objects to address issues related to the objects in the context of the issue of stacked
books.

3 Our Proposal

3.1 Design Concept

In this study, we propose an information presentation framework that provides a user’s
memory of purchasing a book in the form of narration from the book itself. To recall
memories about artifacts that are out of the owner’s interest or consciousness, such
as stacked books, it is necessary to draw attention to the artifacts. The framework is
designed to draw attention to a stacked book by making the book itself the narrator to
recount memories of the purchase, inspired by the findings about anthropomorphized
agents described in Sect. 2.2. In this framework, the books themselves narrate stories
encouraging users to recall the books, such as “You foundme on that day when you were
looking for a popular novel in the store, right?” The user’s purchase experience can be
considered as a memory for the book itself. In designing this framework, we consider it
important for the book itself to speak to the user to attract their attention and to present
sympathetic information about the book itself. The design to present the experience
shared with a user from a book’s point of view is derived from these two requirements.
Therefore, providing information based on the framework is expected to attract users’
attention and encourage users to re-examine the relationship between artifacts and users.

3.2 Experimental System

To realize this concept faithfully, it is necessary to consider a concrete presentation
method for when and how a book itself should interact with a user. However, there are
many points to consider, such as how speech from a book itself should be represented,
what type of presentation is most convenient for a user, and what voice and tone of books
should be applied. It is difficult to address all these issues at once. Therefore, this study
focuses solely on the question, “Does presenting a buyer’s memories from a stacked
book attract the buyer’s attention and make the buyer want to read it again?,” which is
the core idea of the proposed method. Consequently, in this study, we investigate the
effect of presenting a message related to memory to a user under a controlled and limited
situation where the message is presented as text on the screen of a smartphone. During
the experiment, the user’s impression when reading the text is evaluated.

For this evaluation, we developed an AR-based information presentation system
wherein the book’s speech is displayed in a speech bubble on a smartphone screen when
the phone’s camera is held up to the book. This system is a smartphone application built
in Unity. When the camera captures the spine of a book, a speech balloon is visualized,
emerging from the spine to create the appearance that the book itself is speaking. The
speech bubble contains a text message generated by system, giving the impression that
the book is conveying the message.
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Fig. 1. Experimental setup. Smartphones on the left present book information, while the PC on
the right controls smartphone contents and provides a questionnaire answering function.

We conducted experiments to identify useful information for enhancing interest in
stacked books andmotivation to read them by comparing various types of texts presented
on the system display. Details of the texts compared in the experiment, their methods,
and evaluation items are presented in Sect. 4. However, the details of the systems used
in the experiment are described here in advance.

In the experiment, we employed Thurston’s pairwise comparison method [11] to
evaluate the impressions of the presentedmessages. This surveymethod asks participants
to choose the most appropriate option from two given choices of a given question while
viewing two contents simultaneously. To conduct the experiment using this method, we
established an evaluation environment to facilitate the smooth running of the pairwise
comparison process. Figure 1 illustrates the evaluation environment, which consists of
two smartphones placed in front of the books running the experimental application and
a PC for controlling the displayed contents on these devices and collecting participants’
responses. Participants can provide their choices for the given questions on the PC while
viewing the contents displayed on the smartphones.

In the PC, the list of question items and the presenting messages on the smartphones
are registered in advance. Participants can proceed with the experimental procedure
based on the pairwise comparison method by answering questions on the PCwhile com-
paring the displays of the two smartphones. At this time, the messages displayed on the
smartphones and the question messages on the PC screen are dynamically updated along
with the participants’ answer status. In the pairwise test, for each question, participants
compare all possible pairs of messages that a book talks about. The answers for each pair
are recorded in a log file on the PC. After the participants answer all pairs in all ques-
tions, the screen is automatically closed. In this system, the order of the combinations
of messages displayed on the smartphone is set to be random for each participant.
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4 Experiment

4.1 Purpose and Hypothesis

In this experiment, our aim is to examine whether our proposed method, wherein a
stacked book itself recounts past memories of its purchase, is effective in eliciting the
buyer’s interest in the book. As mentioned in the introduction, interest in and motivation
to read a purchased book are typically higher at the time of purchase. Therefore, it is
expected that recalling the event of the purchase might enhance a motivation to read it.
Additionally, existing research suggests that speech from artifacts themselves attracts
owner’s attention to the artifacts. Based on this, we formulated the hypothesis: “Pre-
senting a past experience when a book was purchased by the book itself enhances the
buyer’s interest in and motivation to read the book.” This experiment aims to verify this
hypothesis.

4.2 Outline of the Experiment

In this experiment, we established laboratory-controlled settings that closely resemble
the use case of the proposed method. Specifically, to verify the effectiveness of the
proposed method under controlled conditions, the experiment was designed to simulate
the experience of purchasing a book and then evaluate the information presentation for
the selected book after a period of time.

The experiment was conducted over two days and comprised two phases: a book
selection phase and an evaluation phase. During the book selection phase (Day 1), par-
ticipants were asked to select books on an online shopping site and share their selection
process and impressions in an interview. The evaluation phase (Day 2) involved partici-
pants experiencing a system that provided information about the selected book. Notably,
participants had no opportunity to interact with the selected book between Days 1 and
2. Day 1 corresponded to the book-buying phase, while Day 2 corresponded to remem-
bering the books while using the system. Days 1 and 2 were separated by approximately
a week to evaluate the selected book’s information after the participant’s memories and
feelings of the selected books had faded. In the following sections, we describe the
content of each experimental day.

4.3 Day 1: Book Selection and Interview

The book selection phase on Day 1 was designed to simulate conditions similar to
stacked books, remaining unread. Participants were tasked with choosing three books
they wished to read from the shopping website Amazon.com using a provided PC.
During the book selection process, participants were informed via a note (Fig. 2) about
the limited categories of books they could choose from, such as literature, criticism,

nonfiction, and business books. The screen was recorded during the book selection
for use in the post-interview. It is important to note that participant only selected books
they wanted to read but did not purchase them during the experiment.

After the book selection phase, we conducted a narrative interview [12] to obtain
information about their selection processes and subjective feelings. Participants were



The Impact of a Mechanism Where a Stacked Book Provides Memories 149

Fig. 2. Note outlining exclusion criteria in the book selection process.

Table 1. Questions for the additional interview. IQ7 is asked at the end of the interview.

No Question

IQ1 What made you interested in this book?

IQ2 What did you think when you saw that information?

IQ3 Why did you decide to search with this search term?

IQ4 Why did you decide to select in this category?

IQ5 What was the deciding factor in selecting the book?

IQ6 Is there anything I forgot to say or additional things about this book?

IQ7 Please rank the three books you selected in the order you want to read. Please also tell me
the reason for that ranking

asked to explain their selection processes and feelings orally in chronological order
while watching the video recorded during the selection process. The purpose of this
interview was to collect data that could be used to present information as their mem-
ories of the purchase experiences in the experiment on the second day. Subsequently,
the experimenter conducted an additional interview to further explore the participant’s
experiences based on their responses from the narrative interview. Table 1 outlines the
questions asked during the interview.

4.4 Day 2: Experimental Methods and Comparison Conditions

In the evaluation phase onDay 2, participantswere taskedwith comparing and evaluating
the text messages concerning the books selected on Day 1, as described in Sect. 3.2. Day
2 was separated by approximately one week from Day 1. During Day 2, participants
engaged with the AR-based experimental system to view speech bubbles containing
messages about one of the books they had selected on Day 1. In this experiment, par-
ticipants evaluated for one of the books they selected on Day 1, which is chosen by
the experimenter. We utilized Thurstone’s pairwise comparison method [11] to assess
the impression of three types of information about a book. Participants were instructed
to simultaneously view two randomly selected text messages from the three types and
rate which they deemed the most appropriate answer to the questionnaire using the
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experimental system. We established three conditions corresponding to the three types
of presented information related to stacked books. Figure 3 depicts examples of the
application screens, while Table 2 shows sample messages presented for each condition.

(a) Title (b) Review (c) Memories 

Fig. 3. Example screens of the experimental system used in the study. Each image in (a)-(c)
corresponds to the displayed content for the respective condition described in the main text.

Table 2. Example of displaying information in each condition about the book selected by the
participant. These contents are translated into English from the text depicted in the image shown
in Fig. 3. The [Book title] and [Author] represent the title and author of the book handled in the
experiment, and [Title of another book] represents the title of another book.

Condition Example of displaying information

(a) Title I’m “[Book title]”

(b) Review - A strange experience. Exploring the unknown. The crisis of human existence. A world
beyond imagination, viewed in life-size
- Even though the situation is more severe than in [Title of another book], the main
character is as positive as in [Title of another book], I was surprised at the grandeur. The
unexpected development has been mind-boggling. That is worthy of [Author’s name] ‘s
reputation
- As described in the explanation, we recommend that you read without prior information
as much as possible. We think it will give you not only excitement but also warmth. I
would recommend it as much as my favorite [Title of another book]

(c) Memories I know you saw me and became interested in me when you were searching the Literary
Criticism category. When you saw the design of my cover where the astronauts float, it
seemed to me that you were wondering what kind of story it was. Did I capture your
interest after you read the synopsis?

• Title condition: Presenting the book title only.
• Review condition: Presenting third-party reviews obtained from Amazon.com as a

message from the book.
• Memories condition:Presenting each participant’smemories in the selection process

obtained from the interview as a message from the book itself.
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One possible reason for the decline in motivation to read stacked books could be
that people forget about the books’ existences or loose interested in them. Therefore,
we introduced the title condition to investigate whether presenting the book’s existence
or a specific memory associated with it could be effective. Additionally, we set the
review condition to assess whether presenting memories, rather than just information
that simply attracts users’ interest, would be effective.

In the Title condition, the book title is presented as a form of self-introduction, such
as "I am [book title]," as shown in (a) of Table 2. The Review condition presents three
reviews of a book randomly extracted from Amazon.com with at least three stars, as
shown in (b) of Table 2. Thus, the review condition incorporates third-party opinions
about the book into the message. The obtained original review comments are presented
in bullet points within the message. We selected reviews within 100 words, excluding
information unrelated to the evaluation of the book, such as the book’s condition or
spoilers about the content. Moreover, we eliminated reviews containing first-person
expressions, which is terms referring to the reviewer, such as "I" because it might be
whether such terms refer to the reviewer or the book itself in this experiment. However, a
few reviews containing first-person expressions were displayed. Reviews viewed during
the book selection were not used because these reviews may reside in the participants’
memories and trigger unintended recall.

The messages in the Memories condition were designed based on a summary of the
narrative interview on Day 1, expressing the participant’s experience chronologically
from the book’s perspective in about 100words, as shown in (c) of Table 2. The approach
involved writing in first person ’I’, focusing solely on events directly related to the book
in spoken language, and aiming to personalize the memories as if the book itself were
recounting them. This ensures that the shared memories with the book are presented as
comfortably as information that the book itself conveys.

4.5 Day 2: Experimental Bookshelf

In this experiment, we used the experimental system outlined in Sect. 3.2 to display
messages about a book on a bookshelf simulating stacked books. The system presents
dialogue in a speech balloon text from the spine of book in AR format on the smart-
phone screen, creating the illusion that the stacked books themselves are speaking. We
constructed the bookshelf with 11 books, including one selected by the participants,
secured between bookends (see Fig. 1). To closely simulate a stacked book scenario,
we included 10 other books in addition to the participant’s selected book. Although the
actual books selected on Day 1 were not used in this experiment, we prepared dummy
books covered in white book covers labeled with their titles on the spines to create the
appearance that the actual book is present.

4.6 Procedure and Evaluation Items

On Day 1, we first conducted informed consent with the participants before starting
the experiment. Following consent, we instructed the participants to select books they
wished to read on Amazon using the provided PC. The procedure on Day 1 is detailed in
Sect. 4.3.
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OnDay 2, participants were taskedwith comparing the information from the selected
book presented on two smartphones using Thurstone’s pairwise comparison method, as
described in Sect. 3.2. They responded to pairwise comparison questions, as outlined in
Table 3,which asked about their impressions, repeatedly for all pairs of the three patterns.
Following the pairwise comparison, participants completed a questionnaire containing
the questions detailed in Table 4. These questions were based on a 5-point Likert scale
(5 being most positive) and were designed to assess participants’ impressions of each
of the three pieces of information individually. During this questionnaire, participants
viewed each information from the selected book individually in order and responded
to questions about it. This process was repeated three times, with participants looking
at one piece of information and answering questions about it each time. The order of
presentation varied depending on the participant.

5 Results

5.1 Results from Pairwise Comparison Phase

Figure 4 shows the scales generated from the results of the questionnaire responses in
the pairwise comparison. To create these scales, we constructed a choice ratio matrix
for each pair of information based on the participants’ responses. Subsequently, we
calculated the mean Z-scores of the choice ratios in each condition from the matrix and
determined the scale values accordingly.

Table 3. Three questions used in the pairwise comparison.

No Question

Q1–1 Which text message increased your interest in the book?

Q1–2 Which text message did you remember wanting to read more?

Q1–3 Which text message made you more eager to read this book?

Table 4. Questions in the additional questionnaire to ask about the impression of information
individually.

No Question

Q2–1 My motivation to read the book was increased by viewing the information

Q2–2 I felt that the book was talking to me while using this system

Q2–3 I felt the presented information on this system is interesting
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Q 

1-1 

Which text message 

increased your interest 

in the book? 

Q 

1-2 

Which text message

did you remember 

wanting to read 

more?

Q 

1-3 

Which text message 

made you more eager 

to read this book? 

Fig. 4. Scales generated from the results of the questionnaire in the experiment (N = 19).

These questions are evaluated using Thurston’s pairwise comparison method.
In Q1–1, “Which text message increased your interest in the book?”, the Title con-

dition scored the lowest, while the Review condition scored the highest. These results
were consistent for Q1–3 as well. Additionally, the Memories condition scored higher
than the Title condition in both Q1–1 and Q1–3. Therefore, it can be concluded that the
Memories condition tends to enhance participants’ interest and reading motivation com-
pared to the Title condition. In Q1–2, “Which text message did you remember wanting
to read more?”, the Review condition scored the lowest, while the Memories condition
scored the highest. The distances between the Memories and the other two conditions in
Q1–2 were notably large. This result suggests that the Memories condition’s effect on
reminding participants that they wanted to read a book is significantly higher compared
to the other conditions.

The results from Q1–2 suggest that presenting memories of purchasing the book
helps participants recall their past motivation to read the book. Additionally, the results
of Q1–1 and Q1–3 suggest that interest in and motivation to read the books tend to
increase when memories of the purchasing the books are presented. However, the degree
of increase is greater when reviews are presented.

5.2 Results from the Questionnaire in Post Impression Evaluation Phase

Figure 5 depicts box-and-whisker plots illustrating the trends of responses to the ques-
tionnaire which was rated on a 5-point Likert scale as detailed in Table 4. Each question
was answered individually for each condition to evaluate impressions of information pre-
sented from the bookswithout comparison. The Friedman test was performed to examine
differences between the averages of the three conditions for each question, with results
being significant (p < .05) for all questions. Subsequently, multiple comparisons tests
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using the Bonferroni method were conducted for all questions. These results are shown
in Fig. 5.

In Q2–1, “My motivation to read the book was increased by viewing the informa-
tion,” the mean scores are higher for the Review>Memories>Title condition.Multiple
comparison tests confirm significant differences between the Title-Review condition and
the Title-Memories condition. There are no statistical differences between the Review
and Memories conditions. Therefore, the Memories condition does not show a tendency
to increase reading motivation significantly compared with the Review condition. How-
ever, because the Memories condition also has statistically higher scores than the Title
condition, it is suggested that providing information about the memories of the purchase
may enhance the motivation to read the books.

In Q2–2, “I felt that the book was talking to me while using this system,” the mean
scores are higher for Memories > Title > Review condition. Multiple comparisons
reveal significant differences between all combinations. Therefore, participants tend to
feel that the books are talking to them when the books discuss memories. Additionally,
only the Review condition results in significantly lower scores than the other conditions.
This suggests that presenting reviews reduces the feeling that the books are talking to
the participants compared to presenting other information.

In Q2–3, “I felt the presented information on this system is interesting,” the mean
scores are higher for the Memories> Review> Title condition. The results for multiple
comparisons are significant between the Title-Review and the Title-Memories condition.
This suggests that participants tend to feel interested when introduced to third-person
reviews about the books and their memories of the purchase, compared to presenting
only the book’s title. In other words, introducing content about the books themselves
may affects the results. Regarding the differences in the contents of the Memories and
Review conditions, there is no statistical difference between them. However, the average
value is slightly higher in theMemories condition than the Review condition. Therefore,
it is suggested that presenting memories tends to feel relatively more interesting than
the other information.

Q2-1 Q2-2 Q2-3 

Fig. 5. Box-and-whisker plots of questionnaire results for each condition ( *: p < 0.05, **: p <
0.01)
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6 Discussion

Based on the experimental results, we evaluated whether the hypothesis presented in
Sect. 4.1, “Presenting a past experience when a book was purchased by the book itself
enhances buyer’s interest in and motivation to read the book” is supported. As described
in Sect. 5.1, focusing on the composed scale inQ1–2, the score of theMemories condition
is higher than in the Title and Review conditions. This fact suggests that presenting past
memories when the book was purchased from the book’s perspective may be useful in
enhancing the recall of the buyer’s feelings of wanting to read the book at the time of
purchase. However, in Q1–1 and Q1–3, the scores of the Review condition are higher
than the Memories condition, and the scores of the Memories condition are higher than
the Title condition. This suggests that presenting the past experience of the purchase
tends to increase the buyer’s interest in and motivation to read it, rather than presenting
the book title, but the degree of this increase is not greater than presenting reviews.
Therefore, the pairwise comparison test results do not support the hypothesis.

In the impression survey for each condition described in Sect. 5.2, for Q2–1, the
mean scores in the Review condition are higher than the Memories and Title conditions.
Therefore, the results of individual impression survey questionnaires for each condition
also do not support the hypothesis. However, the difference in mean scores between the
Review and Memories condition is slight and not significant from the result of multiple
comparison tests for Q2–1 and Q2–3. Additionally, for Q2–1 and Q2–3, the mean scores
in the Review and Memories conditions are significantly higher than the Title condition.
From the results, presenting the purchase memories or reviews tends to increase the
interest in and motivation to read the books compared to presenting the book title only.

The results for Q2–2 suggest that presenting memories may increase the feeling that
the books are talking to the participants, while reviews may reduce it. As described in
Sect. 4.4, the messages in the Title and Memories condition incorporate anthropomor-
phic expressions, with the book itself speaking using first-person representation, “I.”
In contrast, the messages in the Review condition lack anthropomorphic expressions,
as they consist of review texts obtained from online shopping websites. Therefore, it is
suggested that incorporating anthropomorphic expressions of the books makes it easier
to feel that the books are talking to the participants. Additionally, the Review condition
tends to contain more text than the other conditions, which may also affect the feeling.

Although the hypothesis is not supported in this experiment, our findings suggest
that presenting memories of the purchase in the form of books themselves talking to
users may have a positive effect on users’ interest in and motivation to read the books.

7 Conclusion

In this study, we focused on addressing the phenomenon of “Tsundoku” (i.e., stacked
books), which refers to the condition in which books are left unread. Our objective
was to explore methods to rekindle buyers’ interest in stacked books that had waned
after purchase and to increase their motivation to read the books. For this purpose, we
proposed a system that provides information about the book’s memories of when a user
purchased it, as if the book itself is talking.
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We hypothesized that “Presenting a past experience when a book was purchased
by the book itself enhances buyer’s interest in and motivation to read the book” and
conducted an experiment to verify it. To conduct the experiment, we developed an AR-
based experimental system capable of displaying messages from a book in the form of
speech balloon text on a smartphone screen. We then compared the effects of presenting
three types of information − the book title, book reviews, and memories of the book
purchase − in a written message as a narrative from the book.

Through the results of pairwise comparisons and questionnaires, it was suggested
that presenting purchase memories was useful in reminding participants of their desire
to read the book at the time of purchase. Additionally, it was confirmed that memory
information significantly increased participants’ interest in and motivation to read the
book compared to the book title alone. However, although there was no significant
difference between memories and reviews, the increase in interest and motivation was
larger when presenting reviews than memories. Therefore, the results of this experiment
did not support the hypothesis. Nevertheless, it was suggested that the presentation
method, in which the anthropomorphic book itself narrates memories of the purchase,
may have a positive effect on the interest and motivation to read the books.

Our future work will focus on designing how to anthropomorphize books to apply
the proposed method to actual stacking book situations. Additionally, we plan to re-
examine the effects of the proposed method in settings where the interval between the
experiences of purchase and recalling books is longer. In this experiment, Day 1 and
Day 2 were separated by about a week. It is possible that the short interval between
experiments allowed participants to remember the book well, potentially reducing the
effect of the presentation by the system.
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Abstract. In a context where organizations are customer oriented, maintaining
customer satisfaction becomes a primary and ongoing mission. This translates
into satisfying customer needs, which, when fulfilled, can directly manifest itself
as a competitive advantage. Customer Experience (CX) studies the relationship
between a company and its customers. It takes into account the emotional and
physical factors that customers experience when interacting with the products,
systems and services provided by the company/organization. This research delves
into the Professor’s Experience (PX) in Higher Education Institutions (HEIs),
which is a specific subset of CX. In this case, the academic/professor is understood
as a type of customer of the products, systems and services offered by HEIs.

Although the literature indicates the existence of several studies related to the
professor’s experience, most of them are oriented to students and their experience.
Because of this lack, the following research questions are generated: what is PX (in
HEIs), what are the dimensions/attributes/factors that influence PX, what methods
are used to evaluate PX, and how cultural factors influence PX. Among the various
approaches that can be used when studying PX, culture represents one of the most
significant. It has a direct impact on academic and personal pursuits throughout
life.

Keywords: Professor Experience · Customer Experience · Culture · Higher
Education

1 Introduction

Presently, organizations increasingly emphasize meeting customer needs, considering it
a primary strategy for achieving a competitive and comparative advantage in the market.
Some organizations have even incorporated strategies for customer satisfaction by also
focusing on employee satisfaction. Customer Experience (CX) addresses the aforemen-
tioned by studying the relational aspects between an organization and its customers,
considering emotional and physical factors that customers undergo when interacting
with the products, systems, and/or services offered by the organization.
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CX is defined as a multidimensional construct that focuses on the cognitive, emo-
tional, behavioral, sensory, and social responses customers have towards an organiza-
tion’s offerings throughout the entire customer journey, pre purchase, during, and post
purchase [1].

In this researchwe study theProfessor’sExperience (PX), understanding it fromaCX
perspective,where this user is a customer of the various products, systems and/or services
that can be offered by various institutions, such as the university where he/she works,
scientific organizations, state institutions, other universities, conferences, publishing
houses, research centers, among others.

The significance of investigating this role lies in the fact that the Professor Experience
(PX) involves an analysis that encompasses much more than just teaching practices. It
entails understanding the perceptions, emotions, and realities that shape educational
work. Therefore, investigating this experience involves comprehending the intrinsic
motivations driving their commitment to teaching, exploring the complex interactions
between pedagogical skills of different professors, the changing needs of students, as
well as understanding how institutional and cultural dynamics shape their identity as edu-
cators, influencing teaching and experience. Studying PX not only enriches the under-
standing of teaching but also opens doors to continuous improvement in educational
quality and experience optimizations. However, for the purposes of this research, PX is
analyzed solely within Higher Education Institutions (HEIs).

Preliminary findings indicate a scarcity of research focused on PX within HEIs,
reflecting a significant gap in the holistic understanding of the educational environ-
ment, acknowledging the professor as a fundamental element in education. This lack of
attention to the entangled network of perceptions, challenges, and successes that shape
a professor’s life limits the ability to fully understand the challenges they face in their
daily work. The lack of dedicated research to this particular role leads to a limited under-
standing of how institutional decisions, changes in the educational environment, social
expectations, and cultural differences directly affect motivation, teaching quality, and
emotional well-being of professors. Therefore, this research has a cultural focus on PX
within HEIs, aiming to provide insights into the professor’s experience and its essential
nature in developing more effective and targeted strategies that promote more enriching
educational environments for both professors and students.

As such, we conducted a bibliographic review of the main published studies address-
ing PX in HEIs from the last 13 years, from 2010 to 2023. The aim was to under-
stand existing definitions of PX, the dimensions, attributes, and/or factors influencing
PX, methods for evaluating PX, and identifying how cultural factors influence PX.
Search strings such as “Professor Experience,” “Teacher Experience,” and “Academic
Experience” in Web of Science and Science Direct databases.

From this search, we found that most research is oriented towards the academic
experience of students, focused on primary and secondary education rather than higher
education, and tends to be unidisciplinary. But several surveys evaluating PX were
identified.

Regarding definitions of PX, there isn’t a generally accepted onewith a holistic focus
solely on professors. Hence, this research proposes a definition to serve as a foundation
for future studies exploring PX.
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The rest of the document is organized as follows: a background review is developed
in Sect. 2, to know what the terms used below refer to, the methodology of this research
is explained in Sect. 3, the research questions are answered in Sect. 4, and conclusions
and proposals for future work are given in Sect. 5.

2 Background

Themost relevant terms that shape this research are presented below.And the relationship
of each term in relation to the others and to the analysis itself is explained.

2.1 Customer Experience

Customer Experience (CX) refers to the customers’ response to any direct or indirect
interactionwith an organization.Direct contact usually occurs during the purchasing pro-
cess, while indirect interactions happen through unplanned encounters with a company’s
products, services, or brands. Another definition of CX describes it as spontaneous and
non-deliberate responses and reactions to specific stimuli [2].

However, CX encompasses the entire interaction process, from before, during, and
after the user engages with the organization, analyzing their touchpoints (TP) [3]. This
refers to the identification and analysis of key sequence points within the analyzed
processes of the user organization relationship, focusing on one or multiple products,
systems, or services.

It is established within an organization based on perceived quality, satisfaction, trust,
and convenience for customers. It may encompass aspects such as customer service,
product quality, ease of use, personalization, consistency, and empathy displayed by the
organization, among others.

Most importantly, CX is essential for customer loyalty, recommendations, and build-
ing lasting relationships, as a positive experience can generate an emotional bond with
the brand and differentiate it in a competitive market [4].

Accordingly, the following is a subset of CX, the PX, in which the professor is
understood as a customer of the systems with which he/she interacts, and which are
necessary to carry out his/her teaching functions.

2.2 Professor Experience

In this research, the professor is considered as an educator who teaches in Higher Edu-
cation Institutions (HEI), a professional who is highly qualified and specialized in a
specific area of knowledge. Some of their functions include generating knowledge, con-
ducting research as they wish or as required by the HEI, and guiding students during
their university education [5].

But, in addition to conducting classes (which is understood to be their main task), the
feelings of HEI professors can also vary and affect them considerably. They may also
face high expectations, as there is a perception towards them about being considered
knowledge facilitators, knowledge managers or transformational leaders [6]. However,
they also have great challenges, such as heavy workload, pressure to publish, academic
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expectations, time management, keeping up with new technologies, cultural variations,
changes in higher education, among others.

Among the aforementioned, considered as one of the greatest challenges, culture
plays a fundamental role, since it influences the whole life of the professor and has a
direct impact on his or her doings and relationships.

2.3 Culture

Culture refers to the set of values, beliefs, norms, traditions, and behaviors shared by a
specific group within a society or environment. This can specifically exist within an HEI,
as they often contain a vast array of cultural variations. This is due to the educational
system being immersed in information rich, globalized, multicultural, and continuously
changing society [7].

Hofstede [8] proposes that culture can be manifested in different dimensions, which
are shown in the following table (Table 1).

Table 1. Research Questions in the Literature Review

Dimension Description

Power distance Corresponds to the acceptance and expectations of
inequality within a society. In cultures with high
power distance, a clear hierarchical structure and
greater separation between leaders and followers is
expected. In cultures with low power distance, a
more equal distribution of power and less difference
between leaders and subordinates is sought

Individualism versus collectivism Refers to the degree to which a culture values
individual independence over group
interdependence and cohesion. Individualistic
cultures tend to focus on personal achievement and
autonomy, while collectivistic cultures prioritize
group well-being and social relationships

Uncertainty avoidance It deals with the tolerance that a society may have
towards uncertainty and risk. Cultures with high
uncertainty avoidance tend to seek clear structures,
strict rules and avoid ambiguous situations, but
cultures with low avoidance are more tolerant of
ambiguity and show greater flexibility in the face of
the unknown

Masculinity versus femininity This dimension describes the distribution of gender
roles in a society. More “masculine” cultures value
competition, ambition and the pursuit of success,
while “feminine” cultures prioritize cooperation,
modesty and quality of life

(continued)
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Table 1. (continued)

Dimension Description

Long term versus short term orientation This dimension focuses on the time perspective of a
culture. Long term-oriented cultures value
perseverance, long term planning and adaptation to
change, while short term-oriented cultures focus on
tradition, respect for the past and compliance with
established social norms

Indulgence versus restraint Added later, this dimension refers to the degree to
which a culture permits the gratification of human
impulses and desires. Indulgent cultures accept the
satisfaction of personal needs and desires, while
cultures of restraint tend to regulate and control
these impulses more

Which can influence the way people (professors in this case study) perceive the
world, the way they relate to each other and their behavior in different contexts [8].

This research examines culture from the perspective of HEI professors, which can
result in variations in teaching styles, academic expectations based on cultural back-
grounds, collaboration styles, and teamwork. It acknowledges a culture distinct from
professors who come from a different country than the one where they currently teach,
having studied for a significant period in another country and its culture, or having spent
time in another country for any reason, thereby experiencing and assimilating another
culture.

Therefore, deepening PX within the framework of CX emerges as to improve the
quality of education and the work environment. By deeply understanding the interac-
tions, challenges, andmotivations shaping the professor’s experience, pedagogical effec-
tiveness and professional well-being can be optimized. Identifying positive elements
within this experience can unveil key factors such as institutional support, professional
development, classroom autonomy, and job satisfaction, all pivotal for talent retention,
educational excellence, and the creation of a conducive learning atmosphere.

3 Research Method

A literature review can serve as an effective means to comprehend the context sur-
rounding a research topic, especially when research questions exist. It is applicable
across disciplines and can offer an overarching view of a particular subject or research
problem, potentially generating a new conceptual model or theory. This method proves
valuable in evaluating a field of research within a specified timeframe [9].

According to Snyder, this method involves four phases:

• Designing the review
• Conducting the review
• Analysis
• Drafting the review
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3.1 Research Questions

Within this literature review, we address the following topics: (1) Definitions of PX,
(2) Identification of dimensions, attributes, and/or factors influencing PX, (3) Methods
used to evaluate PX, and (4) How cultural factors impact PX. These topics lead to the
formulation of the following research questions (Table 2).

Table 2. Research Questions in the Literature Review

ID Research Questions (RQ)

RQ1 What is PX (in HEIs)?

RQ2 What dimensions/attributes/factors influence PX?

RQ3 What methods are used to evaluate PX?

RQ4 How do cultural factors influence PX?

3.2 Literature Search

This literature review was conducted by extracting publications from the last 13 years,
spanning from 2010 to 2023, aiming to obtain a more comprehensive understanding
of recent educational contexts. The consulted databases included Web of Science and
Science Direct, using search strings containing the following keywords:

• “Professor Experience”
• “Teacher Experience”
• “Academic Experience”

The search yielded the following quantity of articles (Table 3):

Table 3. Total Identified Research per Database

Databases Number of publications % of participation

Web of Science 812 62,17%

Science Direct 494 37,83%

Total 1.306 100%

Figure 1 shows the percentage shares of publications found in the selected databases,
in which a considerable difference can be seen between the high number of PX related
articles inWeb of Science and approximately half of those found in Science Direct. Only
96 publications are found in both databases.

Figure 2 indicates the area of knowledge to which the publications in the Science
Direct database belong.Most of thembelong to the Social Sciences and a smaller number
to Computer Science.



164 O. Ortiz et al.

62.17%

37.83%

% of publications by database

Web of Science Science Direct
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Figure 3 also contains the areas of knowledge of the publications but corresponding
to the Web of Science database. In contrast to Science Direct, the majority belongs to
Education Educational Research and the minority corresponds to Information Science
Library Science.

Figure 4 shows that in the Science Direct database there has been a considerable
increase per year in the number of publications. And the drop recorded in 2024 occurs
because the cutoff date was at the end of 2023.

The Web of Science database also shows a steady increase in the number of
publications, with a peak in 2022. Represented in Fig. 5.
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3.3 Study Selection Criteria

Although interdisciplinary publications on PX were considered, selection criteria were
applied to define the studies to be analyzed in this research. The criteria presented below
(Table 4):

Table 4. Publication Selection Criteria

ID Category Criteria

IN1 Inclusión Articles published between 2010 and 2023

IN2 Inclusión Articles addressing research questions

IN3 Inclusión Regarding the professor’s experience

EX1 Exclusión Studies not at the university level

EX2 Exclusión Highly specific technical cases on a topic

EX3 Exclusión Article about student experience

Byway of explanation, IN1 considers only articles within that publication year range
to maintain a manageable and updated dataset. IN2 selects articles that are related to
the research questions, at least in one aspect. The final inclusion criterion specifies that
only articles studying the professor’s experience, not any other role, are accepted. As for
exclusion criteria, EX1 excludes articles from educational levels other than university.
EX2 excludes those addressing highly specific issues that may not be replicable. Lastly,
EX3 excludes articles focusing on student perceptions.

The search criteria were as follows (Table 5):
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Table 5. Publication Selection Criteria

Databases Search string

Web of Science ALL = (“Professor Experience” OR"Teacher Experience” OR"Academic
Experience”)

Science Direct “Academic Experience” OR “Professor Experience” OR “Teacher
Experience”

And due to the large number of investigations related to PX, which, in this case,
with a cutoff date in December 2023, were 1,306 only in the two databases. It is that a
complete analysis of the literature has not yet been carried out, that is, a systematic review
of the literature, and that becomes the main limitation of our study. And the selection
of research was carried out subjectively to articles that responded in their abstract to the
first three research questions.

4 Answering the Research Questions

4.1 What is PX (in HEIs)?

In this literature review, various research works have been analyzed with the aim of find-
ing definitions of PX in HEIs. However, this search has not been able to find definitions
of this term. Overall, the identified studies deal with the academic experience of students,
which is directly related to them and their experiences within educational institutions.
Some studies focus on the teaching experience with students having certain very specific
characteristics, and the research revolves around these student characteristics.

Given the low number of studies focused on professors (with a total focus on their
roles) and the nonsystematic review, the definition of PX in another study cannot be ruled
out. However, for the purposes of this study, no formal definitions were found, consid-
ering that the search was conducted using the terms ‘Professor Experience,’ ‘Teacher
Experience,’ and ‘Academic Experience.‘

Regarding the definition of PX, it can be said that the teaching profession imposes
great demands on professors from an emotional, cognitive, social, and physical stand-
point [10]. However, based on the findings, it can be said that initially, academia was
founded on traditional, patriarchal, conservatives’ values [11]. There might be many fac-
tors influencing PX, with one being variations according to the professional stage of the
professor. For instance, for professors midway through their careers, high productivity
and influence are attributed since it is considered that most academic achievements can
be attained during this stage, such as obtaining leadership and management positions.
However, these can become challenges and barriers if not managed properly along with
other responsibilities. They also tend to perceive low levels of accomplishment in terms
of labor justice perception, professional development, and job satisfaction. Addition-
ally, when analyzing the teaching experience in the mid-career stage, it becomes more
challenging when it coincides with middle age, encompassing significant processes like
changing careers, aging, marriage, and having children, among others. These aspects
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might be relevant when balancing work and personal life, leading to decisions on where
to focus predominantly. This generates a scenario where, mostly, white, cisgender, het-
erosexual men might achieve more success in their academic progression, unlike female
professors who generally undertake assumed supportive functions, leaving them with
less time to concentrate on their work (or it is assumed so). Therefore, it can be noted
that female academics might be affected by ideal worker norms, maternal norms, and
social norms [12].

Another gender-focused study also points out that there is an expectation of care
and service in female professors, who may inherently be professors and administrators,
while leadership roles are intrinsic to male professors, which may explain why men
tend to occupy higher leadership positions in academia. In addition, female professors
tend to combine their work with other commitments, roles and identities, which may
be perceived negatively by their colleagues as an additional effort. However, when a
professor combines work and family responsibilities, it is considerably valued [13].
The above is directly related to the Masculinity versus femininity dimension in which
Hofstede points out the roles of what is understood as masculine and feminine in the
culture.

While several studies focus on teaching experiences, examining women and their
roles, there are also some on non-heterosexual individuals and how their context might
affect their teaching career. A study in Chinese HEIs showed that, in general, universi-
ties exhibit institutional heteronormativity directly linked to the level of leadership non-
heterosexual individuals can achieve. This led non-heterosexual individuals down three
intertwined paths: entering heterosexual marriages or relationships, distancing them-
selves from others on campus, and showcasing outstanding professional performance to
fit within the institution’s structure and the country’s customs [14].

Regarding teaching experience, it is stated that with the emergence of neoliberalism
and managerialism, HEI professors grapple with an excessive work culture, assuming
they must fulfill a wide range of work commitments, potentially explaining why some
professors focus more on research than on teaching [14]. It’s understood that professors
can be teaching academics, research academics, and teaching research academics [12].

Consequently, an essential component for optimal school functioning is pro-
fessor well-being, directly impacting students. This can be explained by professor
resilience, where maintaining a focus on resilience can enhance professor well-being.
Understanding education as evolving and encountering challenging situations.

Negative teaching experiences and work-related stress can be generated by expecta-
tions imposed by others or those set by professors themselves, leading to a departure from
teaching. This explains the importance of resilience as well-being and its relationship
with teaching effectiveness [15].

Therefore, it should be understood that the aforementioned elements might help
define what the Professor Experience entails. However, all experiences are subjective
and contextual to what happens in each HEI. Nevertheless, at a general level, it can
be explained as the set of experiences, skills, and knowledge acquired throughout the
teaching profession in HEIs, including not only experiences directly related to teaching
but also those explained by the relationship a professor has with colleagues, students,
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the institution, other institutions, which can be directly influenced by personal factors
such as gender, age, sexual orientation, culture, among others.

4.2 What Dimensions/Attributes/Factors Influence PX?

The PX may be explained by many dimensions/attributes/factors that can directly or
indirectly affect it. This literature review considers some of these dimensions described
below, but it should be noted that there may be more. The dimensions may pertain to a
particular issue that some research focuses on, a specific discipline, or even a cultural
context. However, these dimensions seem to recur in more than one study. Therefore, to
establish these dimensions, a holistic and interdisciplinary approach is necessary.

One of the analyzed studies aiming to relate professors’ figurative language to under-
stand professor resilience conducted a systematic literature review to better comprehend
professor resilience. It identified four general dimensions: motivational, professional,
social, and emotional. Information was gathered by administering surveys contain-
ing questions about professors’ careers, experiences as educators, relationships with
other professors, students, parents (where applicable), administration, specific tasks as
educators, job concerns, and work challenges [15].

Another research endeavor focusing on culture employed a questionnaire querying
thework experience ofArabAmerican pharmacy professors, revealing three dimensions:
‘participants’ overall satisfaction with their academic experience related to Diversity,
Equity, and Inclusion (DEI) issues,’ ‘demographics,’ and ‘professional characteristics.‘
The first dimension inquired about negative experiences concerning well-being, evalua-
tion, academic progression, funding, research resources, practice sites, promotions, and
tenure. The second dimension queried about country of origin, citizenship, and religion.
The third dimension investigated academic titles, disciplines, appointments, academic
rank, and work history [16].

From this, it can be deduced that when comparing two studies on PX, one being
general and the other culturally focused, the dimension of professional characteris-
tics appears in both. Overall, both studies inquire about professional and relational
experiences.

4.3 What Methods Are Used to Evaluate PX?

Given that, according to the compiled information, it can be stated that a holistic and
interdisciplinary definition of PX has not been found, we can indicate that a central-
ized methodology to assess PX has not yet been established. However, all the analyzed
research is qualitative, with the majority collecting direct information from professors
through different data collection methods.

For instance, a study focusing on mid-career female academics applied semi struc-
tured interviews developed based on research objectives, literature, and modifications
from previous phases guiding these interviews. These interviews included open ended
questions to establish relationships with participants (validated by the Human Research
Ethics Committee at Curtin University). The interviews were recorded, conducted face
to face or online, later transcribed verbatim, analyzed, and the preliminary results were
reviewed by the interviewees [12].
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Another research endeavor aiming to relate figurative language to professor resilience
gathered data through semi structured surveys from academics participating in a project
on the same research topic. A total of 42 professors teaching at different academic
levels and in various subjects participated. This data collection process commenced
with distributing a participation form that participants needed to accept, corresponding
to consent. The surveys lasted approximately 20min andwere anonymous. Subsequently,
they were transcribed, coded, categorized, and analyzed [15].

Additionally, a research study on professor experience with a gender focus was
carried out through narrative reviews in six steps: (1) Systematic definition of criteria,
defining research questions, inclusion and exclusion criteria, (2) Literature exploration,
database search, term identification, and study selection, (3) Quality assessment using
the Critical Appraisal Skills Program, (4) Data extraction and presentation, (5) Data syn-
thesis, and (6) Review of findings, reflections on the process, and future work generation
[13].

Another research project examining female professors in cultures different from their
own utilized a distinct research methodology called a story dialogue. Participants with
foreign backgrounds (who had studied or worked at least once at a university different
from their home country) and English-speaking abilities were recruited for a workshop.
The workshop was conducted via Zoom, preceded by sending the professors an article
for discussion and questions about the StoryDialogueMethod (a set of questions to foster
discussions and reflections). The workshop discussions were recorded, anonymized, and
analyzed [17].

Finally, another research study focusing on culture and aiming to understand thework
experienceofArabAmericanpharmacyprofessors conducted anonline questionnaire via
Qualtrics. This questionnaire had a cross sectional design with multiple choice and open
response items. After being sent to participants, reminders were sent every two weeks,
totaling three reminders in the end (the questionnaire was approved by the institutional
review board of Creighton University). To reach the final questionnaire, individuals of
interest were selected, and this questionnaire was administered over six weeks with three
repetitions, where keywords were identified and subsequently applied to six professors
of Arab descent. Additionally, participants were asked for consent and acceptance before
responding. This questionnaire consisted of 49 evaluation items [16].

In conclusion, we can identify that two of these methods were semi structured sur-
veys, one through narratives, another through dialogue, and a questionnaire. However,
the common thread among them is the direct collection of information from professors
and the formalization of data collection through consent agreements. Additionally, the
majority sent preliminary results to participants for comments. One of the most adapt-
able methodologies to the current research being conducted is the first mentioned in this
section, which analyzes professor experience with a gender focus and involves six steps
similar to the current study.

4.4 How Do Cultural Factors Influence PX?

According to the gathered information, it can be identified that there is a deficit in
research on cultural themes related to PX, as most studies address other topics such
as gender or specific disciplines. However, an observation we can make about cultural
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research is that it often focuses on a specific culture and/or country. Therefore, the aim
of this research is to adopt a holistic approach that can be adaptable to any culture. To
achieve this, some recurring and constant cultural factors are identified below.

Some of the most relevant cultural factors include language and the limitations it
brings regarding teaching. Religion is another dominant factor, as many individuals
choose to study in places that share the same religion to feel comfortable and free to
practice it. Stigmas are also an important element, as people tend to generalize negative
experiences they may have had with individuals from the same culture. Additionally, it’s
found that local professors are unwilling to learn about non local academics in terms of
managing international classrooms [18].

In a study on Arab professors, they indicated feeling ignored and consequently miss-
ing out on opportunities. Some experienced stereotypes, microaggressions, and racism.
They also mentioned that treatment varies depending on where they teach; for instance,
individuals working in the Southern United States are more likely to experience dis-
crimination, which could be linked to historical events in the area. Additionally, in this
research, women have a lower perception of experiencing racism than men. However,
despite more women being surveyed, there’s a lack of women in high leadership posi-
tions. Concerning religion, Muslim academics believe that racism remains a significant
issue due to historical negative stereotypes, exacerbated by the events of September 11,
2001, according to respondents [16].

The above can be complemented by the study mentioned in Sect. 4.1 on non-
heterosexual professors in Chinese HEIs, where they indicate that gender issues not
only affect informal interactions with colleagues but are deeply rooted in institutional
practices such as employment, promotion, and unions. This can directly affect perfor-
mance and result in high stress, which is directly related to traditional Chinese culture,
as per the research [19].

Understanding that all contexts may have differences, when there’s academic mobil-
ity, it can bring both opportunities and limitations. Opportunitiesmay include developing
useful and appreciated skills, contributing new ideas, enhancing sociocultural commu-
nication approaches, and adaptability. Limitations might involve social exclusion in
the workplace, isolation, experiences of rejection, and feelings of otherness. Therefore,
receiving support from employers and colleagues can help improve a sense of belonging,
work facilitations, and adaptation [17].

Another research study highlights aspects that are repetitive across different cultural
adaptations, such as language differences, a sense of otherness related to ethnic identity
and cultural customs, performance pressures, biases, and professional marginalization.
Additionally, differences and gender inequalities between cultures can exist. These issues
can be mitigated with the help of a mentor to guide the cultural adaptation experience
[17].

Therefore, it can be said that regardless of the culture professors need to adapt to,
there are certain consistent factors. Clearly identifying these factors can lead to better
approaches to mitigate them or leverage the benefits that cultural diversity may bring.
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5 Conclusions and Future Work

Given the nature of this literature review, we cannot definitively state that there is no
formal definition of the term ‘Professor Experience.‘ However, based on the review
conducted in this research, we can preliminarily note that it is not defined. But with the
increasing number of studies related to PX in recent years, it’s necessary to formalize a
definition of the term. Thiswill provide a foundation for future research as the importance
of understanding this role’s experience in educational institutions seems to be growing.

Additionally, we must consider that most of the research gathered from the selected
databases referred to students’ academic experience, not covering HEIs (which is the
focus of this research), or delved into very different topics unrelated to education while
investigating these individuals’ academic experience. Therefore, it remains a subjectwith
limited research yet should be explored further, recognizing that professors hold a fun-
damental role worldwide in fostering people’s knowledge. This identifies an opportunity
for deeper investigation into this topic.

Thus, we developed a definition based on some identified research that addressed
PX from specific problematic perspectives or considered cultural factors. Preliminarily,
it appears to be an under researched approach, yet several studies mention its relevance
in PX.

Furthermore, we also identified dimensions/attributes/factors that can impact PX
and, according to the findings, are consistent across various studies. These dimensions
encompass not only academic aspects but also personal factors, considering that profes-
sors continue to exist outside their work. Themost relevant dimensions/attributes/factors
identified for understanding PX are motivational, professional, social, and emotional. To
include a cultural factor, it’s essential to add participants’ overall satisfaction with their
academic experience related to Diversity, Equity, and Inclusion, based on the findings
of previous research.

Regarding the types of methods to assess PX, all identified methods were qualitative
and directly related toRegarding the types ofmethods to assess PX, all identifiedmethods
were qualitative and directly related to Regarding the types of methods to assess PX, all
identifiedmethodswere qualitative anddirectly related toRegarding the types ofmethods
to assess PX, all identified methods were qualitative and directly related to Regarding
the types of methods to assess PX, all identified methods were qualitative and directly
related to Regarding the types of methods to assess PX, all identified methods were
qualitative and directly related to professors.

Moreover, we identified how cultural factors influence PX, finding that it’s a highly
relevant element in PX and can directly impact teaching methods and the academic
lifestyle. And that it can be directly related to the dimensions of culture proposed by
Hofstede.

Therefore, as future work, we propose to conduct a systematic literature review
in more databases to address the same research questions and directly relate culture
according to Hofstede to what is found in the literature.
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Abstract. This paper presents a usability evaluation of a novel educational
platform for students and teachers, focusing on exam creation and monitoring.
Employing a quasi-experimental design, the study assessed effectiveness, effi-
ciency, and user satisfaction in alignment with ISO-9241-11 standards. Both
students and teachers demonstrated 100% task effectiveness, highlighting the
platform’s adaptability and inclusivity. Task completion times, while generally
acceptable, revealed variability, emphasizing the need for optimization. Usabil-
ity questionnaire results indicated positive perceptions of Ease of Learning and
Satisfaction, affirming the platform’s user-friendly design. The platform effec-
tively facilitates accessible assessments, demonstrating its potential in fostering
inclusive educational environments. Future work aims to optimize task times,
enhance accessibility features, and refine the user interface, ensuring continuous
improvement and broader applicability across diverse educational institutions.

Keywords: Educational Technology · Usability Evaluation · Inclusive
Assessments · Exam Creation

1 Introduction

Equal access to education is a fundamental principle supported by international legal and
ethical frameworks [1]. Despite this acknowledgment, the educational landscape does
not always ensure equitable conditions for all students [2]. Individuals with visual and
physical disabilities encounter significant challenges in their participation in educational
assessments. Accessibility limitations, both in physical and virtual environments, have
created barriers to their full integration and academic performance [2, 3].
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Human-Computer Interaction (HCI) has become a crucial field in addressing these
barriers [4]. This interdisciplinary approach focuses on the interaction between humans
and computer systems, aiming to enhance technology’s efficiency, ease of use, and
adaptability for users [5]. In an educational context, HCI plays a vital role in striving for
the creation of accessible and inclusive environments, enabling students with disabilities
to effectively interact with educational material and assessment tools.

In response to the increasing need for inclusive educational environments, this
research focuses on the development of an integrated assessment platform specifically
designed to cater to students with visual and/or physical disabilities in secondary and
higher education settings. The primary motivation is to address existing barriers to the
equitable participation of students with disabilities in academic assessments, facilitating
equitable access and supportive learning tools.

Theobjectives of this research are centeredon creating an accessible environment that
allows students with disabilities to effectively undertake assessments. Additionally, the
aim is to empower teachers to manage educational material and assess student activities,
while ensuring that students themselves have access to this material and can review
corrections made by teachers.

A user-centered design approach [6] will be implemented, considering universal
accessibility guidelines and feedback from potential users, including both students
and teachers. The methodology involves the development and implementation of the
platform, followed by practical tests with representative users, including students and
teachers with visual and physical disabilities.

Preliminary findings demonstrate that the integrated platformmeets expectations for
accessibility and ease of use for students and teachers with disabilities. Students were
able to access material, conduct assessments, and review corrections effectively, while
teachers successfully managed content and assessed activities with ease.

This research showcases the potential of technology to eliminate barriers in educa-
tion, fostering an inclusive environment for students and teachers with disabilities. The
implications go beyond accessibility, impacting equitable participation and the quality
of teaching in educational settings. Possible areas for improvement are identified, and
suggestions for future research in human-computer interaction, focusing on accessibility
and inclusion, are proposed.

2 Proposal

Students with disabilities often encounter significant challenges when attempting to
access technologies that facilitate accessible and comprehensive assessments [7, 8].
This situation perpetuates the constant need for students to seek alternatives and adapt
to fully participate in the various educational platforms used today [9, 10]. The lack
of specific tools designed to address the individual needs of these students complicates
their educational experience, highlighting the importance of implementing solutions that
promote inclusion and equal opportunities in the educational sphere.
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As mentioned earlier, students with special needs may encounter significant obsta-
cles in utilizing mainstream educational technologies, particularly when it comes to
participating in assessments, due to a lack of tools that are designed with their unique
requirements in mind. Line with this issue, this work aims to improve the assessment
process by introducing a new platform at our university. The primary purpose of this ini-
tiative is to provide students experiencing difficulties related to literacy, due to disability
situations, the opportunity to carry out their assessments easily. To achieve this, various
accessibility tools tailored to the specific needs of these students will be implemented,
contributing to the creation of an inclusive and equitable educational environment.

The platform’s structure delineates three essential roles: administrator, teachers, and
students. Administrators play a crucial role in creating profiles for teachers and students,
enabling them to access the platform. Admitting these two participants into the system
involves a prior analysis of the needs and abilities of students with disabilities. This
process is essential to ensure that individual characteristics are compatible with the
application.

A concrete example of this approach is the consideration of students’ verbal com-
munication skills. The application requires verbal responses in assessments, so students’
ability to communicate in this way is assessed. Furthermore, the choice to allow access
to the platform is based on the justification that the students’ disability situation merits
the use of this tool; consequently, certain disabilities or levels of disability are considered
exclusionary.

Additionally, it is a requirement that students have previous experience using the
internet. This criterion is implemented to ensure that familiarity with technology is not a
hindrance when using the application. In summary, the platform’s configuration is based
on a rigorous approach that seeks compatibility and suitability of participants, ensuring
an effective and accessible experience for all involved.

In the platform, teachers play a crucial role in assessing students with disabilities.
They initiate the process by adding the necessary courses and assigning students to these
courses from an available list. Subsequently, they upload educational material, following
instructions to ensure clear presentation to students with disabilities.

When teachers add assessments to the courses, after students respond, they conduct
detailed corrections. In addition to indicating the correction, they provide detailed feed-
back on the correct and incorrect aspects of the answers and assign scores. The system
automatically calculates the student’s final grade based on these scores.

As for students, theirmain activity on the platform is to complete assessments.During
this process, they have on-screen tools that facilitate their responses. After completing
the assessment, they must wait for teachers to make corrections and provide feedback,
thus completing the evaluation process. The fundamental purpose of the platform is
to make it easier for students with visual and/or physical disabilities to carry out their
written assessments.

2.1 Main Functions

The platform has been designed with an intuitive and efficient approach, providing
specific tools for each of its key users: administrators, teachers, and students. Below, we
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detail the main features that enable an inclusive and effective educational experience for
all.

Administrator.

• Create User Profile: Allows the administrator to input users, distinguishing between
students and teachers, assigning specific functions to each profile.

• Create Periods: Facilitates organization by enabling the creation of periods indicating
the year and semester in which a course will take place.

• Create Majors: Allows the categorization of courses according to the major to which
they belong.

• Teacher:
• Create Course: Enables the teacher to add a new course to the platform, including the

uploading of content accessible to students.
• Add Materials: Facilitates the inclusion of study documents and assessments for

students to access.
• Add Students: Allows the teacher to select and add students to the courses they teach.
• Grade Assessments: Provides the ability to provide detailed feedback and grade

assessments conducted by students.
• Generate Reports: Allows the teacher to create an Excel report that includes student

data and grades.
• Student:
• Take Assessments: Enables students to view and respond to assessment questions.
• Use Accessibility Tools: Facilitates access through visual and verbal tools, such as

font size enlargement, reading guides, and the ability to respond verbally through a
microphone and speaker.

• Access Corrections: Allows students to review feedback and grades provided by
teachers for completed assessments.

2.2 User Interfaces

Initially, prototypes were created with the goal of validating and capturing the essential
requirements of endusers. Throughout this process, usabilitywas prioritized, considering
aminimalist design that displays only the essential functions on the screen. This approach
focuses on facilitating user navigation, specifically by providing the necessary functions
for activities related to taking and completing assessments.

A key aspect in creating the prototypes was to ensure that tasks followed a logical
order and required the fewest possible steps. To achieve this, all platform options were
integrated into the navigation bar, allowing users to directly access the functionality they
desire.

The prototypes prominently incorporate the use of modals, pop-up windows that
appear when selecting a specific function. These structures, overlaying other elements
on the screen, capture the user’s attention, providing precise guidance on the activity
they need to perform.

Regarding the color palette chosen for the prototypes, shades ranging fromwhite and
purple to sky blue and blues have been selected. This choice aims to convey sensations
of honesty, harmony, security, trust, calmness, and intelligence to users. The underlying
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purpose is to create an environment inwhich students feel at easewhen facing the process
of taking their assessments.

Examples of the final interfaces are presented here, starting with the “Add Material”
interface (see Fig. 1). This is displayed on the screen when the teacher selects the
corresponding option. In the associated modal, the fields that the teacher must complete
are presented: name and type. The type can be material or assessment. In addition to
this data, the teacher is required to choose and upload a specific file to the platform. It is
worth noting that this particular view is activated when selecting that the material type
is an assessment.

Fig. 1. User Interface for the Addition of New Materials by Professors.

In Fig. 2, the interface designed for teachers to review and correct student responses is
presented. The screen includes distinctive buttons tomark answers as correct or incorrect,
providing an effective correction tool. Additionally, there is an input field for comments
and scoring, allowing detailed and personalized feedback from the teacher.

Fig. 2. Correction Interface for Teachers.
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In Fig. 3, the “Instructions” interface designed for teachers is presented. This visual
section provides detailed guidelines on the required format for the files that will be
uploaded to the platform. Its main objective is to guide the teacher in the uploading
process, ensuring that the files meet the established requirements. This tool is essential
to guarantee the consistency and compatibility of the documents, thus contributing to an
efficient and seamless user experience. By accessing this interface, the teacher obtains
crucial information that facilitates the correct utilization of the platform and optimizes
the process of uploading materials.

Fig. 3. Interface “Instructions” for Teachers.

Figure 4 presents the interface designed for students to carry out evaluations. The
primary objective of this interface is to offer students an accessible and functional envi-
ronment for responding to questions. Specifically designed to support students, including
those with visual and/or physical disabilities, the aim of this interface is to streamline
the process of completing written assessments. The desired outcome is that students can
effectively answer questions using the accessibility tools provided by the platform.

The utility of the interface lies in the clear visualization of the document with ques-
tions and the presence of inputs that allow students to respond using various accessibility
tools.

The interface offers options to listen to the text of the assessments, providing an
auditory reading function that enhances accessibility. Additionally, functionalities are
provided for writing and responding through voice, expanding interaction options for
those students who can benefit from unconventional methods of text input. In summary,
Fig. 4 focuses on improving the assessment experience for all students, regardless of
their needs or abilities.

Figure 5 shows the interface designed for students to view the corrections made by
the teacher in their evaluations. The main goal of this interface is to furnish detailed
and personalized feedback, aiming to enhance the student’s comprehension of their
performance. Through this interface, students gain insights into their strengths and areas
for improvement, fostering a deep understanding of their academic progress. The desired
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Fig. 4. Interface for Student Evaluation.

outcome is that students, upon viewing this interface, can review and reflect on the
provided feedback, facilitating their continuous learning.

The utility of this interface lies in the clear presentation of the corrected evaluation.
Each question includes comments from the teacher, the evaluation made, and the score
obtained. Additionally, the final grade is included, offering the student a comprehensive
view of their performance in the evaluation.

The interface also features an option to view the exam in a complete and detailed
manner, giving students the opportunity to review every aspect of the evaluation. In
summary, Fig. 5 aims not only to inform about the final grade but also to enrich the
educational process by providing constructive and accessible feedback.

Fig. 5. Interface for Students’ Evaluation Correction.
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3 Usability Analysis: Evaluations with Students and Teachers

In this section, the comprehensive usability evaluation process conducted with students
and teachers actively using the proposed platform is detailed. The applied methodol-
ogy encompassed both secondary and university-level students as well as educators,
delivering a thorough assessment of the user experience in various educational contexts.

3.1 Student Evaluation

Theprimary aimof the experimental investigationwas to examine and assess the usability
of the proposed technological platform. To avoid any biases resulting from a random
selection of study groups, a quasi-experimental design was implemented, specifically
choosing the study group from an environment closely related to the researcher.

This experiment was meticulously crafted to fulfill the three key usability conditions
(effectiveness, efficiency, and satisfaction) outlined in the ISO-9241-11 standard [11].

Identification of Variables and Research Questions: In alignment with the principal
objective of the experimentation, the study defined both the variables and the research
inquiries. Independent variables encompassed the number of tasks performed by users,
the total time users expended to complete tasks, participant characteristics (age and
gender), and users’ responses to the usability questionnaire.

Conversely, dependent variables were aligned with the three usability conditions
specified in the ISO-9241-11 standard, namely effectiveness, efficiency, and satisfaction.
Effectiveness gauges the level of success users achieve in task execution, measured as
the percentage of task accomplishment. Efficiency quantifies the time users require
to complete each task, measured in seconds. Lastly, satisfaction denotes the subjective
perception of usability with the proposed platform, assessed through the average value of
users’ responses to the questions in the usability questionnaire. As previouslymentioned,
the questionnaire utilized is primarily based on the USE questionnaire [12], with some
adaptations derived from Davis’s Perception of Utility and Ease of Use questionnaire
[13], as well as the Purdue Usability Questionnaire [14].

Research questions have been formulated to address the three dependent variables:

– RQ1:What is the effectiveness demonstrated by students in carrying out tasks related
to exam creation and monitoring using the proposed platform?

– RQ2: What is the efficiency demonstrated by students in carrying out tasks related to
exam creation and monitoring using the proposed platform?

– RQ3: What is students’ perception of usability regarding the proposed platform?

Participants.A total of 5 students actively engaged in the evaluation of the proposed
platform (see Table 1). The participant group comprised 2 males and 3 females, with
ages ranging from 15 to 22 years (M = 19.6, SD = 2.79).

Tasks.Below is the sequential list of tasks performed by students during the platform
evaluation phase. It is important to note that the defined tasks have a direct influence on
the evaluation process, so functions that were not relevant at this stage were excluded;
an example of this is the password change.

• Log in (T1): Requires the user to access the system using the credentials assigned
beforehand.
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Table 1. Demographic Profile of Students with Disabilities.

ID Age Gender Disability Type Educational Level

Student 1 21 Female Physical Higher

Student 2 21 Female Visual Higher

Student 3 19 Female Physical Middle

Student 4 15 Male Visual Middle

Student 5 22 Male Physical Higher

• Enter the course (T2): Asks the user to access a specific course.
• Access the evaluation (T3): Urges the user to enter the corresponding evaluation

section.
• Perform evaluation (T4): Requests the user to complete the evaluation using all

available accessibility tools.
• Submit answers (T5): Requires the user to submit the evaluation once finished.
• Access corrections (T6): Asks the user to enter the section housing all corrections for

evaluations in a specific course.
• View corrections (T7): Invites the user to review the corrections made in a specific

evaluation.

Results Obtained. The results are presented in accordance with the research
questions.

• RQ1:What is the effectiveness demonstrated by students in carrying out tasks related
to exam creation and monitoring using the proposed platform?

Effectiveness is measured through the task completion percentage. A 100% effec-
tiveness is achieved, indicating that students successfully completed all seven tasks
related to exam creation and monitoring. This underscores a consistent and successful
performance across various platform functions.

• RQ2: What is the efficiency demonstrated by students in carrying out tasks related to
exam creation and monitoring using the proposed platform?

Efficiency is gauged by the time students take to perform the seven tasks. Table 2
presents descriptive statistics for seven tasks undertaken by users during the usability
experimentation with the technological platform. Each task is identified from T1 to T7,
corresponding to specific platform functionalities.

The task that took the most time was “Perform evaluation” (T4), with an average of
1 min and 14 s. The variability in times suggests potential challenges for some users,
emphasizing the importance of investigating the reasons behind these discrepancies to
enhance overall efficiency.

In contrast, “Access the evaluation” (T3) was the task that took the least time, with
an average of 2 s. The consistency in times indicates notable efficiency in this function.

The completion times fall within the accepted usability standards, according to the
guidelines of ISO-9241-11. However, the variability in the completion times for the
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Table 2. Students: Task Completion Times (in seconds) on the Technological Platform.

Descriptive Statistics Tasks

1 2 3 4 5 6 7

Average 22 4 2 74 2 14 2

Standard Deviation 4 1 1 22 1 6 1

Minimum 17 2 2 44 2 8 2

Maximum 27 5 4 104 3 24 4

“Perform evaluation” task suggests that it might be beneficial to explore ways to reduce
this variability and enhance performance consistency.

• RQ3: What is students’ perception of usability regarding the proposed platform?

Figure 6 presents the results of the platform’s usability assessment through a ques-
tionnaire, measuring four key variables: Utility, Ease of Use, Ease of Learning, and
Satisfaction. These metrics are crucial to understanding the user experience and their
overall perception of the platform.

Fig. 6. Students: Results of Usability Assessment through Questionnaire.

Each variable was assessed on a scale of 1 to 5, with 5 being the highest rating. The
total score is the average of the four variables, providing a comprehensive view of the
platform’s usability. Additionally, the usability questionnaire included two open-ended
questions aimed at capturing users’ perspectives on both positive and negative aspects
of the platform.

Ease of Learning leads with an outstanding score of 4.93, indicating the platform’s
ability to be quickly adopted by users. Although Satisfaction has the lowest score at
4.87, it remains a notable rating, highlighting the overall quality of the user experience.
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The results reflect a highly efficient and satisfactory platform for users. The high
score in Ease of Learning emphasizes its accessibility, while ratings in Utility and Ease
of Use solidify the platform as a valuable and user-friendly tool. Continued attention to
user satisfaction could further enhance the experience, but overall, the results support
the quality and usefulness of the evaluated platform.

Regarding the open-ended questions in the usability questionnaire, it is noteworthy
that users expressed an overall positive perception of the platform. One of the most
prominent aspects is the comfort and intuitiveness in using the interface, reflecting a
successful design in terms of accessibility and user-friendliness.

A relevant point identified in the positive responses is the platform’s utility in aca-
demic contexts, with users noting its ease of learning and the value it brings to those
with physical or visual disabilities. This recognition underscores the positive impact the
platform has on inclusion and diversity.

Concerning the negative aspects, most users did not find significant drawbacks,
describing the platform as “providing exactly what is needed and nothing more”. How-
ever, some suggestions hint at the possibility of expanding accessibility for individuals
with different disabilities, indicating an opportunity for increased inclusion.

3.2 Teacher Evaluation

Following the methodology applied in the usability assessment of students, a parallel
investigation was conducted focusing on educators from secondary and university lev-
els. The quasi-experimental design, which avoided random selection of study groups,
ensured contextual relevance for the researcher. The overall objective remained consis-
tent: a meticulous examination of the usability of the proposed technological platform.
Adhering to ISO-9241-11 standards, the experiment addressed effectiveness, efficiency,
and satisfaction as primary usability conditions.

Identification of Variables and Research Questions: The replication of variables and
investigations from the student usability study speaks to the methodological coherence
of the research. Independent variables, including the number of tasks performed, total
time investment, and participant characteristics, remained constant. Similarly, depen-
dent variables, linked to effectiveness, efficiency, and satisfaction, continued to be the
foundation of the investigation.

It is noteworthy that the same usability questionnaire used in the student evalua-
tion was employed. Based on the USE questionnaire with adaptations from Davis’s
Perception of Utility and Ease of Use questionnaire, as well as the Purdue Usability
Questionnaire.

Adapting the research to the teacher group, the research questions were adjusted:

– RQ4:What effectiveness do teachers demonstrate in performing tasks related to exam
creation and monitoring using the proposed platform?

– RQ5: What efficiency do teachers demonstrate in performing tasks related to exam
creation and monitoring using the proposed platform?

– RQ6: What is the usability perception of teachers regarding the proposed platform?

Participants. A total of 5 teachers participated in the usability evaluation of the
proposed platform (see to Table 1). The group consisted of two males and three females,
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with ages spanning from 25 to 58 years (M = 40.8, SD = 12.26). They work across
different levels of education, with two teachers engaged in middle education and three
in higher education (Table 3).

Table 3. Participants’ Profile: Teachers in Usability Evaluation.

ID Age Gender Level of Education They Work With

Teacher 1 25 Female Middle

Teacher 2 43 Male Higher

Teacher 3 40 Female Higher

Teacher 4 58 Female Higher

Teacher 5 38 Male Middle

Tasks. Following is the sequential list of the twelve tasks performed by teachers
during the platform evaluation phase. It is worth noting that the tasks outlined have
a direct impact on the students’ evaluation process; therefore, functions that were not
relevant to this stage were excluded, such as changing the password or uploading non-
evaluated material.

• Log in (T1): User is required to log in to the system with previously assigned
credentials.

• Read instructions (T2): User is prompted to access the Instructions section to read
guidelines on how to use the system and create exams.

• Add course (T3): User is prompted to create a new course using default data.
• Enter the course (T4): User is prompted to enter the course created in the previous

task.
• Add exam-type material (T5): User is prompted to add an exam to the course using

default data and files.
• Review material (T6): User is prompted to verify if the material has been uploaded

correctly.
• Search for a student (T7): User is prompted to search for users in a specific course.
• Add student (T8): User is prompted to add a student to a specific course.
• Access corrections (T9): User is prompted to look for pending corrections in a specific

course.
• View answers (T10): User is prompted to access the answers given by a specific

student.
• Correct answers (T11): User is prompted to provide feedback and a score for each

answer in the evaluation.
• Generate report (T12): User is prompted to generate a report for a specific student.

Results Obtained. Similar to the student results, these findings are presented in
alignment with the research questions.

• RQ4:What effectiveness do teachers demonstrate in performing tasks related to exam
creation and monitoring using the proposed platform?
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Effectiveness is gauged by the task completion percentage, and a remarkable 100%
effectiveness is attained. This indicates that teachers adeptly executed all twelve tasks
associated with exam creation and monitoring, showcasing a uniform and proficient
performance across diverse platform functions.

It is noteworthy that assistance was required for two tasks, T9 and T11. T9 records a
15.2% assistance time, attributed to its time-constrained nature. On the other hand, T11
exhibits a higher assistance percentage, reaching 34%, as correcting responses demanded
more time.

Despite the need for assistance in these specific tasks, it is crucial to emphasize the
overall exceptional results achieved. Nevertheless, a comprehensive 100% effectiveness
underscores the teachers’ commendable mastery of the platform’s functionalities.

• RQ5: What efficiency do teachers demonstrate in performing tasks related to exam
creation and monitoring using the proposed platform?

Efficiency is measured based on the time it takes for teachers to complete the twelve
tasks. Table 4 presents task completion times for teachers on the proposed technological
platform, providing insights into their efficiency in performing tasks related to exam
creation and monitoring.

The average completion times vary across tasks, reflecting the efficiency of teachers
in navigating and utilizing the platform. Notably, tasks T6 and T10 demonstrate the
shortest completion times, with averages of 4 s and 3 s, respectively. These tasks involve
relatively simple actions, such as reading instructions and accessing student responses.

On the other hand, tasks T11 and T3 have the longest average completion times,
standing at 43 s and 32 s, respectively. Task T11, involving correcting responses, under-
standably requires more time due to its complexity and the detailed nature of the eval-
uation process. Task T3, related to adding a new course, also demands a substantial
investment of time.

The taskswith the least variability in completion times areT10andT6,withminimum
and maximum times consistent with the averages. Conversely, tasks T4 and T11 exhibit
higher standard deviations, indicating greater variability in the time teachers spent on
these activities.

• RQ6: What is the usability perception of teachers regarding the proposed platform?

Figure 7 presents the crucial findings derived from the usability evaluation conducted
with teachers who participated in the use of the proposed platform. This analysis focused
meticulously on four fundamental variables: Utility, Ease of Use, Ease of Learning, and
Satisfaction, providing a comprehensive view of the user experience.

Particularly, the Ease of Learning variable achieved the highest score, reaching an
impressive 4.63. This result clearly and strongly indicates that teachers perceive the
platform as highly accessible and easy to learn.

Despite this success, the Satisfaction variable obtained the lowest score, registering
a 3.83. However, the standard deviation of 0.87 reveals variability in the responses,
indicating that specific aspects influence user satisfaction and deserve closer attention.
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Table 4. Teachers: Task Completion Times on the Technological Platform.

Tasks Average Standard Deviation Minimum Maximum

T1 17 9 11 33

T2 33 11 20 45

T3 32 18 20 62

T4 28 8 4 25

T5 46 6 39 53

T6 4 2 2 8

T7 12 6 7 22

T8 14 12 4 35

T9 11 4 8 17

T10 3 2 2 6

T11 43 19 20 72

T12 19 5 13 26

Fig. 7. Teachers: Results of Usability Assessment through Questionnaire.

In summary, teachers assess the platform as highly user-friendly, emphasizing its
effectiveness for efficient adoption. Although variations in satisfaction have been iden-
tified, this specific aspect requires more detailed attention to enhance the overall user
experience. Overall, these results support the overall effectiveness of the platform while
providing valuable insights into specific areas that can be continuously improved.

Regarding the open-ended questions, most users highlight the ease of understanding
and using the application. Simplicity is repeatedly mentioned as a positive aspect, and
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some users praise its intuitiveness, allowing them to use it without additional instruc-
tions. On the other hand, one user mentions the difficulty in immediately confirming
or corroborating actions, pointing out the lack of quick access previews as an area for
improvement.

Overall, the responses suggest a positive experience, emphasizing simplicity and
ease of use as key strengths. Improvement suggestions focus on action confirmation and
the implementation of additional features, indicating specific areas for the development
team’s attention.

4 Discussion

The comprehensive usability evaluation conducted with students and teachers using
the proposed platform yielded significant insights into the user experience in diverse
educational contexts.

Both students and teachers demonstrated 100% effectiveness in performing tasks
related to exam creation and monitoring, showcasing the platform’s adaptability to
diverse user needs and fostering an inclusive and accessible environment.

Efficiency, measured by task completion times, was generally acceptable for both
groups, with some observed variability in certain tasks. Specifically, the “Perform evalu-
ation” task for students exhibited variability, indicating potential areas for improvement.
Further investigation is warranted to uncover the reasons behind these discrepancies and
refine overall efficiency.

Usability perception, assessed through questionnaires, revealed positive ratings in
variables such as Utility, Ease of Use, Ease of Learning, and Satisfaction for both stu-
dents and teachers. While Satisfaction scores were generally positive, some variabil-
ity was noted among teachers. Open-ended responses provided insights into positive
aspects, such as ease of understanding and use, along with suggestions for improve-
ment, including the need for quick access previews and more effective confirmation
mechanisms.

Overall, the results support the platform’s general effectiveness for both students and
teachers, with specific areas identified for continuous improvement. Consistent feedback
from both groups emphasizes the importance of addressing identified areas to achieve
an optimal user experience.

Implications and future directions focus on improving user guidance, addressing
variability in task completion times, and enhancing confirmation mechanisms. Addi-
tionally, the importance of continuing to expand accessibility features for even greater
inclusion is emphasized. The findings provide valuable patterns and directions for the
ongoing development and improvement of the platform.

5 Conclusions and Future Work

The comprehensive evaluation of the proposed technological platform for conducting
accessible assessments reveals promising results and key areas for ongoing development.
The findings suggest that the platform achieves its primary goal of facilitating the par-
ticipation of students with disabilities in educational settings while providing teachers
with effective tools for assessment creation and review.
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The demonstrated effectiveness by both students and teachers, reaching 100% in
the completion of specific tasks, underscores the adaptability and overall usability of the
platform. Users have shown a strong ability to leverage the provided features, supporting
the vision of an inclusive environment.

Task completion times, although mostly acceptable, suggest potential areas for opti-
mization. Variability in the times of some tasks, especially the “Perform evaluation,”
highlights the importance of further research to address potential challenges that may
arise for certain users.

Usability assessments through the questionnaire reveal high scores in Ease of Learn-
ing and Satisfaction from both students and teachers. These results support the notion
that the platformmeets accessibility and simplicity requirements, promoting an inclusive
and user-friendly educational environment.

Based on the results obtained and the identified areas for improvement, several
directions for future work are outlined:

Optimization of Specific Task Times: A detailed investigation will be conducted on
variabilities in task completion times, especially in the “Perform evaluation” task. This
will help identify potential obstacles and optimize the workflow for overall efficiency.

Expansion of Accessibility Features: Efforts will continue to expand accessibil-
ity features to address diverse needs. The implementation of additional tools, such as
enhanced screen readers and simplified navigation options,will contribute to even greater
inclusion.

Integration of Formal Methods for User Prioritization in Proposal Design: An addi-
tional avenue for future work involves integrating formal methods to prioritize user
preferences systematically [15, 16]. This enhancement aims to formally capture end-
users’ priorities during the design phase, ensuring that the proposed platform aligns
closely with their needs and expectations.

Refinement of User Interface: Based on user feedback, improvements to the user
interface will address the need for quick access previews and clearer confirmation
mechanisms. This will ensure a smoother and more satisfying experience for all users.

Expansion of Testing with Multiple Institutions: To further validate the effective-
ness and adaptability of the platform, pilot tests are planned with multiple educational
institutions. Feedback from a variety of educational environments will contribute to the
continuous evolution of the platform.
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Abstract. Artificial intelligence is not new to education, but recent advancements,
such as the creation of Chat GPT have placed AI into the educational spotlight.
The primary aim of this paper is to provide a case study of the experiences of
teachers engaged in transatlantic collaboration with the aim of incorporating AI in
their classrooms. Using semi-structured interviews, I found that teachers sought
transatlantic collaboration for projects such as AI implementation in order to share
their experiences as well as learn from the experiences of others. The teachers
incorporated a variety of AI tools into their practice to develop lesson plans,
assess students, and teach students how to use AI. The collaboration was a source
of inspiration and support for teachers, even though their contexts varied in terms
of both the content and age levels of students.

Keywords: Artificial Intelligence · Transatlantic · Collaboration

1 Introduction

Artificial intelligence (AI) has held a space in education for the past few decades. As
the incorporation of computers and personal computing devices has become almost
ubiquitous in the classroom, AI has also occupied these classroom spaces in the form
of a variety of online interactives and even in programs that may be easy to overlook,
such as spellcheck. Recent technological advancements and innovations, such as the
creation of Chat GPT, have brought new changes to education and have placed AI into
the educational spotlight.

Considering these advancements, educators have been faced with the challenge of
learning how to navigate these new forms of AI, first as learners themselves and second
as educators. Educator training on the topic of AI varies greatly from school to school
both in the United States and abroad. Educator attitudes toward AI are also varied, with
some teachers fully embracing it while others are more wary [1]. For educators who
are willing and able to implement AI into their classrooms, having the opportunity to
collaborate with and learn from other educators who are also strategically implementing
AI presents a unique opportunity for support and growth. The Transatlantic Educator
Dialogue (TED) Fellowship through the European Union Center at the University of Illi-
nois Urbana-Champaign is an example of a program designed to facilitate transnational
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collaborative experiences for educators. As the use of AI in classrooms has increased,
the participants in the 2023–2024 TED Fellows program have collaborated to better
understand its implications for their classrooms.

The purpose of this qualitative study is to examine the ways in which teachers
navigate transatlantic collaboration to implement AI in their classrooms. Furthermore,
this study explores AI’s ability to empower both teachers and students to meaningfully
interact across continents, grade levels, and content areas. The research questions guiding
this study are:

1. What techniques do teachers use to implement AI in their classrooms?
2. How does transatlantic collaboration impact teachers’ use of AI in the classroom?

2 Literature Review

2.1 Brief History of AI in the Classroom

Artificial Intelligence has been defined and described in several different ways. For the
purposes of this study, I employ the definition provided byPopenici andKerr, “computing
systems that are able to engage in human-like processes such as learning, adapting,
synthesizing, self-correction, and the use of data for complex processing tasks” [2,
p. 2]. Mechanical devices which required students to select the correct answer from
multiple choices before they could move to the next question, or “teaching machines”
were developed by Sidney Pressey, and these precursors to AI were used in education in
the 1920s [3]. While these mechanical devices had been in use of a couple of decades,
the term “artificial intelligence” is credited to have first been used in publication by
McCarthy, Minsky, Rochester, and Shannon in 1955 in a research proposal aimed at
exploring ways to write programs for machines to help them use language and solve
problems [4]. Around the same time, Newell and Simon created a computer program,
Logic Theorist, designed to prove mathematical theorems [5]. Working with James
Moore, Newell created Merlin, an automated tutoring system, though it did not achieve
the level of success Newell had desired [6]. While Merlin was not considered a success
at the time, Intelligent Tutoring Systems began impacting education in the 1960s and
1970s [7]. By the 1980s, AI in education had become an established research field [8].
As the technology driving computers advanced, so did the incorporation of AI. Naturally
then, as computers became more widely available in K-12 classrooms, the incorporation
of AI followed suit, providing teachers with greater opportunities to incorporate AI into
their classrooms.

2.2 Uses of AI in the Classroom

Early forms ofAIwere developed by cognitive scientists who usedAI in classrooms both
as learning aids and to studyhuman cognition [6].Current research onAI in the classroom
includes systematic reviews regarding its implementation in the classroom. For instance,
one study identified planning, implementation, and assessment as critical areas where
teachers utilizedAI [1]. A systematic literature review yielded similar results, identifying
three central themes of AI use in education including “connecting to pedagogies (e.g.,
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gaming, personalization), administration (e.g., diagnostic tools), and subject content”
[9]. Implementing AI in the classroom can be an intimidating process for teachers. As
such, researchers recommended that teachers be providedwith time, expertise, funds, and
resources to help them better understand and explore the applications of AI in education
[10].

2.3 Transatlantic Collaboration in Education

Collaboration between teachers can be a driving force in professional growth and can take
on a variety of forms. The effectiveness of professional learning communities housed
in the same school or district has been widely studied. While some teachers may prefer
face-to-face learning environments, a variety of online tools can be used to facilitate
communities of practice in the online environment [11]. Communities of practice (CoPs)
are an example of the type of groups educators may choose to work in to explore
new pedagogies as they allow for ongoing interactions regarding a topic that the group
members are passionate about pursuing [12].

These communities may be especially valuable when they include teachers from
different backgrounds and cultures, such as those that can be found in transatlantic
collaborations. Transatlantic collaboration provides a unique opportunity to gain insights
from differing perspectives and can come with its own set of unique challenges as group
members navigate cultural and contextual differences. These challenges can be navigated
through various acts of translation as participants establish shared understandings, build
relationships, and decenter personal, cultural, and institutional assumptions [13].

3 Methodology

Qualitative methods in the form of a case study were utilized in this study to gain insight
into the ways that teachers engage in transatlantic collaboration, because qualitative
methodologies produce data that lead to deeper understandings of social phenomena [14,
15]. Utilizing qualitative methods requires the researcher to play an integral role in both
data collection and analysis, so it is important to delineate the researcher’s positionality
[16]. As such, constructivism is the theoretical perspective through which I approached
this study [17]. It is also important to note that prior to conducting this study, I was a
participant in the TED program. After a year of participating in the program, I stepped
into the facilitator role for the TED Alumni program. I am currently the facilitator for
the TED Fellows program. I am also an American educator in the public school system
in the United States.

3.1 Participants

For this case study, exploring the ways in which transatlantic collaboration between
teachers can facilitate the implementation of AI in the classroom, it was important
to identify a sample of participants with experience in collaborating with teachers in
transatlantic contexts. For this purpose, I sought study participantswho are TEDFellows.
The European Union Center housed at the University of Illinois Urbana-Champaign
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sponsors TED, a program aimed to foster collaborative efforts between educators in
the United States and Europe by providing an online space for them to come together
synchronously for shared exploration and examination of a variety of educational topics,
such as global collaboration, supporting diverse learning needs, parental involvement,
and technology in the classroom. Educators who successfully participate in the program
are invited to continue their collaborations in subsequent years as TED Fellows. TED
Fellows provides alumni of the TED program with an opportunity to collaborate on
global projects, discuss salient education-related topics with an international group of
colleagues, and expand their professional network. Fellows of the TED programmeet as
a cohort synchronously via Zoom once a month to plan and conduct a variety of ongoing
projects, as such TED Fellows have significant experience in planning and conducting
transatlantic collaborations.

The participants in this study include five educators who are active members of
the TED Fellows program. The countries represented by the participants include Italy,
Greece, Poland, Portugal, and the United States. The participants are all educators work-
ing with students at different age levels and content areas. One educator teaches English
as a foreign language to students ages 4–12. A second educator instructs 10–12-year-old
students in social studies. A third educator teaches math and science to students who
are between the ages of 11 and 14. The fourth educator teaches psychology to 17 and
18-year-olds. Finally, one participant is a university instructor who teaches courses on
the culture and history of English-speaking countries to students between the ages of 17
and 23.

3.2 Procedures

To conduct this case study, I recruited volunteer participants from the TED Fellows
program via email. Volunteers were provided with detailed information about their par-
ticipation in the study and completed consent forms. After obtaining consent, I reached
out to each of the participants individually to schedule a semi-structured interview. The
interviews were conducted via Zoom, as the study participants were not in the same state
or country as the researcher. The interview questions invited participants to describe the
ways in which they implement AI in their classroom contexts, the manner in which they
collaborate with other educators to implement AI, the challenges they have encoun-
tered in transatlantic collaboration, and recommendations they have for other educators
who are interested in implementing AI in collaborative contexts. The interviews took
an average of twenty minutes, were conducted in English, and were recorded. After the
interviews were conducted, the recordings were transcribed for coding.

3.3 Data Analysis

Initial coding was completed by hand for the first cycle analysis of each of the five
interviews [18]. This initial codingwas conducted on a line-by-line basis of the interview
transcripts. These codes emphasized the key aspects of the interview in terms of the types
of AI the educators noted interacting with, the ways they described interacting with AI
in their classrooms, and the ways in which they collaborated with other educators.
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In vivo coding was also used in the first cycle of coding to retain the voices of
the participants [18]. Since the interviews were conducted in English, which is not the
primary language for all the participants, there may have been instances in which it was
challenging to select terms that fully conveyed the intended ideas. Once the first round
of coding was complete, pattern coding was used during the second cycle of coding to
build toward identifying themes in the data [18]. Pattern coding revealed key similarities
among all the interviews, which led to the identification of themes that could be used
to answer the research question regarding the techniques teachers used to incorporate
AI into their classrooms as well as yielding insights into the research question about
transatlantic collaboration.

4 Results

4.1 Use of AI in the Classroom

Each of the participants in the study utilized AI in their classrooms for a variety of
purposes, though to varying degrees. When asked to describe the types of AI they used
in their classrooms, three of the five educators listed specific AI programs by name.
One theme that emerged in examining the way teachers were incorporating AI into their
classrooms was that the AI was used to complete administrative type tasks. For instance,
three of the five educators commented that they utilized generative AI to create lesson
plans and to develop and implement student assessments. These uses included the use
of AI in making modifications to existing curricular materials as well as the creation of
entirely new materials. The participants utilized AI to create and deliver online versions
of assessment for students in addition to generating assignment prompts. One participant
taught students how to utilize AI as a source of feedback for written assignments.

The other theme that emerged when examining the ways in which the participants
incorporated AI into the classroom was through explicit instruction on how the AI was
trained. For instance, two of the participants described using AI programs to explain
how the AI provided information requested by users. One of those educators specifically
worked with students to train an AI program how to identify specific body movements
as they related to sports.

4.2 Techniques for Incorporating AI into the Classroom

Surprisingly, when asked to describe the types of techniques they used to incorporate AI
into the classroom, only two of the five participants responded directly to the question.
One participant explained that they use “active learning” in their student-centered class-
room and that they employ a “large range of tools and strategies” when implementing
any idea into their classroom. The other participant noted that when implementing AI,
they did not do “anything special or different from other content that we teach.”

While not in response to the question about implementation, all of the participants
noted that they explained some of the downsides of AI to their students when imple-
menting it into the classroom. Primarily these downsides included the potential lack of
reliability of generative AI, prompting the participants to note that they also taught stu-
dents how to verify the information received via AI. While they did not explicitly state
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this need for teaching students how to verify AI-generated information as a technique
for implementing AI in the classroom, based on my second cycle coding, I included it
as such.

4.3 Identity and AI

As I reviewed the coded data, another theme that emerged related to teacher identity and,
more broadly, human identity in juxtaposition to AI. One participant noted that some
of the teachers they worked with outside of the TED Fellows program were afraid of
AI because they thought it would be used to replace them. This notion of identity was
also brought up by another participant who noted that when they teach students about
the uses of AI, they have discussions about the ways that students should be thinking
critically about their use of AI in terms of how they can set themselves apart from others
in a world where everyone can use AI. For example, the participant explained that they
ask students to think about the characteristics that make them unique in a way that would
encourage an employer to hire them.

A sense of identity and self-awareness was also present when the participants dis-
cussed their implementation of AI. When asked about their implementation of AI, one
participant noted, “maybe I’m not an expert, but I’m good enough.” Another partici-
pant noted that they are “from a country of navigators” when detailing the importance
of confidence when facing challenges when using AI in transatlantic collaborations.
A third participant noted that they felt as though they were still in the early stages of
implementing AI and were “dabbling” in its use.

4.4 Conditions for Collaboration

Another theme that emerged from the data was the conditions necessary in order for col-
laboration to occur. The interviews revealed that the participants in the study faced chal-
lenges in identifying collaborative partners in their buildings and districts. For instance,
when asked about how they collaborated with others to implement AI in their class-
rooms, none of the participants identified working collaboratively with peers in their
building as a source of inspiration or assistance.

One of the participants serves as a teacher trainer in addition toworkingwith students.
This participant noted that many of the teachers they work with are afraid of using
AI and that there are not many teachers who are open to implementing it. Another
participant noted that their institution did not hold meetings about A, and they were not
aware of anyone in the institution who was consciously utilizing AI as an educational
tool. Similarly, another participant noted that fewer than half of their colleagues are
implementing AI, while another noted that their colleagues viewed AI as more of a
problem than an opportunity. The participant from the United States recalled an in-
service training from a previous school year during which the teachers were shown how
to utilize AI in the form of a lesson plan generator but noted that they were not actively
collaborating with anyone in their district to utilize AI.

While there may have been challenges in collaborating with local peers on AI imple-
mentation, the participants noted that TED Fellows had provided themwith the opportu-
nity to engage in supportive collaboration with others centered on the implementation of
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AI. When speaking about their collaboration with other fellows, participants noted that
their fellow colleagues were, “eager to learn and experiment with AI tools” and “have the
same concerns” for implementing AI. This demonstrates that while the participants in
TED Fellows had concerns regarding implementing AI, they were not afraid to try using
it in their classrooms. One participant found more acceptance in the TED group because
“we shared a common goal.” Another participant noted that having the opportunity to
collaborate with other educators regarding AI, “taught me as seeing different approaches
and also seeing well, the difficulties, but also the opportunities that are available.” This
exchange of ideas was valuable to the fellows as one remarked that, “even though we
teach like very different ages, some of them teach primary school, I teach college, but
still, you know, a lot of the tools that we use actually can be adopted, adjusted”, noting
that the collaboration served as “a well of inspiration” for them.

The collaboration that took place within the TED Fellows program was not without
its challenges. One challenge identified by the participants was the need for a leader. This
participant noted that within a collaborative group it was important for someone to step
up and take charge. Another major challenge that participants faced was time. Educators
participating in transatlantic collaboration need to be cognizant of the time zone differ-
ences, which can make synchronous collaboration difficult, especially during the school
day. Participants noted that, at times, culture and language could pose challenges during
collaboration, primarily in minor misunderstandings or miscommunications. Asking for
clarity and providing examples during collaboration were methods the participants used
to navigate some of these challenges.

4.5 Challenges to AI Implementation

During the interviews, the participants also identified a variety of challenges they faced
when working to implement AI in their classrooms. Some of these challenges were
structural in nature. For instance, one of the participants noted that some of the AI
programs they wanted to use were blocked by the internet filters in their school district.
A similar challenge identified by a different participant was that many AI programs
require a login that is tied to an email address, which their students did not have because
of their young ages. While none of the participants faced this challenge themselves, one
participant noted that lack of access to technology could be a hinderance to utilizing AI
in the classroom and one participant noted that their implementation was hindered by
paywalls.

Reliability and bias were two additional AI challenges that the participants refer-
enced. In their interviews, several participants noted concerns regarding the reliability
of work created through AI. While they acknowledged the concern, it did not prevent
them from pursuing the use of AI. Rather, the concern caused them to double check prod-
ucts created using AI and some participants mentioned that they taught their students
how to verify the accuracy of AI generated materials as well. Regarding the challenge
of bias in AI, one of the participants from Europe commented that bias was very strong
in AI tools and that it was difficult for people from North America to see because AI is
a tool that was generated based on North American culture.
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5 Discussion

The first research question in this study is:What techniques do teachers use to implement
AI in their classrooms? To answer this question, it is important to first review the ways
that teachers are implementing AI in their classrooms. Similar to previous studies, the
participants in this study primarily utilized AI for planning and assessment purposes [1]
though one participant explicitly taught students how to use AI. The participants were
excited to describe the ways they implemented AI, many times including the names of
the programs they used and even sending URL links so I could access their projects.
Atypical to previous work though is the fact that the participants used AI in a variety of
content areas, rather than primarily in math [19].

When asked specifically to share information about the techniques they used to
incorporate AI, the participants responded by explaining that they used student-centered
approaches or that they utilized similar pedagogical methods for AI as they did for the
other types of tools they used. One participant identified that they did stop to think about
their purpose for using different types ofAI programs, commenting on the importance for
teachers to think critically about the utility of a program and its purpose rather than just
trying new ideas just to try them. Another technique that the participants identified when
discussing the implementation of AI was determining the reliability of the information
generated by AI. Participants explained that they taught students how to use additional
sources of information to confirm the information they received from AI. While not
stated explicitly, the participants in this study also demonstrated a willingness to use AI
in their classrooms, sometimes juxtaposing themselves with their colleagues who were
afraid of AI. This willingness to implement new pedagogical tools is, in a way, also a
technique for implementing AI as none of the participants claimed to be experts in using
AI but instead, demonstrated a curiosity and desire tomove forwardwith implementation
ideas. Networking with other teachers to learn more about the ways in which they were
using AI was another technique utilized by multiple participants in the study.

The second research question for this study is: How does transatlantic collaboration
impact teachers’ use of AI in the classroom? All of the participants in the study noted
a lack of collaboration around AI with the colleagues in their buildings. While not all
of the reasons for this lack of collaboration are clear, it was clear that there are several
teachers who are not yet ready to work toward implementing AI in their classrooms.
The data from this study demonstrates that the participants sought out collaboration
with peers through the TED Fellows program and found the network to be a helpful
way to learn about AI programs and the ways other teachers were implementing the
programs in their classrooms. The willingness of the TED Fellows to share their ideas
andwork together toward a common goal of learningmore about AI was beneficial to the
study participants. The participants felt supported and understood by their transatlantic
colleagues.

While this study yielded helpful perspectives on the implementation of AI in the
classroom, it is also limited. One limitation of this study is its small sample size, which
may not be representative of the general population of teachers. Additionally, the partic-
ipants in the study both regularly use online tools in their classrooms and have extensive
experiences in interactingwith and collaboratingwith educators fromdifferent countries,
which may not be characteristic of a general sample of educators.
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6 Conclusion

As we become a more global society, the value of transatlantic collaboration should not
be overlooked. Collaborating with peers across the Atlantic can provide teachers with
new insights about pedagogy as well as nuanced cultural perspectives. This study illus-
trates the ways in which transatlantic collaboration can fill gaps in local collaboration
and serve to help teachers grow their understanding and implementation of topics they
are interested in. The educators in this study were eager to learn more about AI and to
pursue its use in the classroom. As they incorporated AI into the classroom, they lever-
aged student-centered pedagogies in addition to explicitly teaching students about key
features of the AI. For example, the educators explained the importance of verifying the
accuracy of AI generated products, much as they emphasize the importance of verifying
information found using internet searches.

This study was limited in scope and, as such, future research into the differences
between local collaboration and transatlantic collaboration regarding the implementa-
tion of AI could provide insight into the collaborative aspects that best facilitate the
implementation of new technologies. As AI advances, further research could explore
both the commonalities in teachers who are working toward AI integration as well as
the techniques they find most successful during implementation.

Disclosure of Interests. The author has no competing interests to declare that are relevant to the
content of this article.
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Abstract. Existing academic social networks for researchers do not currently
address the multitude of their tasks and diverse needs. This paper presents the
EPICommunity platform, a social network for researchers designedby researchers.
The EPICommunity platform aims to support researchers, particularly early career
researchers, to connect with peers, showcase their work and collaborate and create
groups. To this end, it provides unique features compared to existing systems, such
as Europass profile interoperability, recommendations for researchers with similar
interests based on various criteria, gamification mechanics, analytics to monitor
researchers’ own progress and a multi-dimensional set of researchers’ assessment
criteria, both quantitative and qualitative. The EPICommunity platform follows a
human-centered development model. This paper presents its first iteration. Real-
world user requirements were produced from three workshops with 17 researchers
from 8 European Universities. Prototypes were also developed and evaluated in
these workshops. Finally, a formative expert-based usability evaluation study was
conducted. To this end, the heuristic evaluation method was employed involving
five experienced usability experts.

Keywords: Academic Social Networks · Computer Supported Cooperative
Work · Human-centered Software Development · Heuristic Evaluation

1 Introduction

Academic researchers are working in an increasingly demanding context; not only are
they expected to be productive and impactful, they are also expected to undertake their
work in collaborative settings within and beyond their affiliated organization, and to be
able to explain how their results will benefit society. Their work reflects on their publica-
tions and academic activities, and they often need to collaborate with other researchers
in many different countries and time zones.

Researchers often engage in online digital communities to achieve such goals. The
most used such communities are the different social networks (e.g., Facebook, Twitter,
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LinkedIn). For example, researchers might share their latest published paper in one
or more social networks, a practice also encouraged by publishers, in an attempt to
increase its visibility, engage other researchers in discussions, find researchers with
similar interests that might be potential collaborators in future research endeavors and
so forth. As another example, researchers might create or respond to posts in social
networks for partnerships with people having specific expertise in the context of writing
research proposals, co-authoring research papers, preparing the syllabus for a new course
and so forth.

Academic social networks, like ResearchGate and Academia, are similar to the clas-
sic social networks but they are built to accommodate the research community, mainly
exchanging information in the form of updates for publications and project involve-
ment. However, researchers typically perform multiple other tasks, such as finding fel-
low researchers to collaborate with, institutions and organizations to partner with on
proposals writing or as contractors, teams to join for postdoctoral research and so forth.
They need ways to perform these tasks effectively and efficiently. However, existing
academic social networks provide rather limited support for many of their needs, or
researchers have to use multiple different platforms to achieve their goals.

This paper presents the EPICommunity platform (https://epicommunity.auth.gr), an
academic social network for researchers to connect with peers, showcase their work and
collaborate and create groups. This platform is being developed in the context of the
European Partnership for an Innovative Campus Unifying Regions (EPICUR, https://
epicur.edu.eu) Research project (EPICUR-Research) with the support of the Horizon
2020. EPICUR is a first-generation European University Alliance, dedicated to shaping
European Society in Transition through the development of collaborative inter- and
transdisciplinary teaching and learning. The EPICommunity platform follows a human-
centered development model and this paper reports on the design and evaluation of its
first version, hereafter EPICommunity-v1 platform or system.

2 EPICommunity Platform Design and Implementation

The EPICommunity platform is designed to serve as a registry, allowing for the easy
discovery of high-quality research profiles. Like LinkedIn, the members of EPICommu-
nity are the competitive advantage of the platform. The selection of specific features on
a researcher’s profile (e.g., publications, projects, skills, badges) gives our members the
opportunity to effectively research future collaborators.

On a second level, our members can make use of community-like features, such as
creating and participating in groups. This way they can have a quick way of coordinating
for a common goal, such as co-authoring a scientific publication or preparing a project
proposal. On the third level, the platform is trying to engage or kickstart such com-
munications and collaborations by recommending to its members material and contacts
relevant to them.

It is worth noting that the platform also implements an innovative framework for
researchers’ peer assessment (EPIQAssess framework) and a unique gamification frame-
work that can actively recognize, reward and motivate researchers in their activities
(EPIGame framework). These frameworks are delineated in the following.

https://epicommunity.auth.gr
https://epicur.edu.eu
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2.1 Objective and Typical Users

The EPICommunity serves as a platform dedicated to establishing a European Social
Network of researchers, with a focus on fostering academic matchmaking and collabo-
ration. The primary user base comprises early career researchers, postdoctoral students,
and professors. Although the main focus is on European researchers, the platform can be
used by any researcher in the world. Additional users can be managers and supervisors
of research units, researchers’ assessment committees, and university leaders.

The EPICommunity platform provides a specialized environment that encourages
networking and collaboration, facilitating meaningful connections within the research
community. It is a dynamic space where researchers can engage in collaborative
endeavors, exchange ideas, and contribute to the advancement of academic knowledge.

2.2 Software Design Process

The development of the EPICommunity academic social network follows the human-
centered design for interactive systems [1]. In this paper, we present the results of its
first iteration, the EPICommunity-v1 system.

We worked in close collaboration with researchers, and particularly early career
researchers. In specific, 17 researchers from 8 European Universities at 5 different
counties (Austria, France, Germany, Greece, Poland) were involved. These researchers
form the EPICUR Researchers Board and include six PhD students, nine post-doctoral
researchers, and two faculty members (one Assistant and one Associate Professor).

Real-world user requirements were produced from three workshops with the EPI-
CUR Researchers Board. Prototypes were also developed and evaluated in these work-
shops, which also redefined some of the initial user requirements. Finally, a heuristic
evaluation was conducted to investigate the usability of the EPICommunity-v1 system.
We chose to employ heuristic evaluation at this phase of the EPICommunity system
design because we were interested in a discount usability evaluation method that could
also provide qualitative insights on how to improve the system before engaging in a user
testing study.

2.3 EPIQAssess: Assessment Framework for Researchers

EPIQAssess [2] is a new, flexible and dynamic framework for researcher assessment
principles and practices developed in the context of the EPICUR-Research project and
used by the EPICommunity-v1 platform.

The EPIQAssess researchers’ assessment framework aims to offer a practical tool for
individual researchers, managers and supervisors of research units, researchers assess-
ment committees, and university leaders to help develop and deploy ways in which staff
performance is recognized and rewarded. A key feature of EPIQAssess is to focus on the
actual deployment and practical implementation of the framework in real-life situations.

The assessment framework considers the entire life cycle of researchers’ career paths
based on four key dimensions: Learning & Teaching (LT), Research (R), Innovation (I)
and Interaction with Society (S). The model framework is flexible and can be adapted
to specific needs of individual users from all scientific disciplines, while proposing
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both quantitative and qualitative assessment criteria. These criteria are grouped into the
following three categories: a) core criteria, b) specific criteria, c) personal qualities.

EPIQAssess builds upon ongoing discussions focusing on fostering research careers
in national and European contexts, including the recent Council of the European Union’s
conclusions entitled “Deepening the European Research Area: Providing researchers
with attractive and sustainable careers and working conditions and making brain circu-
lation a reality” [3]. EPIQAssess had been initially drafted in close consultation with
an Expert Group, comprising researchers and senior staff of all eight EPICUR partner
universities, as well as members of the EPICUR Researchers Board. In addition, inter-
nal consultations within EPICUR partner universities have taken place and all feedback
received has been considered.

2.4 EPIGame: Gamification Framework for Researchers

Games are designed in a way to provoke immersion and engagement in the player.
Gamification is the integration and use of various game design elements in non-game
contexts [4, 5].

Various studies in an academic context [6–8] have shown that gamification affects
motivation and engagement in a positive way. Both tutors and learners seem to be more
active in courses [9]. Moreover, the academic performance seems to be enhanced either
to technological-based or non-technological-based courses [10]. In the EPICommunity-
v1 platform, gamification is employed to actively recognize, reward and motivate
researchers in their academic activities.

A properly designed gamification framework should rely on well-established theo-
retical models. We used the Self-Determination Theory (SDT) [11] as such a theoretical
model. SDT posits that goal-directed behaviors are driven by three innate psychological
needs in every human being: autonomy (i.e., the need to feel ownership of one’s behav-
ior), competence (i.e., the need to produce desired outcomes and to experience mastery),
and relatedness (i.e., the need to feel connected to others). These needs can be linked to
certain game design elements [8] that can increase users’ motivation and engagement.
The most common such elements employed are points, badges, leaderboards, and levels.
These elements are categorized as achievement and progression-oriented elements. Only
one of these game elements is not enough to motivate every user, so an environment with
multiple game elements is recommended.

Based on the SDT and these popular types of gamification elements, we drafted a
list of potential gamification mechanics for the EPICommunity-v1 platform, hereafter
the EPIGame gamification framework [12]. EPIGame was discussed with the EPICUR
Researchers Board in two working sessions in order to ensure its relevance and useful-
ness for researchers. The board members supported the key principles of the proposed
gamification framework and provided various suggestions and ideas. For instance, they
strongly argued that gamification should stimulate more collaboration and less competi-
tion among the platform users. They also preferred peer-to-peer-based assessments and
rewards which could be implemented by each member of the EPICommunity, instead
of competition-based judging panels.

The EPIGame framework includes 25 gamification mechanics. Table 1 presents
representative examples of these elements.
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Table 1. Representative examples of the EPIGame gamification mechanics.

Type Title Description SDT [11] needs

Progress User profile completion Having filled out all the
required profile entities
(publications, courses,
projects, positions)

Autonomy

Levels User top categories The top categories in profile
level based on annotations
(hashtags)

Competence

Score User profile score An aggregation of
comments, likes and profile
views

Competence

Badge Opinion maker of the
month [in Category]

The user with the higher
impact in the [category] per
month

Competence

Fixed reward Profile caretaker Update the profile once per
month for at least six
consecutive months

Autonomy

Badge Most liked publication A badge given to the users,
who have a publication in
the top 10% of the most
liked publications

Relatedness

Badge Most active group A badge given to the group
members for the most active
group, when the aggregation
of comments, likes and
views is the higher in the
EPICommunity

Relatedness

Badge Excellence in service role EPIQAssess Score > 85%
of the total score in the
society aspect

Competence

Progress Reputation as Researcher in
the Community

EPIQAssess Score based on
peer assessment in the
Researcher Role aspect

Relatedness

Physical Reward Nomination for SciLink
Course

User with the smaller
EPIQAssess score

Relatedness

2.5 User Roles and Main Tasks

The EPICommunity-v1 platform offers a lot of functionality. This functionality is dif-
ferent based on the user’s role. The user roles in the platform are the following: guest,
subscriber, member, moderator, administrator. In the following, we present the main
tasks per user role.
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Anyone can access parts of the information on the platform as a guest. Guests use
the public website to access general purpose informative pages and generic platform
metrics (e.g., number of projects, number of groups).

Subscribers sign into the community component of the platform. They may be man-
agers and supervisors of research units, researchers’ assessment committees, and uni-
versity leaders. They can search and access researchers’ profiles (Fig. 1) and related
content entities (e.g., publications, courses, projects, positions), as well as view groups
and their associated information. They are not researchers themselves and thus they do
not have their own researcher profile, they cannot conduct peer assessments of other
users, neither join nor create a group.

Fig. 1. An example of the EPICommunity-v1 user interface for viewing a researcher profile. The
“Badges” section presents the researcher’s badges earned based on the EPIGame gamification
framework [12].

Fig. 2. An example of the EPICommunity-v1 user interface for creating a researcher profile. The
researcher can use the “Import from Europass” functionality to populate most of the fields.
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Users with the member role have increased rights in comparison to the guest and
subscriber roles as they can interact with the platform instead of just consuming content.
They are researchers, which is the primary target group of the platform. They can search,
access and interact with (e.g., endorse, comment) other researchers’ profiles and asso-
ciated content entities (e.g., publications, courses, projects, positions), create their own
research profile (Fig. 2) and add content entities, use the academic matchmaking and
recommendations capabilities (Fig. 3), use chat messages for communicating with other
researchers, create and manage groups for their own purposes (e.g., collaborate on co-
authoring a publication) (Fig. 4), conduct peer assessments of other researchers based on
the EPIQAssess framework (Fig. 5), monitor analytics about their own progress (Fig. 6)
and benefit fromall the gamificationmechanics of theEPIGame framework (Fig. 1 shows
the badges that a researcher has earned). Users with the member role can additionally
have the moderator role when they have created a group.

Fig. 3. Anexample of theEPICommunity-v1user interfacewith recommendations for researchers
with similar interests.

Fig. 4. An example of the EPICommunity-v1 user interface for managing user-created groups.
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Fig. 5. An example of the EPICommunity-v1 user interface for peer assessing of other researchers
based on the EPIQAssess framework [2].

Fig. 6. An example of the EPICommunity-v1 user interface for monitoring analytics about
researcher’s own progress.

The administrator role is a technical one and has to do with the management of
all users, content entities and groups. The administrator is also responsible for data
consistency, bug fixes, analytics reports and platform reliability.

2.6 Implementation Technologies

The platform has been designed as a Single Page Application (SPA), employing an
advanced and comprehensive suite of development technologies to deliver a modern,
responsive, and engaging user experience.

Regarding theEPICommunity-v1 frontend,Vue.js andTailwindCSS are used.Vue.js
is a progressive JavaScript framework for front-end development known for its simplic-
ity and reactivity. The EPICommunity-v1 platform employs it to create dynamic and
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interactive SPAs, efficiently updating content without necessitating full page reloads.
Tailwind CSS, a utility-first CSS framework, complements Vue.js by streamlining the
styling process, facilitating the creation of a visually appealing and modern aesthetic for
the EPICommunity-v1 platform.

Regarding the EPICommunity-v1 backend, Laravel, a robust PHP framework, forms
the backbone of the backend infrastructure. Its elegant syntax, extensive feature set, and
developer-friendly tools make it an ideal choice for crafting scalable and maintainable
server-side logic. The Inertia.js library is used to connect the frontendVue.js components
with the Laravel backend seamlessly. This library allows developers to create power-
ful server-driven SPAs, eliminating the need for a separate API layer. Its integration
with Laravel enhances the cohesion between the client and server, providing a smooth
development workflow.

In addition, theEPICommunity-v1 backend employs Soketi, aWebSocket library, for
real-time chat services and notifications. Formanaging relational database requirements,
MariaDB has been incorporated into the technological stack. This open-source relational
database management system ensures data integrity, high performance, and reliability.
EPICommunity-v1 also leveragesRedis as a cachingmechanism to enhanceperformance
and minimize database load. Redis accelerates response times, providing users with a
more responsive experience. This approach not only optimizes resource utilization but
also contributes to scalability.

The integration of Vue.js, Tailwind CSS, Laravel, Inertia.js, Soketi, and MariaDB
forms a cohesive, cutting-edge technological stack. This approach optimizes user interac-
tions, reduces load times, and ensures a responsive, visually appealing, and functionally
rich academic social network.

2.7 System Architecture

Figure 7 presents an abstract overview of the EPICommunity-v1 architecture. Here is a
brief description of each depicted component:

• EPICommunity Frontend: a single page web application with the interface that the
user interacts with.

• Load balancer: ensures optimal resource utilization, enhances performance, prevents
downtime, and ensures seamless scalability for users.

• Auth Service: manages user authentication, facilitates new user sign-up, and prevents
unauthorized access to services or resources (EPICommunity Entities: publications,
courses, projects, positions), ensuring secure and regulated system interactions. The
Auth Service is accessible for everyone while the protected services can only be used
by authenticated users.

• Search Service: enables users to search for other researchers, publications, projects,
positions, courses and user groups.

• Recommendation Service: implements the matchmaking functionality of the plat-
form. It runs once a day and finds new or updates existing associations between the
following pairs: researchers–researchers, researchers–groups, researchers–courses,
and researchers–positions. Based on the results, the EPICommunity platform
recommends the top five closest matches for each pair to the user.
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• Notification Service: provides real time notifications to the users, which is a pre-
requisite for any modern social networking platform. This service informs users for
actions that have a potential interest for them. For example, users receive a notification
when they have an incoming message from another user. Users also receive a noti-
fication right after someone interacts (e.g., endorses, comments) with their content
(e.g., publications, courses, projects, positions). Users are also notified when another
user completes the evaluation process of their profile.

• Evaluation Service: implements the EPIQAssess researchers’ assessment framework.
This service enables researchers to conduct peer assessments of other researchers. The
EvaluationService communicateswith theGamificationService (see in the following)
in order to calculate scores, show progress and identify weak/strong characteristics
of a user.

• Gamification Service: implements the EPIGame gamification framework. The plat-
form awards with a badge (e.g., “most endorsed course”) exceptional users or groups
once every month and once a year. This service also calculates the analytics for every
profile. The analytics are metrics that not only show the progression of a user profile
but also the impact that a user has in a specific topic, even in thewholeEPICommunity.

• Chat Service: provides real time user-to-user communication, which is particu-
larly important in any networking platform. This service is responsible for securely
delivering messages between users.

• Replicate Service: regularly backups the EPICommunity production database to an
external secondary database.

• EPICommunity Entities: includes the basic data models that the services of the
EPICommunity platform have access and interact with.

Fig. 7. Abstract overview of the EPICommunity-v1 platform architecture.
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3 Usability Evaluation Study

A heuristic evaluation was conducted to investigate the usability of the EPICommunity-
v1 platform. Heuristic evaluation [13–15] is the most popular usability inspection
method. It has been effectively applied to many different types of software, such as
websites and web applications [16, 17], games [18–20], mobile applications [21], and
robotic applications [22–24]. We employed this method because we were interested in
collecting qualitative insights on how to improve the EPICommunity platform during
this initial design phase.

3.1 Methodology

Participants. Five experienced usability experts, 1 female and 4 male, conducted the
heuristic evaluation of the EPICommunity-v1 platform. Three to five experts should be
involved in a heuristic evaluation according to the literature [13, 25]; thus our study had
an adequate number of experts.

All involved experts have undergraduate and postgraduate studies in Computer Sci-
ence and extensive experience in the design and evaluation of interactive systems. Two
evaluators have a PhD on HCI, and three evaluators have an MSc and are currently PhD
candidates on interactive technologies. The coordinator of the evaluation process, who
participated himself as an evaluator, is an Assistant Professor of HCI.

The evaluators are also researchers themselves. This means that they are double-
experts for the evaluated system, thus having a higher chance to detect usability problems
[26, 27]. These experts had not been involved in the design of the EPICommunity-v1
platform.

Procedures and Materials. First, the set of heuristics to be used was defined. For this
evaluation, the 10 Nielsen heuristics as described in [28] were used (see also Table 2).
Next, the evaluators were informed about the system goal, its representative users and
their typical tasks. In addition, the development team of the system communicated the
design goals and expectations.

Subsequently, each evaluator conducted a heuristic evaluation of the system. To this
end, they were provided with the web address of the system. The evaluators created
an account themselves and familiarized themselves with the system by exploring its
functionality. After this initial exploration, they inspected the system, identified usability
problems, and good usability points, and produced an individual report according to a
pre-defined evaluation template.

According to this template, the evaluators noted the violated heuristic and rated its
severity on a scale from 1 to 5 (1 = a little important, it does not significantly affect
the user interaction, 5 = extremely important, catastrophic problem that may result
in unsuccessful task) for each usability problem they identified. When evaluating the
severity of a usability problem, theywere asked to take into account the following factors
[29]: a) the frequency with which the problem occurs, b) the impact of the problem if
it occurs, and c) the persistence of the problem. Finally, each evaluator was asked to
provide a design suggestion for resolving the identified usability problem.
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After each individual evaluation, the experts participated in three online meetings to
produce the final list of unique problems and good usability points, discuss on the final
severity ratings (in most cases it was the average value of all ratings) and provide pro-
posals for solutions. The meetings lasted approximately 10 h in total and were mediated
by the Zoom conferencing tool. Finally, the evaluation team produced the final usability
evaluation report for the system.

3.2 Results

Table 2 presents the number of unique usability problems found by the five experts
grouped by heuristic number and problem severity. Results identified 120 unique usabil-
ity problems for the EPICommunity-v1 platform. This number of usability problems
might appear to be rather high, but one should consider that the evaluated system offers
a lot of functionality and that this was the first iteration of its development cycle.

Results show that most (59%) usability problems were related to violations of the
following heuristics: “2. Match between the system and the real world” (18%), “5.
Error prevention” (17%), “1. Visibility of system status” (12%), and “10. Help and
documentation” (12%). Regarding problem severity, the mean severity (2.8/5.0) of the
identified usability problems is characterized as average. However, the number of severe
problems (rated 4 and 5) was rather high (38). The problems with the highest severity
ratings were related to the following three heuristics: “9. Help users recognize, diagnose
and recover from errors” (3.8/5.0), “5. Error prevention” (3.6/5.0) and “10. Help and
documentation” (3.4/5.0).

Representative examples of the identified usability problems are provided in the
following. Due to space constraints, the experts’ description of each usability prob-
lem has been considerably shortened (i.e., we picked one or two verbatim sentences
from the description in their report) and any additional accompanying information (e.g.,
screenshot of the user interface showcasing the problem) has not been included here.

1. “Throughout the platform, links are not easy to identify compared to simple text.”
2. “If users use the Europass import functionality to update their profile after they have

created it, then the information from the Europass profile is not imported, despite a
message (falsely) indicating that the profile has been updated.”

3. “Users are not notified of friend requests, friend acceptances from other users, new
messages, group member requests, or acceptance as a member of a group.”

4. “In the Chat, there is no indication that a new message has arrived.”
5. “After the users create an account, they are redirected to a rather lengthy procedure

to complete their profile. If for any reason they do not complete the procedure all of
their progress is lost.”

6. “While creating a group, the users are provided with an option to select if the group
belongs to one of three types (EPICluster, EPIConnect, EPICradle). However, it is
unclear what these types mean.”

7. “While creating/editing a group, it is unclear what properties are made private by
selecting the group to be private.”

8. “The “Log out” button is placed at the bottom of the side main menu. This is a rather
unexpected position but more importantly the button is not always visible above the
fold.”
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Table 2. Summary of the heuristic evaluation results for the EPICommunity-v1 platform. The
unique usability problems found by the five experts are presented grouped by heuristic number
and problem severity.

Heuristic [28] Usability problems Usability problems per
severity

Mean severity of
problems

1 2 3 4 5

1. Visibility of system
status

14 2 5 4 1 2 2.7

2. Match between the
system and the real
world

21 5 6 3 3 4 2.8

3. User control and
freedom

10 3 3 2 2 2.3

4. Consistency and
standards

13 6 4 3 1.8

5. Error prevention 20 1 4 3 7 5 3.6

6. Recognition rather
than recall

8 1 1 3 1 2 3.3

7. Flexibility and
efficiency of use

4 1 2 1 3.3

8. Aesthetic and
minimalist design

12 7 3 2 1.6

9. Help users recognize,
diagnose, and recover
from errors

4 1 2 1 3.8

10. Help and
documentation

14 2 2 3 2 5 3.4

Total 120 27 30 25 18 20 2.8

9. “Throughout the platform, there are frames (examples in the screenshots below)
that when the cursor hovers over, an animation appears and the cursor changes
from default to pointer. This gives the (false) impression that some action will be
performed, but there isn’t any such action associated with these frames.”

10. “If users delete any item (course, publication etc.) then it is removed without any
warning from the system.”

11. “There is an option in the Groups section of another user’s profile to edit or leave a
group in which the user is not a member. This shouldn’t be possible.”

12. “During peer assessment, if users choose to leave the assessment page without
submitting it, then their input is lost.”

13. “When users press “Finish” to create their profile, theymay get some error messages
that are related to previous steps/screens.”
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14. “When users apply to join a group, this information is not somewhere visible. They
need to remember their applications in the various groups as they only get an error
if they apply again to the same group.”

15. “If users add a new item (course, publication etc.) then a dummy entry with various
dummy texts is created and the users then have to edit it and delete all dummy texts
to create the actual entry. This process includes many unnecessary steps and given
that this is a task that is repeated many times, it is expected to have a substantial
impact on the user interaction efficiency.”

16. “In the search results, there should be functionality to sort the entries (e.g., for the
Publications one may sort by Creator, Year etc.)”

17. “There are instances of screens using background and foreground colors that do not
have enough contrast (examples in the following screenshots). This also creates an
accessibility problem for people with visual disabilities.”

18. “While users try to upload a profile picture that exceeds the required size an error
page showsup,with no information related to the cause of the error andwith language
that is hard to understand by users.”

19. “In the user profile, there is a “Badges” section. However, users are not provided
with any information regarding these badges e.g., what badges can be earned, what
are the required actions to earn a badge etc.”

20. “There is no explanation in Profile Progression for what the roles represent and how
these calculations are made.”

Regarding good usability points, the experts agreed that the EPICommunity-v1 plat-
form provides a lot of functionality to address the needs of the intended users. Moreover,
a minimal and simple interface with consistent style and color codes is used across the
system. Furthermore, EPICommunity-v1 provides efficient ways for importing user data
(e.g., from a Europass account). In this context, the experts argued that it would be use-
ful to add functionality to import publications from other online databases (e.g., Google
scholar, Scopus etc.). Such mechanisms are expected to motivate potential users to use
the system in their practices.

4 Conclusion

This paper presents the first iteration of the design and evaluation of the EPICommunity
platform, an academic social network designed for researchers by researchers. The main
aim of the platform is to support academic matchmaking and collaboration, particularly
for early career researchers.

In the EPICommunity-v1 platform, researchers can perform various tasks, such as
present their publications, upload courses that they teach, showcase their projects, cre-
ate groups to collaborate with researchers that have similar interests, and provide peer
assessments for people they have worked with. In contrast to existing systems, the
EPICommunity-v1 platform offers unique features like the ability to easily integrate
Europass profiles, automated recommendations for researchers who share similar inter-
ests, gamification mechanics, tracking of researchers’ own progress through analytics,
and peer-reviewing of researchers based on an innovative research’s assessment frame-
work with four dimensions (Learning & Teaching, Research, Innovation, Interaction
with Society).
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A heuristic evaluation involving five experienced usability experts was employed to
investigate the usability of the proposed academic social network. The experts used the
platform following an open exploration protocol, noted usability problems according to
the Nielsen’s 10 heuristics [28], rated the severity of these problems on a scale from 1
to 5, provided design suggestions for resolving the usability problems, and listed good
usability points of the system. After each individual evaluation, the experts conducted
three meetings to produce their final usability evaluation report. All in all, they identified
120 usability problems with a mean severity of 2.8/5.0.

The next iteration of the EPICommunity platform has already started and the major-
ity of the identified usability problems has been resolved by the development team.
Immediate future work includes conducting a user testing study for the next version of
the platform. In addition, future research could investigate how the effectiveness of the
platform’s gamification framework is affected by factors such as the individuality of
each person, the effect of each element, etc. Future work could also involve an evalu-
ation of user emotional experience with the system, such as measuring stress based on
physiological and self-reported data [30–36]. Finally, the use of conversational agents in
the EPICommunity platform that enrich synchronous collaboration between researchers
could be investigated, given their success in other contexts, such as participation in online
courses [37], and the recent improvements in large language models, such as ChatGPT.

Acknowledgments. This research has been conducted in the context of EPICUR Research
project, which has received funding from the European Union’s Horizon 2020 research and
innovation programme under Grant Agreement No 101016926.

Disclaimer. It should be noted that these results reflect only the authors’ view and that the
European Commission Research Executive Agency is not responsible for any use that may be
made of the information it contains.

References

1. International Organization for Standardization: Ergonomics of human-system interaction.
Part 210: Human-centred design for interactive system (2019). https://www.iso.org/standard/
77520.html

2. Tso, A.: EPIQAssess - EPICUR qualitative researchers’ assessment framework. Euro-
pean Partnership for an Innovative Campus Unifying Regions (EPICUR) Research project
(EPICUR-Research) (2022). https://epicommunity.auth.gr/deliverable/assessment

3. Council ofEurope:Deepening theEuropeanResearchArea: Providing researcherswith attrac-
tive and sustainable careers and working conditions and making brain circulation a reality,
Council conclusions (2021)

4. Deterding, S., Canossa, A., Harteveld, C., Cooper, S., Nacke, L.E., Whitson, J.R.: Gamifying
research: strategies, opportunities, challenges, ethics. In: Proceedings of the 33rd Annual
ACM Conference Extended Abstracts on Human Factors in Computing Systems, pp. 2421–
2424. ACM, New York (2015). https://doi.org/10.1145/2702613.2702646

5. Deterding, S., Dixon, D., Khaled, R., Nacke, L.: From game design elements to gameful-
ness: defining “gamification.” In: Proceedings of the 15th International Academic MindTrek
Conference: Envisioning Future Media Environments, pp. 9–15. Association for Computing
Machinery, New York (2011). https://doi.org/10.1145/2181037.2181040

https://www.iso.org/standard/77520.html
https://epicommunity.auth.gr/deliverable/assessment
https://doi.org/10.1145/2702613.2702646
https://doi.org/10.1145/2181037.2181040


216 I. Stratigakis et al.

6. Lister, M.C.: Gamification: The effect on student motivation and performance at the post-
secondary level. Issues Trends Learn. Technol. 3 (2015). https://doi.org/10.2458/azu_itet_v
3i2_lister

7. Majuri, J., Koivisto, J., Hamari, J.: Gamification of education and learning: a review of
empirical literature. In: Proceedings of the 2nd International GamiFIN Conference, GamiFIN
2018. CEUR-WS (2018)

8. Zainuddin, Z., Chu, S.K.W., Shujahat,M., Perera, C.J.: The impact of gamification on learning
and instruction: a systematic reviewof empirical evidence. Educ. Res. Rev. 30, 100326 (2020).
https://doi.org/10.1016/j.edurev.2020.100326

9. Mohammed, Y.B., Ozdamli, F.: Motivational effects of gamification apps in education: A
systematic literature review. BRAIN Broad Res. Artif. Intell. Neurosci. 12, 122–138 (2021).
https://doi.org/10.18662/brain/12.2/196
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Abstract. The number of purchase points in ID-POS data approximates the num-
ber of decisions made by consumers at the time of purchase, which is an important
indicator for elucidating consumer behavior. According to Belk (1975) [1], there
are several factors that influence the purchase behavior of consumers, such as
“physical environment,” “social environment,” “time,” “task,” and “antecedent
state. Among these, changes in purchasing behavior due to issues, antecedent
state, and time can be considered as a type of framing effect in psychology. Men-
tal Accounting, which is based on the framing effect, is a theory proposed by
Thaler (1985) [2] that shows that purchasing behavior changes depending on the
psychological situation at the time of purchase. Miyatsu and Sato (2015) [3] con-
ducted a quantitative study of Mental Accounting. Here, they constructed a model
in which consumers’ Mental Accounting is switched based on the threshold of
each consumer’s psychological pressure, and clarified the mechanism by which
the number of purchase points is generated. However, consumers’ psychological
load does not change before and after the threshold, but is considered to be a
change in three states: a state of reduced psychological load, a state of no psycho-
logical load, and a state of weighted psychological load. In this study, the two-state
switching model based on mental load and threshold is extended to a three-state
switching model based on mental pressure and two thresholds to clarify a more
realistic mechanism of occurrence.

Keyword: Mental Accounting · Consumer Purchase Behavior · Hierarchical
Bayesian Threshold Poisson Regression Models

1 Introduction

Mental Accounting is the concept that money is substitutable and can be freely used for
any purpose, but the way people use money changes depending on their purposes due
to their unconscious labeling of money. This chapter describes Mental Accounting after
explaining the “framing effect,” which is necessary to explain Mental Accounting.

1.1 Framing Effect

The framing effect is a phenomenon in which preferences are reversed and decision-
making outcomes differ due to changes in viewpoints caused by differences in linguistic
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expressions describing the decision-making problem, even for the same decision-making
problem. This can be interpreted as a phenomenon in which the outcome of decision-
making differs depending on differences in the mental framework for understanding
the decision-making problem, i.e., the decision frame. Tversky and Kahneman (1981)
[4] explain how decision frames are constructed, especially in money-related decision
making, using the concept of mental accounting.

1.2 Mental Accounting

Mental Accounting is an unconscious act of “labeling money” by humans, which leads
to behavior that belies rational behavior in economics. And experiments have shown that
humans behave irrationally due toMental Accounting. Here, we introduce an experiment
conducted by Tversky and Kahneman (1981).

They asked 200 subjects the question (1) in the lost ticket condition and 183 subjects
the question (2) in the lost cash condition.

1. “Imagine the following scene. You decide to go see a movie, purchase a ticket for
$10, and go to the movie theater. As you enter the theater, you realize that you have
lost the ticket. Would you buy the ticket again?

2. “Imagine the following situation. You decide to go to see amovie and go to the theater.
The ticket costs $10. As you enter the theater, you realize that you have lost $10 in
cash. Do you buy the ticket?

The results of the question showed that 46%of the subjects in the lost ticket condition
said they would buy the ticket, while 88% of the subjects in the lost cash condition said
theywould buy the ticket. Tversky andKahneman explain that the results in the lost-ticket
and lost-cash conditions differed because of the different nature of mental accounting.
That is, in the lost-ticket condition, the ticket expenditure had to be paid for once more
from the ticket expenditure account, whereas in the cash-lost condition, the cash and
ticket expenditures were accounted for separately, so that the pain of buying a ticket
twice was not felt, which could be interpreted as a higher intention to buy a ticket. Thus,
Mental Accounting is more likely to be done on a topic-by-topic basis rather than on an
overall evaluation of money.

2 Previous Studies

This chapter introduces the research of Miyatsu and Sato (2015) on consumer behavior
considering the concept of Mental Accounting and the research of Terui and Dahana
(2006) [7] as a reference for the model constructed in this study.

2.1 Miyatsu and Sato (2015)

Using ID-POS data, they model the mechanism of the occurrence of the number of
purchase points, taking into account the Mental Accounting of each consumer. Assum-
ing that consumers’ mental status changes with each purchase occasion, we model the
mechanism of the occurrence of purchase points within the framework of a hierarchical
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Bayesian threshold Poisson regression model. The modeling is based on the assumption
that mental load is defined as a latent variable with the payday of each consumer in mind,
and that Mental Accounting switches based on it.

Cumulative purchase aggregation period⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

l = 1 ⇒ From the 25th of the previous month
to the 24th of the current month

l = 2 ⇒ From the 5th of the previous month
to the 4th of the current month

l = 3 ⇒ From the 17th of the previous month
to the 16th of the current month

(2.1)

cummi,ti,l =

⎧
⎪⎨

⎪⎩

transl(ti)−1∑

j=1
Mi,j,l , transl(ti) �= 1

0 , transl(ti) = 1

(2.2)

In Eq. (2.1), we introduce a symbol for each corresponding cumulative purchase
aggregation period. Equation (2.2) includes a symbol for the aggregation period of
consumer i in the period covered by the aggregation l The Eq. (2.2) shows the cumulative
amount of purchases up to the purchase opportunity ti (2.2) shows the cumulative amount
of purchases made by consumers up to the transl(ti) is the cumulative purchase amount
until the consumer’s i in the period covered by the aggregation for the consumer l
indicates the number of store visits from the starting date to ti indicates the number of
store visits from the starting date to theMi,j,l indicates the number of visits by consumers
i in the aggregation period of consumers l represents the amount of purchases made by
the consumer during the aggregation period.j represents the amount of purchases made
by the consumer during the period of the aggregation. The mental load is defined as the
combination of the three cumulative purchase amounts in Eq. (2.3).

CummM i,ti = α
∗(1)
i cummi,ti,1 + α

∗(2)
i cummi,ti,2 + α

∗(3)
i cummi,ti,3 (2.3)

α
∗(k)
i (k = 1, 2, 3) is a satisfying parameter that satisfies the constraints of 0 ≤ α

∗(k)
i ≤ 1

and
∑3

k=1α
∗(k)
i = 1, denoted α∗

i =
(
α

∗(1)
i , α

∗(2)
i

)
.

CummMi,ti is small, it represents a state of reduced mental load, and its larger value
represents a state of weighted mental load, respectively.

In this study, it is assumed that a single threshold parameter switches between two
psychological situations, but in reality, it is considered to be a change between three
states: a situation with reduced psychological load, a situation with no psychological
load, and a situation with a weighted psychological load.

2.2 Terui and Dahana(2016)

Using a brand choice model with heterogeneous price threshold parameters, we investi-
gate a three-region piecewise linear stochastic utility function. To identify the consumer’s
utility function, we assume a reference price and two price thresholds that consumers
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have for a brand, and define a utility function divided into three regions-gain, price
acceptance, and loss. A threshold probit model with heterogeneous price thresholds and
hierarchical Bayesian modeling are used to model consumers’ utility for brand choice.

3 Proposal

In this chapter, we propose a two-state switchingmodel ofMental Accounting bymental
pressure and threshold proposed by Miyatsu and Sato (2015), which aims to clarify the
mechanism of occurrence that more represents reality by extending the model to a
three-state switching model by mental pressure and two thresholds.

3.1 Research Methods

Miyatsu and Sato (2015) constructed amodel inwhich consumers’Mental Accounting is
switched based on the threshold of each consumer’s psychological pressure, and clarified
the mechanism that generates the number of purchase points. When consumers’ psy-
chological pressure is lower than the threshold, their willingness to purchase increases,
and in other words, they tend to purchase more items. On the other hand, when con-
sumers’ willingness to purchase tends to decrease, i.e., they tend to purchase fewer
items, when their psychological pressure is greater than a threshold value. However,
consumers’ willingness to purchase does not change before and after the threshold, but
rather changes among three states: “willingness to purchase increases,” “willingness to
purchase decreases,” and “neither of the three states”. Therefore, we construct a three-
state switching model using a model based on Terui and Dahana’s (2004) utility function
divided into two thresholds and three regions.

3.2 Model

The proposed model divides each consumer’s purchase opportunity into regimes based
on the relationship between mental load and two threshold parameters, and models the
generationmechanismof the number of purchase points per store visit. Each regime has a
corresponding evaluation function. The observed structure is modeled in the framework
of a Poisson regressionmodel (threshold Poisson regressionmodel)with different regres-
sion coefficients for each regime assigned by the threshold. The same model (Eq. 2.3)
as in Miyatsu and Sato (2015) is used to model psychological load. The intra-individual
and inter-individual models are shown in Sects. 3.2.1 and 3.2.2, respectively.

Intra-individual Model (Observation Model). Consumer i Purchasing Opportunities
by ti and the number of purchase points in yi,ti then the threshold parameters of mental
load and consumer i and the consumer’s threshold parameter γ

(1)
i , γ

(2)
i We assume

that a switch in the generation mechanism of Yi,ti . The three regimes are defined as
follows. Regime 1 for situations with an aggravated psychological load. (CummM i,ti >

γ
(1)
i ), Regime 2 for situations with no psychological load. (γ (1)

i ≥ CummM i,ti
> γ

(2)
i ),

Regime 3 for situations with reduced psychological load. (CummM i,ti ≤ γ
(2)
i ).In this
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case, each regime has a different evaluation function. In this chapter, we follow the
model of Miyatsu and Sato (2015), and use the following equation yi,ti is count data, we
formulate a within-individual model using a Poisson distribution. Equation (3.1) is the
within-individual model that takes Mental Accounting into account.

Pr
(
Yi,ti = yi,ti |λ(1)

i,ti
, λ

(2)
i,ti

, λ
(3)
i,ti

, γ
(1)
i , γ

(2)
i ,α∗

i , cummi,ti

)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(
λ

(1)
i,ti

)yi,ti exp
(
−λ

(1)
i,ti

)

yi,ti ! ,CummM i,ti > γ
(1)
i

(
λ

(2)
i,ti

)yi,ti exp
(
−λ

(2)
i,ti

)

yi,ti ! , γ
(1)
i ≥ CummM i,ti

> γ
(2)
i

(
λ

(3)
i,ti

)yi,ti exp
(
−λ

(3)
i,ti

)

yi,ti ! ,CummM i,ti ≤ γ
(2)
i

(3.1)

λ
(k)
i,ti

(k = 1, 2, 3) denotes the non-negative mean (variance) parameter for each regime,

and λ
(k)
i,ti

log transformation of the regimes is structured as in Eq. (3.2).

log
(
λ

(k)
i,ti

)
= x(k)t

i,ti
β

(k)
i , k = 1, 2, 3 (3.2)

x(1)
i,ti

=
(
x(1)
i,ti,1

, x(1)
i,ti,2

, . . . , x(1)
i,ti,p

)t
,β

(1)
i =

(
β

(1)
i,1 , β

(1)
i,2 , . . . , β

(1)
i,p

)t
, x(2)

i,ti
=

(
x(2)
i,ti,1

, x(2)
i,ti,2

, . . . , x(2)
i,ti,p

)t
,β

(2)
i =

(
β

(2)
i,1 , β

(2)
i,2 , . . . , β

(2)
i,p

)t
denotes the explanatory vari-

ables and regression coefficients for each regime. is the dimension of the explanatory
variable, with k = 1, 2, 3 to distinguish each regime. The details of the explanatory

variables are explained in Sect. 4.1. R(k)
(
γ

(1)
i , γ

(2)
i ,CummM i,ti

)
, k = 1, 2, 3,denotes

the set of purchase points of each consumer assigned to which regime he or she is in.

p
(
yi|β(1)

i ,β
(2)
i ,β

(3)
i , γ

(1)
i , γ

(2)
i ,α∗

i , xi, cummi

)

= ∏3
k=1

{
∏

ti∈R(k)
(
γ

(1)
i ,γ

(2)
i ,CummM i,ti

)

((
λ

(k)
i,ti

)yi,ti exp
(
−λ

(k)
i,ti

)

yi,ti !

)}

∝ ∏3
k=1

{
∏

ti∈R(k)
(
γ

(1)
i ,γ

(2)
i ,CummM i,ti

)
((

exp
(
x(k)t
i,ti

β
(k)
i

))yi,ti
exp

(
−exp

(
x(k)t
i,ti

β
(k)
i

)))}

(3.3)

Consumers i During the entire period of then second purchase opportunity yi,ti
explicitly ti,n and the total number of purchase opportunities is Ni and the total
number of purchase opportunities is xi is the total number of purchase opportuni-

ties xi,ti,n =
(
x(1)
i,ti,n,1

, x(1)
i,ti,n,2

, . . . , x(1)
i,ti,n,p

, x(2)
i,ti,n,1

, x(2)
i,ti,n,2

, . . . , x(2)
i,ti,n,p

)t
and using xi =

(
xi,ti,1 , xi,ti,2 , . . . , xi,ti,Ni

)t
.

Similarly, when yi,ti =
(
yi,ti,1 , yi,ti,2 , . . . , yi,ti,Ni

)t
is the total number of purchase oppor-

tunities. In addition, when cummi,l =
(
cummi,ti,1,l, cummi,ti,2,l, . . . , cummi,ti,Ni ,l

)
and



226 M. Ezawa and T. Tabata

cummi = (
cummi,1, cummi,2, cummi,3

)
are the same as in (3.3). Furthermore, assum-

ing that consumers are independent from each other, we can formulate the overall like-
lihood for all consumers(i = 1,2,…,H) The overall likelihood for all consumers shown
in Eq. (3.4) can be formulated (Table 1).

p
(
{yi}|{β(1)

i }, {β(2)
i }, {β(3)

i }, {γ (1)
i }, {γ (2)

i }, {α∗
i }, {xi}, cummi

)

= ∏H
i=1

∏3
k=1

{
∏

ti∈R(k)
(
γ

(1)
i ,γ

(2)
i ,CummM i,ti

)

((
λ

(k)
i,ti

)yi,ti exp
(
−λ

(k)
i,ti

)

yi,ti !

)}

∝ ∏H
i=1

∏3
k=1{

∏

ti∈R(k)
(
γ

(1)
i ,γ

(2)
i ,CummM i,ti

)
((

exp
(
x(k)t
i,ti

β
(k)
i

))yi,ti
exp

(
−exp

(
x(k)t
i,ti

β
(k)
i

)))}

(3.4)

Table 1. Symbols used in models

Symbols meaning

ti Buying opportunities for consumer i

transl(ti) Number of visits from the aggregate starting date to ti in the aggregate
target period l for consumer i

Mi,j,l Amount of purchases at purchase opportunity j in consumer i’s
aggregate period l

α
∗(k)
i (k = 1, 2, 3) Parameters to consider for payday

γ
(1)
i , γ

(2)
i Threshold parameters for consumer i

λ
(k)
i,ti

(k = 1, 2, 3) Non-negative mean (variance) parameter for each regime

Inter-individualModel (HierarchicalModel). This subsection presents a hierarchical
model that shows the structure of commonality behind heterogeneous parameters for
each consumer. This subsection presents a hierarchical model that shows the structure
of commonality behind heterogeneous parameters for each consumer. The regression
coefficients of the Poisson regression β

(k)
i , k = 1, 2, 3 and the logarithm of the threshold

parameter γ
(k)
i , k = 1, 2 together with the logarithm of the threshold parameter θ i =

(
β

(1)
i ,β

(2)
i ,β

(3)
i , log

(
γ

(1)
i

)
, log

(
γ

(2)
i

))
is defined as the logarithmof the The parameter

vector before the logit transformation of the component parameters of the psychological
load model, i.e., the α∗

i The parameter vector before the logit transformation of αi =
(
α

(1)
i , α

(2)
i

)
and the logarithm of the threshold parameter where αi is defined as the

inverse transformation of α
∗(k)
i = exp

(
α

(k)
i

)

1+∑2
l=1exp

(
α

(l)
i

) , k = 1, 2, 3 is defined as the inverse

transformation of In this case, Eqs. (3.5) and (3.6) are the hierarchicalmodel of consumer
i.
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The model is a hierarchical model of consumers.

θ i = zti�θ + εθ
i , ε

θ
i ∼ N (0,�θ ) (3.5)

αi = zti�α + εα
i , εα

i ∼ N (0,�α) (3.6)

θi,αi is an attribute variable of the consumeri attribute variables zi = (
zi,1, zi,2, . . . , zi,q

)t

and the coefficient matrix �θ, �α and is expressed as a linear combination of q are the
dimensions of the attribute variables, and �θ, �α is the variance-covariance matrix of
each. In addition, the prior distribution of�θ,�α,�θ,�α The prior distribution of the In
setting the prior distribution, we use the relation p(�θ,�θ)= p(�θ|�θ)p(�θ),p(�α,�α)
= p(�α|�α)p(�α) is the multivariate normal distribution, and p(�θ|�θ), p(�α|�α)
assumes amultivariate normal distribution and p(�θ), p(�α) is assumed to be the inverse
Wishart distribution. Thehyperparameters inEqs. (3.7) and (3.8) are set as inTerui (2008)
[7] to represent a diffuse prior distribution.

δθ = vec(�θ ) ∼ N
(
δθ ,�θ ⊗ A−1

θ

)
,�θ ∼ IW

(
υθ,0,Vθ,0

)

δθ = 0,Aθ = 0.001I , υθ,0 = 17,Vθ,0 = υθ,0I
(3.7)

δα = vec(�α) ∼ N
(
δα,�α ⊗ A−1

α

)
,�θ ∼ IW

(
υα,0,Vα,0

)

δα = 0,Aα = 0.001I , υα,0 = 6,Vα,0 = υα,0I
(3.8)

Algorithm. The posterior distribution of the proposed model is presented and the esti-
mation algorithm for the model based on it is outlined. Figure 1 shows the Directed
Acyclic Graph (DAG) derived from the proposed model for consumeri Fig. 1 shows the
Directed Acyclic Graph (DAG) derived from the proposed model for consumers. Based
on the DAG shown in Fig. 1, and assuming independence among consumers, we can
derive the posterior distribution in Eq. (3.9).

Fig. 1. DAG of the proposed model

p(
,A|Y,X,Z,M) ∝ p(�θ |�θ )p(�θ )p(�α|�α)p(�α)

×∏H
i=1 p

(
yi|θ i,αi, xi, cummi

)
p(θ i|�θ ,�θ , zi)p(αi|�α,�α, zi)

(3.9)
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 = (θ1, θ2, . . . , θH )t,A = (α1,α2, . . . ,αH )t,Z = (z1, z2, . . . , zH )t,X =
(x1, x2, . . . , xH )t,Y = (

y1, y2, . . . , yH
)t

,M = (cumm1, cumm2, . . . , cummH )t .The
proposed model includes 
, A, �θ, �α, �θ, �α is a parameter that differs from con-
sumer to consumer. 
, A is a parameter that is different for each consumer, and � θ,
�α, �θ, �α are parameters that are common among consumers. These parameters are
estimated using the Markov Chain Monte Carlo (MCMC) method. The estimation algo-
rithm is based on Eq. (3.9). 
, A. The parameters in the hierarchical parameter set are
non-conjugate, so the random walk Metropolis Hastings (random walk M-H) method is
used for their sampling. On the other hand, the hierarchical parameter �θ, �α, �θ, �α

are conjugate, they are sampled using a standard Gibbs sampler.
θi,αi are sampled by the random walk M-H method algorithm with Eqs. (3.10) and

(3.11) as the kernel of the posterior distribution, respectively.

p
(
yi|θ i,αi, xi, cummi

)
p(θ i|�θ ,�θ , zi)

∝ ∏3
k=1

{
∏

ti∈R(k)
(
γ

(1)
i ,γ

(2)
i ,CummM i,ti

)
((

exp
(
x(k)t
i,ti

β
(k)
i

))yi,ti
exp

(
−exp

(
x(k)t
i,ti

β
(k)
i

)))}

×exp
{
− 1

2

(
θ i − zti�θ

)t
�−1

θ

(
θ i − zti�θ

)}

(3.10)

p
(
yi|θ i,αi, xi, cummi

)
p(αi|�α,�α, zi)

∝
3∏

k=1

⎧
⎪⎨

⎪⎩

∏

ti∈R(k)
(
γ

(1)
i ,γ

(2)
i ,CummMi,ti

)

((
exp

(
x(k)t
i,ti

β
(k)
i

))yi,ti
exp

(
−exp

(
x(k)t
i,ti

β
(k)
i

)))

⎫
⎪⎬

⎪⎭

×exp
{
− 1

2

(
αi − zti�α

)t
�−1

α

(
αi − zti�α

)}

(3.11)

θi, αi generates candidate samples by a random walk and determines probabilisti-
cally whether to adopt or reject them using the adoption probabilities constructed by
Eqs. (3.10) and (3.11), respectively.

4 Empirical Analysis

The empirical analysis of this study is conducted for the two-state-switchingmodel (con-
ventional model) and the three-state-switchingmodel (proposedmodel) using supermar-
ket ID-POS data. Section 4.1 provides an overview of the data and a description of the
model variables, and Sect. 4.2 presents the model evaluation and estimation results.

4.1 Data Summary and Model Variables

The empirical analysis of this study was conducted using supermarket ID-POS data.
The analysis included 4,145 consumers who had made at least 50 purchases in the target
year and at least one purchase each month. The average age of the target consumers
was 51.8 years, 82% were female (18%male), the average purchase amount was 23,927
yen/month, and the average purchase frequency was 9.2 times/month. The distribution
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of the target consumers is shown in Appendix 1. The model variables used in this study
include those variables used in Miyatsu and Sato (2015), except for the ratio of products
discounted by 15% or more. A table of variables is shown in Table 2.

4.2 Results and Discussion

In this study, the total number of MCMC iterations was 50,000 and the burn-in sample
was 45,000.

Table 2. Model Variables

level symbol

Consumer i × Opportunities ti
(
xi,ti

)
yi,ti Number of purchase points (objective

variable)

CNST Constant: 1

DRTNi,ti Number of days elapsed since last purchase
Number of days elapsed since last purchase
opportunity

TIME1i,ti Dummy for time of visit: 9am-1pm = 1, other
= 0

TIME2i,ti Dummy for time of visit: 2-6pm = 1, other =
0

WKNDi,ti Visiting time dummy:Weekend = 1, Weekday
= 0

Consumer i
(zi)

LAGEi Age vs
Gender dummies: female = 1, male = 0
Number of annual purchase opportunities vs

GNDRi Cumulative annual purchases vs

OPPTi Age vs
Gender dummies: female = 1, male = 0
Number of annual purchase opportunities vs

SPNDi Cumulative annual purchases vs

Model Evaluation. To evaluate the proposed model, a comparative evaluation of the
two-state switching model (conventional model) and the three-state switching model
(proposed model) was conducted using the Bayes factor. The Bayes factor is defined by
Eq. (4.1), where M0 is the two-state switching model (conventional model), andM1 is
the two-state switching model (conventional model).

B01 = p(y|M0)
p(y|M1)

(4.1)
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In this study, Kass and Raftery (1995) [2] (Table 3) was used as the Bayes factor
criterion.B01 =123.52. The result is that theBayes factor isM1 (3-state switchingmodel),
which is better than the 2-state switching model.

Table 3. Criteria of Kass & Raftery (1995)

BF(B01) Support for M1

BF < 1 M0 is better

1 < BF < 3 Not so much

3 < BF < 12 affirmative

12 < BF < 150 strong

150 < BF Very strong

Table 4 shows the threshold parameters (γ(1),γ(2)) and the component parameters of
psychological load(α∗(1),α∗(2),α∗(3)) Table 4 shows the basic statistics for the posterior
means of the posterior mean of the threshold parameter for switching from regime 3
(high willingness to buy) to regime 2 (neither willingness to buy) is 12,749 yen, and the
average monthly cumulative purchase amount of consumers is 23,927 yen, indicating
that consumers switch from Mental Accounting with high willingness to buy to Mental
Accounting with low willingness to buy when the average cumulative purchase amount
is over 53%. The consumers switch from the Mental Accounting with high purchase
motivation to the Mental Accounting with neither motivation. Similarly, the posterior
mean of the threshold parameter for switching from regime 2 (neither willingness to
buy) to regime 1 (low willingness to buy) is 13,608 yen, so consumers switch from
the Mental Accounting with high willingness to buy to the Mental Accounting with
neither willingness to buy when the threshold exceeds 57% of the average accumulated
purchase amount. When consumers’ Mental Accounting is expressed in three levels, the
two switching points differ by only about 1,000 yen and have a large standard deviation,
suggesting that consumer heterogeneity is large.

Table 5 shows the estimated results for one consumer. The consumer ismale, 26 years
old, makes 175 purchases per year, and spends 290,000 yen per year. The estimation
results show that the construct parameters of mental load α = (0.0015,0.9972) The
estimated results are as follows: the component parameters of mental load, the threshold
parameter γ = (16,370,13,675) The switching from a low to a high Mental Accounting
occurs when the average monthly purchase amount exceeds 68%, and the switching
from a low to a high Mental Accounting occurs when the average monthly purchase
amount exceeds 57% (Fig. 2).
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Table 4. Basic statistics of the estimates (N = 4,145)

classification statistic β
(k)
1 β

(k)
2 β

(k)
3 β

(k)
4 β

(k)
5

Regime1
(k = 1)

Mean −0.0094 0.0312 0.0391 0.0518 0.156

median −0.011 0.0298 0.0583 0.035 0.1409

Max 4.7959 5.1902 4.6259 5.2672 6.6884

Min −6.7314 −5.9617 −5.0265 −5.0558 −4.8629

SD 1.2782 1.2912 1.2625 1.2985 1.3887

Regime2 (k = 2) Mean −0.0026 0.0133 0.0407 0.0101 0.0042

median −0.0076 0.0144 0.0235 0.0157 0.013

Max 5.5274 4.8834 5.2494 5.1701 6.0234

Min −4.6435 −6.4269 −4.4497 −4.1543 −4.8522

SD 1.2833 1.3019 1.2799 1.2586 1.2606

Regime3 (k = 3) Mean 0.0149 0.0665 0.2189 0.3761 1.8233

median 0.0273 0.0338 0.238 0.3557 1.8992

Max 5.1973 3.0578 5.3235 6.1483 6.0531

Min −6.5451 −3.5272 −8.0301 −4.7164 −3.0248

SD 1.1085 0.3913 1.2483 1.1216 0.9576

Table 5. Basic Statistics for Estimates(N = 4,145)

statistic γ(1) γ(2) α ∗ (1) α ∗ (2) α ∗ (3)

Mean 13,607.99 12,749.00 0.3867 0.4023 0.2110

median 12,525.91 11,938.60 0.0082 0.0099 0.0031

Max 104,057.90 43,004.25 0.9993 0.9992 0.9975

Min 173.66 1150.11 0.0003 0.0002 0.0003

SD 14,268.37 12,818.92 0.4735 0.4766 0.3925

As an example of a marketing measure that could be considered from the results of
the empirical analysis, we can expect an increase in the number of items purchased by
increasing the number of sale items just before the three typical payday periods, when
emotional load isweighted, compared to the normal period. The average number of items
purchased tends to be larger in Regime 1, which is a state of lowwillingness to purchase,
than in Regime 2, which is a state of neither high nor low willingness to purchase. This
is because consumers are more inclined to purchase inexpensive products when they are
under psychological pressure, and as a result, the number of items purchased, including
sale items and other inexpensive products, tends to be larger than in normal times.
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Fig. 2. Example of Estimation

5 Conclusion

In this study, we consider that consumers’ willingness to purchase does not change
before and after the threshold, but changes in three states: “the state in which willing-
ness to purchase is increasing, the state in which willingness to purchase is decreasing,
and the state in which neither state is occurring”. The Miyatsu−Sato model, which
models the mechanism of the occurrence of purchase point generation in the framework
of a hierarchical Bayesian threshold Poisson regression model, is extended to a three-
state switching model. In the empirical analysis, the regression coefficients of the three
regimes and the two switching points were estimated for each consumer using super-
market ID-POS data, and the average difference between the two threshold parameters
was about 1,000 yen, suggesting that consumer heterogeneity is large in the three-state
switching model. Based on the results of the empirical analysis, a possible marketing
measure is to increase the number of sale items during the period of high psychological
pressure, which is just before payday.

The following three issues are considered for the future.

1. Since the estimation results for the two threshold parameters are not significantly
different, the prior distribution is reexamined. Since the prior distributions used in
this study were set up identically to those of Miyatsu and Sato, it is necessary to
consider appropriate prior distributions when extending the model to a three-state
switching model.

2. Given that the number of significant parameters estimated for regime 3 is lower than
for the other regimes, we revisit the model with reduced mental load. Since regime 3
is a model with reduced emotional load, consumer heterogeneity is considered to be
large. Therefore, we consider a model that takes the above into account.

3. Capturing qualitative changes in purchased products. In this study, the unit price of
the purchased products is not taken into account, so that a customer who buys three
ice cream products for 100 yen and a customer who buys three ice cream products for
300 yen will have the same behavior. Therefore, it is necessary to capture qualitative
changes in the model in order to account for them.
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Abstract. The boom of live audiovisual content broadcasting is closely
related to the development of social media applications. Twitch is among
the most widespread live streaming platforms, and has experienced sig-
nificant growth. In 2022, it had more than 2.5 million daily spectators
and more than 7 million streamers who shared their content through
more than 92,000 channels. This study analyzes the factors influencing
the use continuance intention of the current Twitch users through an
online survey (n=297) conducted on SurveyMonkey. The findings of this
study confirmed that multiple factors from the proposed hypothetical
model, which was based on the UTAUT2 and the Hassanein and Head
model, explained the Behavior Intention (BI) of use continuance. Some
of these factors are the variables of Habit, Social Presence, Price Value
and Effort Expectancy. As a result, the natural and automatic adap-
tation of users when using the platform, their capacity to connect and
get close to other users through Twitch, the available paid benefits, and
the ease of use associated with the platform contribute to increase the
disposition of users to continue using the platform when they want to
access live content via streaming. Based on the implications of this study,
suggestions are made for companies in the live streaming world and for
all the associated brands that want to invest in advertisement on these
platforms.

Keywords: Twitch · Live streaming · Hedonic Motivation · Habit

1 Introduction

The use of technology has become essential to society, especially in recent years.
This has given rise to companies that have taken advantage of this behavior
change and of the explosive increase in the use of these new technologies, which
have established their business models based on the development of ICTs drawing
the attention of varied audiences, among which are live streaming platforms.

Live streaming is a “term that refers to online transmission means, recorded
and broadcast in real time” [1]. According to the 2023 Annual Study on Social
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Networks conducted by IAB Spain [16], users spend most of their time on apps
such as Spotify, Twitch and Discord, with an average use of 1 h and 33min, 1 h
and 28min, and 1 h and 27min, respectively. The increasing popularity of social
networks is evident, particularly on live streaming platforms like Twitch, which
generates even more interest in their study.

Twitch, a live stream platform owned by Amazon, has become the main
audiovisual medium, especially for young audiences that seek video game-related
content. Millions of people around the world follow diverse streamers and enjoy
live transmissions that are comparable to massive television events. Twitch com-
prises a wide range of content and is known as the “other way to watch television”
[13]. In addition to video games, the platform supports the transmission of radio
content thanks to tools that foster interaction and sharing in the community.
This content diversity attracts users of different ages and tastes, facilitating
the access to any person with basic knowledge about technology and providing
opportunities for any individual interested in enjoying live streaming content.

Twitch is a space that gathers renowned content creators and enables a direct
relationship between them and their followers, which represents a valuable oppor-
tunity for brands seeking new audiences. Although YouTube is the platform of
choice for a la carte content, Twitch maintained its success in 2023 by offering a
close connection between streamers and their followers, according to a study on
digital trends [16]. Furthermore, a distinctive characteristic is that the growth of
Twitch does not rely on algorithms, as opposed to its main competitor, YouTube.

This study aims to delve into the study of Twitch, which is still growing
and will probably continue being successful over the years and with the advent
of new technologies, becoming the new entryway for brands interested in new
audiences, and aims to understand which factors influence the behavior intention
of this platform’s users.

2 Literature Review

The boom of live audiovisual content broadcasting is closely related to the devel-
opment of social media applications [20]. Live streaming is considered an evo-
lution of the classic broadcasting format offered by television [21]. Three plat-
forms stand out as exponentially growing in the live streaming industry: Twitch,
YouTube and Facebook [1].

Forecasts for the video marketing and live streaming industries are favorable.
Statista, a statistics website, predicts that the live streaming market will reach
137.7 billion dollars in 2027 [25]. During the second quarter of 2020, live stream-
ing continued its global expansion, with a change in the content consumption
trend, in which not only eSports and video games became predominant, but
music and performing arts as well [1].

The Twitch platform has experienced significant growth. In 2022, it had more
than 2.5 million daily spectators and more than 7 million streamers that share
their content through more than 92,000 channels [22]. Despite the competition
in the live streaming field, Twitch has managed to maintain its position as the
unarguable giant of the streaming world.
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One of the success factors of Twitch is its way of giving dividends to live
streaming creators. This platform monetizes the success of streamers based on
advertising done, number of subscribers of the streamer’s channel and other
forms of donation from the audience of the streamer [14]. This system has caused
content creators from other platforms to migrate to Twitch in the pursuit of
better income [13]. This monetization strategy has significantly contributed to
the consolidation of the leading position of Twitch in the live streaming world,
and has created an ecosystem where both creators and the platform can prosper.

The model of the Unified Theory of Acceptance and Use of Technology has
been employed on multiple occasions in technology adoption and dissemination
research for empirical studies about user intention and behavior. The theory
was developed based on the review and integration of 8 theories and dominant
technology acceptance models, and therefore is attributed a great explanatory
capacity. The model comprises four main constructs (Effort Expectancy, Perfor-
mance Expectancy, Social Influence and Facilitating Conditions) that directly
determine behavior intention and behavior as such [23]. Altogether, the UTAUT
model offers a solid and complete structure to understand how people adopt and
use new technologies in diverse contexts.

The Unified Theory of Acceptance and Use of Technology 2 (UTAUT2) adds
3 constructs to the UTAUT model, which are hedonic motivation, price values
and habit. It has been established that the effects associated with these three
constructs about behavioral intention and technology use are influenced by the
age, gender and experience of the individual [24].

The model by Hassanein and Head was presented in 2005 to analyze how the
manipulation of social presence perceived through the web interface impacted
the attitude towards online shopping [15]. However, this model has also been
employed in the use intention studies of social media frequented by Millenni-
als and Generation Z, such as Instagram and Snapchat. This model suggests
modifications to the TAM model, incorporating new variables such as trust and
enjoyment, and giving special relevance to the “social presence” variable.

The proposed model for this study (see Fig. 1) is the UTAUT2 model slightly
modified with two extra variables from Hassanein and Head’s model, which due
to its nature may affect the Behavioral Intention of Twitch users. These variables
are Trust and Social Presence.

This study aims to find the factors influencing the Behavioral Intention (BI)
of Twitch users, i.e., the will of individuals or users to perform a specific behavior
[8].

Performance expectancy (PE) is the perception of users about the extent to
which the use of a technology may improve their performance in some specific
activities [23]. A higher performance expectancy is expected from users if they
perceive that using a specific technology may help them achieve their objectives
more effectively or efficiently, and therefore they may be more willing to adopt
this technology.
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Fig. 1. Model proposed. Source: Created by the authors.

H1. The Performance Expectancy (PE) variable influences the Behavioral
Intention to use Twitch.

Effort Expectancy refers to the degree of ease users associate with the use
of the technology [23]. If users perceive that the use of technology is simple and
they need not to make a great effort, this can influence their willingness to adopt
this technology [9]. The fact that users have low effort expectations often favors
the intention to use such a technology.

H2. The variable Effort Expectancy (EE) influences the behavioral intention to
use Twitch.

Social influence is defined as the degree to which an individual perceives that
other people who he considers important believe he should use the technology
[23].

H3. The variable Social Influence (SI) influences the behavioral intention to use
Twitch.

Some studies demonstrate that if people close to the user have a good expe-
rience with a technology, the user is more likely to use that technology [4]. If a
user observes that people who he considers important are in favor and support
the use of the technology, this is an indicator that suggests that the technology is
reliable and useful, and therefore it is likely that they develop a positive attitude
and that the trust of the user in employing it increases.
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H3’. The variable Social Influence (SI) influences Trust (T).
Trust is defined as a psychological expectation from the individual that

another trusted party will not behave opportunistically [2,19]. It represents the
willingness from one party to be vulnerable to the actions of other parties [18].

H4. The variable Trust (T) influences the behavioral intention to use Twitch.
Hedonic motivation is defined as the fun or pleasure derived from the use of a

technology [24]. There are multiple studies that establish that hedonic motivation
is an important factor in the acceptance and use of a technology [3,6].

H5. The variable Hedonic Motivation (HM) influences the behavioral intention
to use Twitch.

Some studies demonstrate that “compulsive shopping” is associated with the
enjoyment felt by users, who continue using online shopping systems due to this
“continuous entertainment” that generates trust in them [12].

H5’. The variable Hedonic Motivation (HM) influences Trust (T).
Social presence is defined as the extent to which a medium allows users to

experience the psychological idea that people are present [11]. It is also under-
stood as the feeling of human warmth and sociability given by the medium or
technology to users [15].

H6. The variable Social Presence (SP) influences the use behavioral intention
to use Twitch.

According to research with adaptations of the TAM model, social presence
affects perceived usefulness. This last variable has performance expectancy as
its equivalent in the UTAUT2 model [7,15].

H6’. The variable Social Presence (SP) influences Performance Expectancy
(PE).

Lastly, these same studies of TAM model adaptations above [7,15], establish
that the variable social presence influences perceived enjoyment, whose equiva-
lent variable in the UTAUT2 model is hedonic motivation.

H6”. The variable Social Presence (SP) influences Hedonic Motivation (HM).
Habit is defined as the extent to which consumers tend to perform behaviors

automatically due to learning [17]. It can be measured as the degree to which
individuals believe that a behavior is automatic [24].

H7. The variable Habit (H) influences the use behavioral intention to use
Twitch.

Facilitating conditions correspond to the degree to which individuals believe
that there is both an organizational and a technical infrastructure to support
the use of a technology [23].
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H8. The variable Facilitating Conditions (FC) influences the use behavioral
intention to use Twitch.

The value price is defined as the cognitive compensation of consumers
between the perceived benefits of the use of a technology and the real mone-
tary cost of using them [24].

H9. The variable Price Value (PV) influences the use behavioral intention to
use Twitch.

3 Methodology

At the beginning of the study, a comprehensive information search was con-
ducted focusing on the theoretical dimension, with special emphasis on the live
streaming industry and more specifically delving into the history and evolution
of the Twitch platform. Having an overview of the context, a literature review
is conducted, which was centered on the modeling to explain the use intention
of consumers of Information Technologies so these models could be later applied
to the more specific case of Twitch.

The proposed model is a modification of the UTAUT2 model [24], com-
plemented with the model proposed by Hassanein and Head [15]. Then, a 49-
question questionnaire is applied. The first part of the questionnaire comprises
some demographic questions, and a filter question about whether users have
interacted with the platform under study and, if affirmative, how often. The
second part of the questionnaire consists of questions about the model variables,
which are rated on a 5-point Likert scale in which 1 corresponds to ‘totally
disagree’ and 5 to ‘totally agree’. Sampling is conducted by convenience and
the survey, created on SurveyMonkey, is shared through diverse social networks
such as Instagram, WhatsApp, and Facebook, reaching different people along
the country. A total of 317 responses are obtained, of which 196 correspond to
people who currently use the platform.

With this data, scale reliability is assessed through the IBM SPSS Statistics
29 software, and the corresponding structural equation model (SEM) is calcu-
lated using the SPSS AMOS 29 software. Subsequently, the model fit and its
regression estimators are analyzed, and lastly, conclusions are drawn based on
the results.

4 Results

The profile of the sample is analyzed based on the answers obtained in the
survey. The results show that 92% of respondents report having used a live
streaming platform at some point during their lives, of which 84% establish that
their experience with them has been positive, while 16% define it as neutral. In
addition, 72.3% of respondents that have used a live streaming platform like to
watch video game transmissions, followed by Just Chatting with 64.2%. In turn,
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less popular but still with good percentages are IRL and sports content, which
are liked by 30.7% and 32.8% of users, respectively. Finally, music accounts for
20.1% and arts and creation for 10.6%.

Of the 297 responses, 196 people or 66% of respondents use Twitch. Regarding
the age of respondents who use Twitch, responses cover all the brackets, with
a predominance of people from 19 to 25 years of age, corresponding to 69% of
responses, followed by the 18 or under age bracket with 15% and the 26-to-30
years of age group with 13%. Regarding gender, there is a clear tendency towards
the masculine gender, with 74% of users of Twitch responding the survey being
men. Twenty-five percent of the sample reported being female and only 1% did
not want to report gender and marked the option “other”.

With respect to the frequency that users employ Twitch, respondents often
use this platform. Thirty-five percent report using it 2 to 3 times per week,
followed by 24% with 4 to 6 times per week; therefore, more than 50% of the
sample use Twitch more than 2 days per week. In addition, 17% use it once
per week and 16% consume content from this platform every day. The lowest
percentage, at 8%, represents respondents who only use the platform once or
twice per month, for more specific events that are transmitted on this medium;
however, since these events have a long duration, these responses cannot be
overlooked.

Subsequently, a reliability analysis is conducted to verify the consistency of
the constructs of the model. Table 1 shows the Cronbach’s alpha values of each
construct. For this type of study, 0.6 is established as acceptable value.

According to the theory, most values are acceptable. Two variables have
values just below the 0.6 limit, namely Performance Expectancy (PE) and Facil-
itating Conditions (FC) with a 0.579 and 0.558 index, respectively.

Performance Expectancy would increase its Cronbach’s alpha over the 0.6
limit if the observable variable PE3 were removed from the proposed model; this
would also be true for the variable Facilitating Conditions if the variable FC4
were removed. If the item “Twitch allows me to access content in a fast way”
(PE3) and “If I have difficulties or problems using Twitch, I have the possibil-
ity to get help from others” (FC4), indexes improve considerably, which is the
recommendation, and thus the analysis continues without these two observable
variables.

After drawing the demographic profile of respondents and the scale reliability
analysis of the variables, the analysis of the Structural Equation Model is per-
formed to verify whether the relationships proposed at the beginning agree with
the data obtained in the survey. Table 2 shows the fit indexes of the proposed
model.

The CMIN/DF relationship is within the ideal value range, and therefore
model fit is acceptable. Regarding the NFI and CFI indexes values, they are
below the acceptable value and consequently the incremental goodness-of-fit is
not as adequate in this case. Lastly, the parsimony fit measures are analyzed;
PNFI specifically reaches a value of .611 and is within the desired range, which
indicates that the relationship between the constructs and the proposed model is
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Table 1. Cronbach’s Alpha Source: Created by the authors.

Construct Cronbach’s Alpha Item Cronbach’s Alpha if item deleted

PE 0.579 PE1 0.387
PE2 0.356
PE3 0.646
PE4 0.564

EE 0.856 EE1 0.683
EE2 0.714
EE3 0.768
EE4 0.708

SI 0.869 SI1 0.665
SI2 0.812
SI3 0.779

T 0.718 T1 0.583
T2 0.665
T3 0.713
T4 0.658

HM 0.863 HM1 0.811
HM2 0.803
HM3 0.808
HM4 0.899

SP 0.615 SP1 0.576
SP2 0.324
SP3 0.750
SP4 0.464

H 0.806 H1 0.642
H2 0.653
H3 0.813
H4 0.846

FC 0.558 FC1 0.446
FC2 0.446
FC3 0.382
FC4 0.704

PV 0.781 PV1 0.769
PV2 0.783
PV3 0.677
PV4 0.664

BI 0.847 BI1 0.813
BI2 0.731
BI3 0.816
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Table 2. Fit indexes of the model proposed. Source: Created by the authors.

Index Value

CMIN/DF 2.6
RMSEA 0.092
NFI 0.663
CFI 0.757
PNFI 0.611
PCFI 0.698

adequate. In turn, the value of PCFI indicates a good adjustment when compar-
ing the proposed model to another model with the same number of coefficients.
According to these measures that seek to relate the quality of model fit to the
number of estimated coefficients required to achieve the adjustment, the model
has a good fit. Considering the general results, the fit is not perfect but within
acceptable parameters. The goodness-of-fit of the model is good despite some
index values being out of range as this difference is also not significant.

According to the p-values of Table 3, a significant relationship is consid-
ered when p has values below 0.05. As a result, the variable Trust (T) sig-
nificantly influences Social Influence (SI) and Hedonic Motivation, while the
variable Social Presence (SP) influences Hedonic Motivation (HM) and Perfor-
mance Expectancy (PE). However, the main variable of study is the Behavioral
Intention of Use Continuance (UC). Based on the p-values obtained, behavioral
intention is significantly influenced by the variables Habit (H), Social Presence
(SP), Price Value and Effort Expectancy (EE). In this case, the relationships
that turned out to be significant and that do not contain the variable Behavioral
Intention do not provide much information after their analysis, since Hedonic
Motivation, Trust and Performance Expectancy do not directly influence the
main endogenous variable.

Observing the standardized coefficients, the variables Habit (H), Social Pres-
ence (SP), Price Value (PV) and Effort Expectancy (EE) explain 72.8%, 40.9%,
12.4% and 10.8% of Behavioral Intention, respectively.

Regarding the determination coefficient (R2) of the model, a value of 0.825
is obtained for Behavioral Intention. In this case, the dependent variable Behav-
ioral Intention of use continuance is explained 82.5% in terms of variance by the
variables Habit (H) and Social Presence (SP), which is quite a high value con-
sidering the randomness of respondents. In this type of study, a value over 0.5
is already considered optimal, and therefore these results allow for establishing
that it is significant and that the latent variables above successfully explain the
Behavioral Intention of Twitch users.

The relationships proposed in hypotheses H2, H3’, H5’, H6, H6’, H6”, H7 and
H9 are confirmed. However, the most relevant hypotheses are H2, H6, H7 and
H9. Effort Expectancy influences BI, i.e., the perceived ease of use of Twitch
influences the intention to continue using this platform.
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Table 3. Standardized coefficients. Source: Created by the authors.

Estimate P-value

HM <— SP 0.685 ***
T <— SI 0.178 0.019
T <— HM 0.608 ***
PE <— SP 0.409 ***
BI <— PV 0.124 0.022
BI <— SI -0.090 0.090
BI <— FC -0.012 0.831
BI <— H 0.728 ***
BI <— EE 0.108 0.040
BI <— T 0.065 0.418
BI <— HM 0.119 0.225
BI <— SP 0.331 ***
BI <— PE 0.111 0.106

Social Presence influences BI, i.e., the proximity and closeness felt by users
with respect to other users of the platform or with streamers who broadcast con-
tent, influences the intention of people to continue using Twitch. Habit influences
BI, i.e., the adaptation to use the platform naturally and automatically at the
moment of wanting to consume live streaming content, influences the intention
of users to continue using Twitch. Price Value influences BI, i.e., the benefits
obtained from using money on the platform, are considered relevant by the user,
influencing its use continuance intention.

5 Conclusions

This study aimed to model the behavior of Twitch users by specifically identi-
fying the factors influencing the Behavioral Intention of the use continuance of
this platform.

To understand the behavior of Twitch consumers, it was first necessary to
create a model based on the UTAUT 2 and Hassanein and Head’s models. The
results obtained from the sample lead to the following conclusions:

Habit is the most influential variable, explaining 72.8% of the Behavioral
Intention of use continuance for Twitch. This variable refers to the degree to
which individuals hold the belief that the behavior and use of this platform is
automatic. On some occasions, Twitch is seen by audiences as an alternative or
substitute of television [5,10]. Consumers tend to use the platform naturally and
automatically when they want to access live content and many times stream-
ers have defined times for their transmissions, which generates routines in their
spectators, who faithfully watch their streams This suggests that live streaming
platforms should promote this automatic behavior in users. To foster this habit,
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platforms should focus on making the access to the platform as instantaneous
as turning on the TV and live transmissions smooth, without problems from the
platform. In the events organized by Twitch, in which several streamers partic-
ipate, there is often problems with the servers and therefore it is fundamental
that companies have excellent servers that allow for a problem-free transmission.
In addition, the notifications of streamers starting a live stream are not always
sent in a timely manner and sometimes they simply do not reach users, for which
the creation of a better algorithm that consistently notifies users about the start
of live streams from the streamers they follow would be necessary. Furthermore,
the transmission of advertisement during live streaming directed to users that
formed a habit in the platform generates a subconscious familiarization with
brands. Users watch these ads constantly so that sooner or later they recognize
them, in a way very similar to television ads; however, in this case they do not
change channels because interruptions are quite short and then they can continue
watching the live streaming, being this a great opportunity for brands seeking
to announce their products briefly and massively.

The Social Presence variable explains 33.1% of the Behavioral Intention of
use continuance. This variable is the measure of how the platform allows users
to experience the psychological idea that other people are present [11]; it is the
feeling of human warmth and sociability that Twitch gives users [15]. Platforms
must continue to generate opportunities for users to be able to interact with
streamers and other users. Until now, Twitch has done a great job by means
of the chat implemented in each channel, where users send their messages to
talk with one another or with the streamer and comment on the transmission
together; in addition, bit donation is a good option to highlight messages for
some money and have a higher chance of the streamer responding directly. Each
streamer creates his own community, generating a feeling of increased warmth
in all his followers. The more streaming platforms make an effort to produce
interaction opportunities, the more spectators it will have and they will have
an incentive to continue using the platform, even for longer than they currently
employ it, because humans are social beings and this type of platform is a great
opportunity to socialize.

Price Value explains 12.4% of the behavioral intention of the use continuance
of Twitch. This variable is the cognitive compensation of consumers among the
perceived benefits from the use of the platform and the monetary cost for using
it [24]. Twitch is a free platform through which the live streams of any streamer
can be accessed. Currently, Twitch has diverse paid services such as channel
subscriptions, which have the specific associated benefits of each streamer, and
bit donation for the streamer to read the messages or simply to support content
creators. These benefits have been well received by users, for whom the cost
is suitable. Therefore, the platform should continue adding more paid benefits
that may be of interest to users, such that their use intention grows and, at the
same time, both the platform and streamer can benefit economically. However, it
should be clarified that new paid services should be added instead of monetizing
elements that now are free to access, since the platform could lose a large part of
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its active users and streamers could even stop live streaming due to the decrease
in their visualizations.

Lastly, the variable Effort Expectancy explains 10.8% of Behavioral Inten-
tion or the degree of ease perceived by users about the use of the technology.
Currently, Twitch is a quite intuitive platform, which is essential for platforms,
as the clearer and easier the interaction is of users with them, the more predispo-
sition they will have to continue using them. Therefore, it is suggested that the
interface of the platform be the most efficient and intuitive possible so streamers”
content and channels can be accessed rapidly and easily. Business strategic deci-
sions that involve updates or aesthetic changes, among others, cannot overlook
the original simplicity offered by this platform.

Due to the constant increase in the number of users and the success this plat-
form has had since its creation, further research related to the topic is expected,
because live streaming is an industry that seems to acquire more relevance year
by year, and thus is a good opportunity for companies that wish to advertise
their products or services.
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Abstract. Data obtained from online shops include not only consumer
purchase information but also data on non-purchase behaviors. This
enables the construction of models to predict consumer purchases during
a session. Behaviors such as focusing on a single product or repeatedly
visiting the site for product consideration are thought to influence in-
session purchases. Specifically, it is believed that consumers who show
a keen interest in a particular product and spend time examining it are
more likely to make a purchase compared to those who evaluate and com-
pare various attributes of products in a specific category. Additionally,
even if consumers spend a significant amount of time viewing a particular
product, they might do so solely for information gathering. Furthermore,
consumers who have repeatedly visited the site or have made multiple
purchases in the past are likely to be more familiar with purchasing on
the site compared to first-time visitors, making them more inclined to
make a purchase. In summary, such factors can be crucial in accurately
predicting consumer purchase intentions. However, these aspects of con-
sumer purchasing behavior have not been reflected in traditional models.
Therefore, this research aims to construct a model that accounts for the
diversity of consumer purchasing behaviors and visit histories, improv-
ing the accuracy of predicting purchases during a session beyond what
traditional models provide. The results are intended to assist in decision-
making for marketing strategies.

Keywords: Consumer behavior · Customer purchase behavior
prediction · Marketing · E-commerce · Artificial intelligence

1 Introduction

In the current retail landscape, merchants are now able to construct models
that represent consumer purchasing behaviors by leveraging the behavioral logs
of consumers in stores or on websites (hereafter, simply referred to as “sites”).
For retailers, utilizing such models to predict consumer purchases, and to identify
and analyze the factors influencing these purchases, has become a critical issue
in marketing.
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A traditional model representing consumer purchasing behavior was proposed
by McFadden (1973) [1], which introduced the multinomial logit model.

p(x|s,B) =
eV (s,x)

∑
y∈B eV (s,x)

(1)

U = V (s, x) + ε(s, x) (2)

In this model, s represents the measured individual attributes, x denotes the
product chosen by the consumer, and B signifies the set of products available
for consumer selection. The customer’s utility function U is divided into a non-
stochastic component V and a stochastic component ε. The multinomial logit
model, a discrete choice model, assumes that each individual selects one alter-
native from a set of choices.

Although the multinomial logit model has been widely adopted due to its
compatibility with Point of Sale (POS) data, it is important to note that POS
data focuses only on the outcomes of consumer purchases, such as what products
were sold, at what prices, and in what quantities. Therefore, this model, which
utilizes such data, does not reflect the consumer’s purchasing process (Fig. 1).

Fig. 1. Conventional Data Acquisition (physical store)

In contrast, in the realm of online shops, a wealth of data accumulates detail-
ing consumer activities such as the products browsed, and time spent on the site,
especially when consumers visit but do not make a purchase. This data enables
the prediction of whether a purchase will be made during a consumer’s session.
(Fig. 2) Here, the term “Session” lacks a uniform definition, being described as
a series of interactions conducted by a user to fulfill a single information need
[2], or as an uninterrupted sequence of activities within an e-commerce system
[3]. Therefore, this study defines a session as the duration from when a consumer
accesses the site until they leave.

Companies operating websites implement various approaches to encourage
purchases by consumers visiting their sites daily. However, strategies such as
indiscriminately implementing marketing measures for all visitors (e.g., mechan-
ical distribution of coupons) can reduce opportunity losses but may not yield
high results. This is because companies, while adhering to KPIs (e.g., CPA) on a
monthly or quarterly basis, prefer to generate more profit even at the same cost.
Given these circumstances, companies are required to make strategic marketing
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Fig. 2. Present Data Acquisition (online store)

interventions based on consumer purchasing behavior during sessions. Nonethe-
less, discerning the purchasing intent of consumers, given their wide-ranging and
complex behaviors, is exceedingly challenging.

A solution to this problem is the use of models representing consumer pur-
chasing behavior during sessions. These models can capture the purchasing intent
of a consumer at specific moments in terms of purchase probability. Conse-
quently, it becomes possible to execute marketing interventions for consumers
with either high or low purchase probabilities at the appropriate times. In prac-
tice, such models use data from a consumer’s purchasing behavior up to the
start of the current session to predict their purchasing probability at specific
moments during the session. This differs from models that predict consumer
purchase intentions in real-time for sequential data, as it has advantages such as
lower computational requirements, making operations more straightforward.

Existing research predicting consumer purchases during sessions includes
Vieira (2016) [4], who built a model using factors such as the duration of stay on
a site and the prices of products viewed by the consumer. However, his model
does not reflect the breadth of time spent viewing each product during a ses-
sion or the consumer’s past site visit experiences. It can be hypothesized that
consumers focusing intensively on a single product or those who have frequently
visited or made purchases on the site are more likely to make a purchase com-
pared to first-time visitors. Overall, variables that can represent such consumer
purchasing behaviors during sessions are crucial for accurately estimating pur-
chasing intent.

Therefore, this study aims to incorporate the variance in viewing time for
each product and site visit experience as new explanatory variables in the model.
By doing so, we aim to construct a model with higher predictive accuracy than
existing models, contributing to decision-making in marketing.

2 Previous Studies

2.1 Previous Studies

In traditional research, Vieira (2016) [4] set sessions ending in a purchase and
those not ending in a purchase as dependent variables, constructing models
to predict them using logistic regression, random forest, and deep learning.
Deep learning yielded the highest AUC, thus affirming the model’s utility. The
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explanatory variables used to represent consumer purchasing behavior and char-
acteristics in the model are as follows:

1. Ds: Time duration from the start to the end of a session (session duration);
represents deliberate purchasing behavior for longer durations and impulsive
or planned purchasing behavior for shorter durations.

2. C/B: The value obtained by dividing the Conversion Rate (CVR) of each
product during a specific period (such as weekly) by the number of times a
consumer viewed those products in a session; indicates whether a consumer
frequently views and purchases products that other consumers buy or focuses
on less-purchased, niche products.

3. SB: The median number of non-purchasing sessions for each consumer; rep-
resents the extent of product consideration in purchasing behavior.

4. Desc: Product descriptions represented in 50 dimensions (using word2vec);
signifies whether a consumer focused on a specific type of product or browsed
a wide variety of product types.

5. Duration: The duration of product viewing in a session; represents purchas-
ing behavior similar to item 1.

6. Hour: The time when the session started (occurred); characterizes the con-
sumer’s purchasing behavior in terms of viewing and purchasing products
during different times of the day, such as morning, afternoon, or night.

7. Nc: Number of clicks (page views) in a session; indicates how actively a
consumer engages in purchasing behavior on the target site.

8. Price: Average price of products viewed and purchased in each session; shows
consumer preference for higher (or lower) priced items.

9. V iews24h: Number of page views by all consumers in the past 24 h; demon-
strates whether consumers view and purchase products during peak times
with other consumers or during off-peak times like outside sales periods.

10. V iewsweek: Number of page views by all consumers in the previous week;
represents purchasing behavior similar to item 9.

2.2 Limitations of Vieira’s Model

Vieira’s model reflects the purchasing behavior and characteristics of consumers
visiting the site as mentioned in items 1–10 previous subsection. However, it has
limitations in not reflecting the following three aspects of consumer purchasing
behavior:

1. The distribution of viewing time each consumer allocates to products during
a session (whether they browse a wide range of products or focus intensively
on a single product).

2. The overall distribution of viewing time each consumer allocates to various
products during the entire session.

3. The history of each consumer’s past visits to the site.

Firstly, a limitation identified in Vieira’s model (2016) [4] relates to its inabil-
ity to differentiate between consumers who, for instance, spend a total of 15 min
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Fig. 3. Consumer purchasing behavior not captured by Vieira’s model.(1)

viewing products A, B, and C collectively (Fig. 3, left) and those who spend
11 min viewing product A and 2 min each on products B and C (Fig. 3, right). It
is presumed that a consumer focusing intensively on one product is engaged in
a deliberate evaluation of detailed information, thus more likely to make a pur-
chase than a consumer browsing various products. In other words, the breadth
of viewing time a consumer allocates to each product may indicate the depth
of their interest in making a purchase, potentially influencing their purchasing
decision. For example, a consumer who equally allocates viewing time to various
aspects such as fabric and color when purchasing clothing might be considered
indecisive, hence less likely to make a purchase compared to a consumer focused
on a single item.

Next, point 2 emphasizes the limitation of Vieira’s model in distinguishing
consumer purchasing behaviors solely based on the time allocated to each prod-
uct during a session, as illustrated in Fig. 4. Both consumers in Fig. 4 (top and
bottom) allocate most of their viewing time to specific products in each ses-
sion. However, looking at the sessions in totality, the consumer in Fig. 4 (top)
views ten different products (A to J), whereas the consumer in Fig. 4 (bottom)
views only two products (A and B). It is anticipated that the latter, who focuses
more on specific products, is more likely to proceed to purchase. The consumer
in Fig. 4 (top) may exhibit lower decisiveness or engage in ’hedonic browsing,’
as mentioned by Moe (2003) [5], characterized by non-specific category brows-
ing with no clear purchasing goal, resulting in lower conversion rates but not
precluding impulsive purchases. Therefore, the consumer in Fig. 4 (bottom) is
considered more likely to make a purchase. From this perspective, it is essen-
tial to evaluate not only individual session behavior but also the overall session
behavior when assessing the likelihood of a consumer’s purchase.
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Fig. 4. Consumer purchasing behavior not captured by Vieira’s model.(2)

Lastly, point 3 addresses the limitation of Vieira’s model in not reflecting
factors demonstrated by Weisberg et al. (2011) [6] to contribute to purchasing.
Specifically, Weisberg et al. stated that past purchases positively influence future
purchasing intentions, suggesting that a consumer’s site visit history signifies
their propensity to purchase. In contrast, Vieira’s model, for instance, would only
consider information from the day of purchase (e.g., February 4th) in predicting
a consumer’s purchase on that day, ignoring all prior interactions such as visits
on January 4th, 21st, 28th, and February 1st (as shown in Fig. 5).

However, it is anticipated that consumers repeatedly visit a site for product
comparison before making a purchase, and those who have previously made
purchases on a site, especially if incentivized by loyalty points, are likely to
return for subsequent purchases. An example could be busy professionals who
browse products during their commute and engage in more thorough evaluations
on their days off before making a purchase.

Fig. 5. Consumer purchasing behavior not captured by Vieira’s model.(3)

3 Proposed Model

In this study, we address the limitations outlined in Sect. 2.2 by creating new
variables that capture consumer purchasing behaviors previously unaccounted
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for in the existing models. Subsequently, we will compare the accuracy of a model
incorporating these new variables with Vieira’s model. This comparison aims to
evaluate the utility of the newly created variables in enhancing the model’s
ability to predict consumer purchasing behaviors.

3.1 The Variety of During Session

Firstly, to address the limitation of Vieira’s model regarding the breadth of view-
ing time consumers allocate to each product, this study introduces the concept
of “diversity,” as discussed in Niimi and Hoshino’s research (2017) [7]. “Vari-
ety” is defined as a quantified variable representing the diversity of a consumer’s
actions, serving as an indicator of the breadth of product categories viewed
by the consumer and their dependency on specific product categories. In their
research, Niimi and Hoshino employed the Herfindahl-Hirschman Index (HHI),
an economic indicator that quantifies the degree of market concentration. This
index, ranging from 0 to 1, is expressed by the following Eq. (3), where si denotes
the proportion of each of the nk product categories purchased by a customer k
in relation to their total purchases, with values closer to 1 indicating a concen-
tration on specific product categories.

HHIk =
nk∑

i=1

s2i (3)

While Niimi et al. used this indicator to represent the “diversity” of consumer
actions within a certain period to predict future purchase frequencies, this study
adapts it to predict consumer purchases during a session, thus creating a new
variable named “Variety of Session.”

Specifically, by creating a variable representing the“variation in viewing time
across each product category viewed during a session,” this study aims to model
consumer purchasing behavior as illustrated in Fig. 3. The consumer in Fig. 3,
left, who evenly distributes viewing time across product categories A, B, and
C, is presumed to be indecisive, thus less likely to make a purchase during that
session. Conversely, the consumer in Fig. 3, right, who focuses predominantly on
category A, is considered more likely to proceed to purchase. To represent such
consumer purchasing behaviors, this study defines the following Eq. (4) based
on Niimi et al.’s HHI as “SHHI (Session-HHI),” where nkj indicates the number
of product categories viewed by consumer k during session j, and sij represents
the proportion of viewing time for each product category i relative to the total
viewing time in that session.

SHHIkj =
nkj∑

i=1

s2ij (4)

Equation (4) assigns a lower value to purchasing behaviors with less variation
in viewing time, as in Fig. 3, left, and a higher value to behaviors with greater
variation, as in Fig. 3, right. If a consumer views only one product during a
session, the SHHI becomes 1.
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3.2 The Variety of Past Browsing

Next, to address the second limitation of Vieira’s model regarding the distribu-
tion of viewing time consumers allocate to each product over the entire session,
we directly employ the Herfindahl-Hirschman Index (HHI) used by Niimi and
Hoshino in Sect. 3.1 to represent “Variety.” However, since the meanings of the
symbols are altered, in this study, the following Eq. (5) is defined as CHHI
(Cumulative HHI). This variable functions as a measure of consumer attributes,
where nk represents the number of product categories viewed or purchased by
consumer k, and si indicates the proportion of viewing time for each product
category relative to the total viewing time of that consumer.

CHHIk =
nk∑

i=1

s2i (5)

Equation (4) assigns higher values to consumers like those in Fig. 4 (top), who
view a wide variety of products over the entire session, and lower values to the
opposite scenario as in Fig. 4 (bottom). By examining Eqs. (4) and (5) concur-
rently, it is possible to grasp consumer purchasing behavior from two perspec-
tives: the diversity of momentary consumer actions (session diversity in Eq. (4))
and the cumulative diversity of consumer actions over the entire session (overall
session diversity in Eq. (5)).

3.3 Site Visit Experience

Lastly, to address the third limitation of Vieira’s model, which concerns the con-
sumers’ site visit experience, this study represents it with two variables: “average
number of visits before purchase” and “cumulative number of purchases.” The
first variable, “average number of visits before purchase,” indicates how many
site visits on average lead to a purchase. For example, as shown in Fig. 6, if
the first purchase is preceded by two site visits, the value for that interval is 2,
and if the second purchase follows seven cumulative site visits, the value is 3.5.
The second variable, “cumulative number of purchases,” represents the number
of purchases a consumer has made up to a specific site visit. This approach,
inspired by Weisberg et al., is exemplified in Fig. 6. Vieira’s model captures past
consumer purchasing behavior with variables such as past 24-hour and previ-
ous week activities, these variables are not updated as consumers accumulate
experiences, marking a key distinction from our study’s approach.
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Fig. 6. An example of consumer purchasing behavior as indicated by the variables
created in this study.

4 Validation

4.1 Details of Data and Method

In this section, we detail the data used for this study, its preprocessing, the
variables employed, and the specifics of the model utilized.

The data utilized in this research originates from EC site A, specializing in
luxury goods, covering the period from July 1, 2010, to June 28, 2011. The data
is organized by session ID. As part of preprocessing, we removed all data where
the browsing time per session was less than one second. This step was taken to
exclude site visits due to erroneous clicks or pages opened merely as waypoints to
navigate to specific pages. Consequently, the sample size was reduced to 44,299
sessions, including 2,296 purchasing sessions and 42,003 non-purchasing sessions.
To address the issue of data imbalance, we employed SMOTENC (Synthetic
Minority Over-sampling Technique for Nominal and Continuous) as detailed by
Chawla [8], resulting in an adjusted sample size of 84,006.

The dependent variable is set as binary, where a session resulting in a pur-
chase is denoted as 1, and a non-purchase session as 0. The independent variables
include those replicated from Vieira’s model, as mentioned in Sect. 2.1, and the
new variables introduced in Sects. 3.1, 3.2, and 3.3. One of Vieira’s variables,
“(4) Desc,” was replaced with Item Genre due to the unavailability of product
descriptions in the dataset. This variable, which assigns a 1 to products viewed
during a session and a 0 otherwise, can adequately represent the type of products
a consumer views, thus serving as a suitable substitute for “(4) Desc.”

For data input into the model, we used sklearn.model selection.train test
split to shuffle the data before splitting it into training and test sets at a 7:3
ratio. Following Vieira’s approach, we employed Deep Learning for the model and
used Precision, Recall, F-Measure, Accuracy, and AUC (Area under the curve)
for comparing prediction accuracy. Hyperparameter tuning was conducted using
Random Search [9]. To ensure the reproducibility of the model results, we fixed
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the seeds for NumPy, TensorFlow, and Python, and set TensorFlow operations
to be deterministic using enable op determinism() (TensorFlow version 2.13.0).

AUC is measured as the area under the ROC (Receiver operating character-
istic) curve, plotted with True Positive Rate (TPR) against False Positive Rate
(FPR) at various thresholds. An AUC of 0.5 indicates a random (useless) clas-
sifier, while 1 signifies a perfect classifier. Random Search is an efficient method
for exploring hyperparameters for Deep Learning, focusing on parameters such
as the number of layers and nodes in the hidden layers, learning rate, epochs, and
batch size, aiming to maximize AUC. Other model-related elements are listed
below in bullet points:

– Activation function: Relu (hidden layers)
– Activation function: Sigmoid (output layer)
– Loss function: Binary cross entropy
– Gradient descent method: Adam
– Network optimization: Batch Normalization

This study builds upon Vieira’s model by incorporating the diversity vari-
ables (SHHI and CHHI) discussed in Sects. 3.1 and 3.2, and the variables for
average number of visits before purchase (Avg session) and cumulative number
of purchases (Total buy) mentioned in Sect. 3.3. The structure of the models
subjected to accuracy verification is summarized in Fig. 7.

Fig. 7. Structure of the three models subject to accuracy validation

4.2 Result

The results of each model’s AUC and ROC curves are presented in Fig. 8. Addi-
tionally, other performance metrics such as Precision, Recall, F-Measure, and
Accuracy for each model are displayed in Table 1. The Confusion matrices are
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Fig. 8. AUC and ROC curves of the model

shown in Table 2 and Table 3, considering a predicted value of 1 for purchase
probabilities greater than 0.5. The results indicate that while there was no sig-
nificant difference in AUC, improvements in Precision, F-measure, and Accuracy
over Vieira’s model were observed. This confirms the utility of the model devel-
oped in this study over the traditional model.

To quantify the contribution and importance of each feature used in the
model in influencing the dependent variable, we applied SHAP (SHapley Addi-
tive exPlanations) values, an approach that adapts the concept of Shapley values
from game theory to machine learning, as detailed by Lundberg [10]. The results
of this application are shown in Fig. 9. It should be noted that the feature of
product genre (Item Genre), due to its site-specific nature and high dimensional-
ity, was excluded when assessing feature importance. Furthermore, in interpret-
ing Fig. 9, white indicates larger values of the feature itself, while black denotes
smaller values. The SHAP value (impact on model output) on the horizontal axis
shows that features extending in the positive direction have a strong influence
on purchase, whereas those extending in the negative direction have a strong
influence on non-purchase.
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Fig. 9. Calculation of feature importance by SHAP

5 Discussions

Initially, the improvement in accuracy of the model developed in this study,
which incorporated three new variables, confirmed that these variables signifi-
cantly influence whether a consumer makes a purchase during a session. This
finding indicates that on the site targeted in this study, there are a significant
number of consumers who either browse a wide range of products evenly or spend
considerable time viewing specific products, as well as those who frequently visit
the site to view products and make purchases after careful consideration. The
higher Precision in comparison to the traditional model suggests that our model
was more effective in reducing false positives, i.e., sessions predicted to result
in purchases that did not actually do so. This improvement implies that using
our model could lead to a reduction in misdirected marketing efforts towards
consumers less likely to make a purchase.

The SHAP results indicate that “average number of visits before pur-
chase (Avg session)” extending negatively in white implies that consumers are
less likely to make a purchase with an increasing number of non-purchasing
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Table 1. Precision, Recall, F-Measure, Accuracy for each model.

Vieira This study

Precision 0.84 0.9

Recall 0.94 0.95

F-Measure 0.89 0.92

Accuracy 0.88 0.92

Table 2. Confusion matrix for Vieira model

Vieira [4] Predicted

Negative Positive

Actual Negative 10,150 2,273

Positive 698 11,724

Table 3. Confusion matrix for This study model

Vieira [4] Predicted

Negative Positive

Actual Negative 11,119 1,304

Positive 654 11,768

visits. This could be because consumers find more attractive products on other
sites during their consideration phase. Furthermore, “session diversity (SHHI)”
extending negatively in black suggests that consumers who browse a wide range
of products evenly are less likely to purchase, possibly due to indecision. Con-
versely, “overall session diversity (CHHI)” extending negatively in black and pos-
itively in white indicates that consumers spending time browsing a wide range of
products over the entire session are less likely to purchase, whereas those focus-
ing on specific products are more inclined to buy. These insights suggest that
marketing strategies, such as distributing coupons, should prioritize consumers
who focus on specific products during their sessions and have a comparatively
lower number of visits.

6 Conclusion and Future Challenges

In this study, we addressed the issue that traditional models in existing research
do not adequately reflect the influence of consumer purchasing behavior diver-
sity and past site visit experience on purchasing decisions during a session. To
address this, we proposed representing behavioral diversity with “variation in
viewing time for each product category during a session (SHHI)” and “variation
in viewing time across all products over the entire session (CHHI).” We captured
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past experience through “average number of visits before purchase” and “cumu-
lative number of purchases.” These variables were incorporated into a model,
and its accuracy was compared with models that did not include these variables
to validate our approach.

The results led to the construction of a model with higher accuracy than tra-
ditional models, confirming that the variables developed in this study are relevant
factors in consumer purchasing decisions. Furthermore, the findings highlighted
the existence of consumers who either browse a wide range of products or focus
intensively on a single product, as well as those who repeatedly view products
on the site before making a considered purchase. Particularly, the SHAP results
for SHHI and CHHI aligned with real-world factors influencing consumer pur-
chasing behavior and purchases on the site. The use of our model could reduce
the misallocation of marketing efforts towards consumers with low purchasing
intent and assist in decision-making regarding which consumers to prioritize for
marketing strategies.

A future challenge identified is to develop a model capable of predicting con-
sumer purchases during a session that captures consumer purchasing behaviors
not considered at the time of writing this paper. Specifically, the path that con-
sumers take within the site is thought to influence purchasing decisions, and so
this aspect of consumer site navigation should be considered. Additionally, even
though past experiences are significant, more recent experiences are believed to
have a greater impact on purchases. Therefore, we plan to assign weights to each
site visit and the volume of activity at each point in time.

Disclosure of Interests. The authors have no competing interests.
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Abstract. In the context of a private organization, this study focuses
on the implementation of an agile methodology for assessing Information
Consumer Experience (ICX). The objective of this research is to diag-
nose and apply a simplified version of the methodology within the orga-
nizational setting. The proposed agile methodology offers a rapid app-
roach to evaluate ICX in smaller organizations or departments within the
organization, intending to enhance it through the generation of recom-
mendations based on information consumer perceptions. This approach
centers on Customer Experience (CX). The methodology is divided into
three sequential stages: Characterization, Experimentation, and Analy-
sis. In the Characterization stage, information consumers, providers, and
the products, systems, or services delivering information are identified.
The Experimentation stage focuses on data collection, employing vari-
ous information collection instruments, as well as both qualitative and
quantitative approaches to gather insights into consumer expectations
and perceptions. The third stage, Analysis, involves the processing and
analysis of the collected data, using both quantitative and qualitative
methods to integrate the findings. This study introduces an innovative
methodology for evaluating and enhancing the Information Consumer
Experience in any organization that manages data and information.
The results obtained in this research provide guidance for improving
ICX within the organization under study and serve as a resource for
future research in the fields of information management and customer
experience.

Keywords: Information Consumer Experience (ICX) · Agile
Methodology · Information Management · Customer Experience (CX)

1 Introduction

The landscape of business competition has undergone a significant transforma-
tion in recent decades, compelling companies to continually devise innovative
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strategies for acquiring and retaining customers [14]. This evolution has paved
the way for an in-depth exploration of Consumer Experience (CX) by scholars
in recent years. CX is a multifaceted concept encapsulating the expectations,
satisfactions, and challenges encountered by customers during their interactions
with a brand or company, encompassing the acquisition of products and services
[16]. Enhancing CX represents a mutually beneficial endeavor, where compa-
nies can bolster their profits through heightened customer engagement, while
customers receive improved experiences and product/service quality, fostering a
virtuous cycle. Achieving this symbiosis necessitates a meticulous focus on refin-
ing each interaction point, commonly referred to as touchpoints, throughout
the customer journey. Proficiency in CX management can thereby differentiate
companies from their competitors, positioning them advantageously [14].

Similarly, analogous to customers engaging with a brand or company, employ-
ees interfacing with organizational data interact with a spectrum of information
products, systems, or services provided by a company or organization. Organiza-
tions typically house one or more information administration departments facil-
itating access to these information products, systems, and services for employ-
ees across various departments. Within organizations, employees from diverse
departments such as executive management [4], people management [3,13], data
analytics [5–7], finance, operations, among others, rely on information prod-
ucts, systems, and services for their daily tasks and decision-making processes.
Generally, these information assets are administered by informatics or analytics
departments. The consumption of information by employees within an organiza-
tion encompasses various elements, such as reporting systems, data management
systems, data analytics tools, data extraction tools, data visualization services,
and communication services, among others. Each of these information products,
systems, and services represents an interaction point between information con-
sumers and the organization. In this sense, employee experience [19], information
systems success [20] and user experience [1,2,8,12,17] related topics have been
explored in the literature.

In this context, employees can be viewed as customers or information con-
sumers provided by the organization through its information administration
departments. Consequently, the concept of Information Consumer eXperience
(ICX) emerges, encompassing the expectations, satisfactions, and challenges
encountered by information consumers within the organization. ICX can be
examined as an analysis of the interaction between employees or departments (in
the role of information consumers) and the organization or information providers
departments (fulfilling the role of a company), mediated by information prod-
ucts, systems, and services offered.

In order to asses information consumer analysis with an integral manner,
including customer experience, user experience and information system success
approaches, an agile adaptation for ICX evaluation is presented in this study
based on the full version of the ICX evaluation methodology proposed in previous
work [10]. The main goal of this study, is to describe our simplified methodology
for ICX evaluation, focused in small and medium companies that doesn’t have
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the time or resources available to perform a full evaluation of ICX. Despite
this proposal has a small amount of analysis instruments, it focus on crucial
evaluation stages of the full version ensuring a comprehensive evaluation of ICX
into a company and the interaction between information consumers and the
products, systems, and services they utilize in their organization.

The rest of this work is structured as follows: Sect. 2 present key concepts
necessary to understand how the proposed ICX evaluation methodology works.
In Sect. 3, the structure of the methodology and the instructions for every stage
are described. Section 4 shows the results of the application of our proposed
methodology into an engineer service company. Finally, conclusions and future
works are discussed in Sect. 5.

2 Background

This section elucidates the foundational concepts subsequently employed in the
proposed Methodology for Evaluating Information Consumer Experience (ICX).
These concepts are intricately linked to various stages of the methodology.

In this section, we present a series of foundational concepts subsequently
employed in the proposed Methodology for Evaluating Information Consumer
Experience (ICX). These concepts are intricately linked to the various stages of
the methodology.

2.1 Customer Experience (CX)

Despite the prevalence of the Customer Experience (CX) approach in the lit-
erature, a standardized definition is yet to emerge. CX pertains to the cus-
tomer’s perception, stemming from interactions with a brand’s products, sys-
tems, and services [15]. This perception is delineated into six dimensions [9]:
Emotional, Sensory, Cognitive, Pragmatic, Lifestyle, and Relational. These inter-
actions, termed Touchpoints, describe the customer’s journey based on interac-
tions before, during, and after the consumption of a product or service. In this
work, we define the concept of Information Consumer Experience (ICX) as an
extension of CX, wherein information consumers differ from customers based
on the scope of products or services with which they can interact. Information
consumers solely engage with information products, systems, or services, while
customers can interact with a broad range of products, systems, and services.

2.2 Information Consumer Experience (ICX)

Information Consumer Experience (ICX) explores interactions wherein, in an
organizational context, workers consuming information provided by the orga-
nization engage with various information products, systems, and services [11].
These interactions encompass activities such as information utilization in spe-
cific tasks (reports, decision-making, among others), data generation, informa-
tion exchange between departments, team collaboration, and decision-making.
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This diverse array of interactions thus represents touchpoints between workers
and all information products, systems, and services provided by the organization.
Consequently, ICX can be regarded as an extension of CX applied to a specific
organizational context, wherein CX evaluation instruments and methods can be
adapted to the distinctive context of ICX.

2.3 Information Management

Information management strategically enhances organizational effectiveness by
fortifying adaptive capacity in the face of dynamic or stable internal and exter-
nal demands. This comprehensive discipline involves formulating organization-
wide information policies, establishing interconnected systems, maintaining ser-
vices, refining information circulation processes for timeliness and relevance, and
deploying advanced technologies to meet diverse end-user needs [18]. The dual
dimensions of information management [18] encompass the management of the
information process and data resources. The former involves activities related
to information creation, dissemination, and utilization, incorporating policies,
workflows, and technologies for efficient information flow. The latter focuses
on data storage, organization, quality assurance, and security, encompassing
databases, repositories, and governance practices to ensure reliability and reg-
ulatory compliance. These dimensions, interrelated yet distinct, are vital for
effective information management, contributing to organizational goal attain-
ment and adaptability to evolving environments.

3 Agile ICX Evaluation Methodology

As a proposal, we introduce a methodology to formalize the process of Informa-
tion Consumer Experience (ICX) assessment within the organizational context.
This methodology represents an agile adaptation of the ICX evaluation method-
ology outlined in prior works [10]. To address ICX assessment comprehensively,
we delineate three sequential stages, each comprised of sub-sequential phases
interlinked with various evaluation process stages. The entirety of evaluation
tasks encompassed in each stage is delineated in Fig. 3.

3.1 Characterization Stage

The aim of the Characterization Stage is an exploratory diagnosis of the orga-
nization, its information consumers, and providers. It is divided into three sub-
stages. The first sub-stage, “Planning,” involves tasks to select information from
four fundamental elements for subsequent stages: information-consuming depart-
ments, providers, participants, and information products. The second sub-stage,
“Preliminary Data Collection,” uses an instrument with a Likert scale survey
and open-ended questions to gather preliminary information. The third sub-
stage, “Exploration of Consumer Behavior,” diagnoses consumer needs, profiles,
and generates a preliminary customer journey map (Fig. 1).
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Fig. 1. Agile ICX evaluation methodology proposal

Sub-stage: Planning

– Identify Consumers: Identify information consumers within the organiza-
tion.

– Identify Information Providers: Identify information-providing depart-
ments, levels, or individuals.

– Select Participants: Define and select information consumers and providers
for planned experiments, ensuring diverse representation.

– Selection of Information Products, Systems, or Services: Select infor-
mation products for comprehensive organizational analysis.

3.2 Experimentation Stage

The goal of the second stage, the Experimentation Stage, is to generate infor-
mation through different data collection instruments applied in various experi-
ments. This stage is divided into three sub-stages, aiming to address perceptions
of information consumers, providers, data quality in the organization, and the
perception of an expert panel. This stage begins with the sub-stage called “Per-
ception Data Collection,” intending to use a mixed qualitative and quantitative
instrument to extract information about consumer expectations and perceptions.
Subsequently, in the sub-stage named “Information Provider Evaluation,” a qual-
itative instrument is applied to extract information from information providers,
along with an assessment of the quality of data held by the organization. Finally,
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in the “Expert Evaluation” stage, a simulation of the processes that an informa-
tion consumer would undertake when interacting with a system, product, or
services in the organization is conducted.

Sub-stage: Perception Data Collection of the Consumer

– Mixed Qualitative and Quantitative Instrument: Building upon the
two instruments applied in the “Preliminary Data Collection” sub-stage, an
adaptation of ICX instruments from literature is explored. It aims to collect
data on expectations and perceptions across different dimensions of informa-
tion consumer measurement related to the “Exploration of Consumer Behav-
ior” sub-stage.

Sub-stage: Information Provider Evaluation

– Qualitative Instrument: Regarding the identification of information
providers, a qualitative instrument is proposed to gain a detailed understand-
ing of the information extraction process and the perception of providers
about it. This qualitative approach aims to delve into specific aspects related
to information extraction, exploring the perspectives, experiences, and opin-
ions of information providers regarding this process.

3.3 Analysis Stage

The purpose of the third phase, termed the “Analysis” phase, is to conduct a
series of analyses regarding the behavior and perception of information con-
sumers. Subsequently, a qualitative and quantitative analysis will be conducted
based on instruments employed during the “Experimentation” phase. Finally,
conclusions and recommendations for enhance ICX into the organization are
given.

Sub-stage: Experience Analysis

– Qualitative Analysis: In this task, a qualitative analysis of data obtained
through the mixed data collection instrument and the qualitative instrument
applied to providers is conducted.

– Quantitative Analysis: In this task, a quantitative analysis of data col-
lected from the mixed data collection instrument applied during the “Per-
ception Data Collection” sub-stage of the “Experimentation” phase will be
conducted.

This Agile ICX Evaluation Methodology aims to provide a structured app-
roach to comprehensively assess and enhance the Information Consumer Expe-
rience within an organization. The proposed stages and sub-stages offer a sys-
tematic framework for conducting evaluations, extracting valuable insights, and
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formulating targeted improvements to elevate the overall information consump-
tion experience. The utilization of mixed qualitative and quantitative instru-
ments enhances the depth and breadth of the evaluation, ensuring a holistic
understanding of the intricate dynamics of information consumption within the
organization. Moreover, our methodology provides flexibility in terms of data
collection and analysis instruments, which can be modified or replaced by instru-
ments that best suit the needs of each organization. For instance, in the current
case study, the instruments employed were constructed based on an adaptation
of previous works [11].

4 Experimental Results

The proposed methodology was implemented in the data analytics department of
an engineering services company. This department comprises 24 analysts fulfill-
ing various roles and positions, addressing specific information needs from other
departments. Serving as information providers, the data analytics department
collaborates with the IT department, responsible for managing databases, tools,
and information services utilized by the analysts in their tasks. Specifically, this
case study considered an information repository system and the company’s pro-
prietary ERP system. With this delineation, the first stage of the methodology is
satisfied, identifying participants as members of the data analytics department.
The IT department serves as the information provider, and the information ser-
vices under analysis encompass an information repository system and an ERP
system.

4.1 Information Consumer Data Collection

To gather information regarding the perception of information consumers partic-
ipating in the experiment, a mixed Qualitative and quantitative instrument was
employed. This instrument consists of a two-stage survey. The first stage com-
prises questions with quantitative responses on a 5-level Likert scale. The second
stage involves open-ended questions aimed at eliciting more in-depth insights into
aspects previously addressed in the initial section. Both instruments have a set
of questions distributed into 4 sections, which are presented in Tables 1 and 2
respectively.

The first section of the quantitative instrument aimed to collect general infor-
mation and work experience. In a second section, consumers are asked for their
perception of their work environment and information data usage. The third
section aims to meet consumer’s experience working with information in an
organizational scope. Finally, in the fourth section, consumers are consulted for
their perception and evaluation about the information products, systems and
services they used in the organization. The quantitative instrument’s structure
is presented in Table 1

The qualitative instrument follows the same structure that the quantitative
instrument. The first section includes general information and work experience
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Table 1. Quantitative section of the data collection instrument

No. Section Question Type

QS01 General Data How old are you? Optional by Age
Range

QS02 General Data What is your academic degree? Optional
Category

QS04 General Data How many years of work experience do you have? Optional Range
QS05 General Data How many years have you been in the organization? Optional Range
QS06 General Data How would you evaluate your work experience in

the organization?
Likert scale 5
levels

QS07 General Data How would you evaluate the labor efficiency in your
department?

Likert scale 5
levels

QS08 Individual Usage What is the importance of the data in your daily
tasks?

Likert scale 5
levels

QS09 Individual Usage What kind of data do you use most often? Optional
Category

QS10 Individual Usage What are you based on to make decisions in your
work?

Optional: in
experience, in
data, or both

QS11 Individual Usage Do you collect your own data collections? Likert scale 3
levels

QS12 Organizational Usage Does the company provide all the necessary data to
fulfill its daily tasks?

Likert scale 3
levels

QS13 Organizational Usage What external data manipulation tools do you use? Optional
Category

QS14 Organizational Usage Do you have access to sensitive or confidential data? Likert scale 3
levels

QS15 Organizational Usage Do you use external tools to manipulate sensitive
data?

Likert scale 3
levels

QS16 Organizational Usage What is the scope of dissemination of sensitive
data?

Optional
Category

QS17 Organizational Usage How would you evaluate the collaborative work
with other departments of your organization?

Likert scale 5
levels

QS18 Products, systems and Services Do you know the technological tools and
information systems offered by the organization for
work?

Likert scale 3
levels

QS19 Products, systems and Services Do you use organizational information systems? Likert scale 5
levels

QS20 Products, systems and Services How do you perceive the role of information
systems in your company?

Likert scale 5
levels

QS21 Products, systems and Services How would you evaluate the services offered by the
information systems available to you in your
organization?

Likert scale 5
levels

QS22 Products, systems and Services How would you evaluate the integration of
institutional information systems?

Likert scale 5
levels

questions. In the second stage, consumers are asked for individual data usage.
The third stage aims to meet consumer’s experience working with information
in an organizational scope. Finally, in the fourth stage, consumers are consulted
for their perception and evaluation about the information products, systems and
services they used in the organization. The quantitative instrument’s structure
is presented in Table 1
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Table 2. Qualitative section of the data collection instrument

No. Section Question

IS01 General Data What is your position? What are your main functions in the
organization?

IS02 General Data What is your career or area of profession?
IS03 General Data What has been your professional experience inside or outside your

organization?
IS04 Individual Usage What is your perception or opinion about the efficiency of your

organization’s work? How would you rate it?
IS05 Individual Usage Do you think that data to support decision-making should be

provided by the organization? or should they be compiled by the
professionals themselves?

IS06 Individual Usage What is the basis for making decisions in your work? In
experience, intuition, data, or a mixture of the above?

IS07 Individual Usage How important is data in your daily work?
IS08 Individual Usage In your experience, what types of data do you use the most,

quantitative data or qualitative data? Why is that?
IS09 Individual Usage In your organization or in your daily work, is sensitive or

confidential data handled? Why are they considered sensitive or
confidential?

IS10 Organizational
Usage

What protocols or practices are considered when working on this
type of data?

IS11 Organizational
Usage

Do you share data or information with the other units or areas of
your organization? How is collaborative work in this sense?

IS12 Organizational
Usage

In your opinion, what would be the ideal way for an organization
to work with its data and information systems?

IS13 Products,
systems and
Services

Do you use tools or systems not provided by your organization for
your daily tasks? (Example: Reports, etc.)

IS14 Products,
systems and
Services

How do you perceive the role of the repository and ERP systems
in your organization?

IS15 Products,
systems and
Services

In your opinion, how would you evaluate the repository and ERP
systems provided in your organization?

IS16 Products,
systems and
Services

In your experience, do the information systems provided by your
organization need improvement? What are the functionalities or
features that you like or dislike the most?

The obtained responses from both instruments facilitated the acquisition of
valuable insights pertaining to the utilization of information within the organi-
zational framework. Additionally, it provided an in-depth understanding of the
information consumers’ perceptions regarding various systems, products, and
information systems. The subsequent analysis, detailed in Sect. 4.3, further elab-
orates on this information. Simultaneously, as part of the sample characterization
representing information consumers from the data analytics department involved
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in the data collection process, Fig. 2 illustrates general participant demograph-
ics. This includes information on academic background, age distribution, and
work experience, both within and outside the organization.

Fig. 2. Information Consumers Characterization

In general, information consumers within the data analytics department
exhibit characteristics of young adult professionals with a college background,
falling within the age range of 25 to 40 years. Their collective professional expe-
rience ranges from 2 to 10 years, with a predominant majority possessing 3 or
more years of tenure specifically within the organization.

4.2 Data Provider Evaluation

Table 3 delineates the qualitative data collection instrument designed for the
evaluation of data providers within the organizational context. The table com-
prises various sections, each encapsulating pertinent questions aimed at compre-
hensively gauging the perspectives and experiences of the participants.

The “General Data” section (IS01 to IS03) seeks information about partici-
pants’ positions, main functions in the organization, career or professional areas,
and their cumulative professional experiences within or outside the organization.

Transitioning to the “Organizational Work” section (IS04 to IS08), partici-
pants express opinions on the efficiency of their organization’s work, the necessity
of organizational data provision for decision-making, the perceived importance
of information within the organization, and expectations regarding the role and
function of a data provider department. Additionally, participants share insights
into the handling of sensitive or confidential data and the associated protocols.

The “Information Usage” section (IS09 to IS12) delves into the practices
and protocols considered when working with sensitive data, collaborative data
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Table 3. Qualitative data collection instrument for data provider evaluation

No. Section Question

IS01 General Data What is your position? What are your main functions in the
organization?

IS02 General Data What is your career or professional area?
IS03 General Data What has been your professional experience within or outside your

organization?
IS04 Organizational

work
What is your perception or opinion about the efficiency of your
organization’s work? How would you rate it?

IS05 Organizational
work

Do you think the organization should provide data to support
decision-making, or should professionals collect it themselves?

IS06 Organizational
work

How important do you think information is in the organization?

IS07 Organizational
work

What do you believe should be the role or function of a data
provider department within an organization?

IS08 Organizational
work

In your organization or in your daily work, do you handle sensitive or
confidential data? Why are they considered sensitive or confidential?

IS09 Information
Usage

What protocols or practices are considered when working with this
type of data?

IS10 Information
Usage

Do you share data or information with other units or areas of your
organization? How is collaborative work in this regard?

IS11 Information
Usage

In your opinion, what would be the ideal way for an organization to
work with its data and information systems?

IS12 Information
Usage

Is there business expertise in the organization’s team providing
information? Are there specialized systems for the business?

IS13 Products,
Systems, and
Services

Do you think the information systems provided by the organization
are used for daily work?

IS14 Products,
Systems, and
Services

In your experience, does the information found in the organization’s
information systems follow data quality standards? For example,
clean, opportunity, real-time information, etc.

IS15 Products,
Systems, and
Services

What is your opinion on the use of systems, products, or services
that are not provided by your department in daily tasks? (Example:
reports, etc.)

IS16 Products,
Systems, and
Services

In your experience, do the information systems, products, or services
provided by your department have shortcomings or areas for
improvement to meet the needs of their users? What is your
perspective on this assessment?

sharing practices, ideal approaches for an organization to work with its data
and information systems, and the presence of business expertise and specialized
systems within the information-providing team.

Concluding with the “Products, Systems, and Services” section (IS13 to IS16),
participants offer perspectives on the daily utilization of information systems,
the adherence of information systems to data quality standards, opinions on
non-departmental systems, and insights into potential shortcomings or areas for
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improvement in the information systems, products, or services provided by their
department.

The responses gathered from the data provider team, exemplifying the IT
department, underscore their unwavering commitment to maintaining elevated
standards for data quality, software quality, and ensuring that the functional-
ities of information systems align precisely with the specific needs of the data
analytics department. One response highlighted, “In our experience, the infor-
mation systems, products, or services provided by our department follow data
quality standards, such as clean, timely, and real-time information.” This asser-
tion exemplifies the IT department’s dedication to delivering information that
is not only accurate but also timely and aligned with the real-time demands of
the data analytics workflow.

Despite the commendable success of the IT department in meeting these
stringent standards, a noteworthy observation emerges from the responses - the
apparent underutilization of certain functions within the information systems by
information consumers. A respondent stated, “The information systems provided
by the organization are used for daily work, but there might be functionalities
that are not fully explored.” This acknowledgment points to a potential gap
in awareness or understanding among information consumers regarding the full
spectrum of functionalities available to them. It suggests a disconnect between
the capabilities offered by the IT department and the comprehensive utilization
of these capabilities in the daily tasks of information consumers.

This discrepancy prompts the need for a thorough analysis, considering fac-
tors such as user behavior and potential barriers to the optimal use of information
systems. A response mentioning, “There might be a lack of awareness or training
among information consumers regarding the full functionality of the systems,”
highlights the significance of addressing potential knowledge gaps. This implies
that efforts should be directed not only towards technical excellence but also
towards cultivating a user-centric approach. Collaborative initiatives and tar-
geted training, as suggested by another response, could serve to bridge the gap
and enhance the effective utilization of information system functionalities for
organizational benefit.

4.3 Experience Analysis

The responses of the information consumers to the quantitative instrument offer
response to the situation described by the data providers department. In the
“Individual Usage” section, the responses for the importance of data in daily
tasks (QS08) reveal a majority attributing high importance to data, emphasizing
its crucial role in their work. The data-driven decision-making approach (QS10)
is prevalent among participants, indicating a reliance on both expertise and
data, fostering a balanced decision-making culture within the organization. The
responses to QS10 also indicate that while some information consumers rely on
both expertise and data, there may be a lack of awareness or understanding
of the full range of functionalities offered by the organizational systems. This
suggests a potential knowledge gap or communication breakdown between the
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Fig. 3. Results of more

IT department and information consumers, limiting the optimal use of available
tools.

Similarly, responses to QS15 reveal that a significant number of informa-
tion consumers use external tools for manipulating sensitive data. This points
towards a preference or reliance on tools not provided by the organization, sig-
naling a potential gap in functionality or awareness of existing internal systems.
There might be a need for improved communication to inform users about the
capabilities of in-house tools.

Finally, in the “Products, Systems, and Services” section, the responses for
awareness of technological tools (QS18) reveal a need for increased awareness,
emphasizing the importance of effective communication and training programs.
This lack of awareness could be a barrier preventing users from fully embracing
and utilizing the available systems and services. Improved training programs or
informational campaigns may be necessary to bridge this awareness gap.

In the “Organizational Usage” section, the responses for whether the company
provides necessary data (QS12) show a positive trend, with a majority indicat-
ing partial or complete provision. However, the count for external tools usage
(QS13) suggests a significant reliance on tools like data visualization and process-
ing beyond the organization’s offerings, indicating potential areas for improve-
ment or integration of such functionalities within internal systems. While most
respondents use organizational information systems (QS19), the evaluation of
these services (QS21) suggests room for enhancement, emphasizing the impor-
tance of optimizing existing systems to meet user expectations.

Furthermore, the responses to QS19 and QS21 suggest that while information
consumers use organizational information systems, their evaluations of these
services indicate room for improvement. This misalignment could be attributed
to a lack of awareness of the full range of functionalities or a mismatch between
user expectations and the actual capabilities of the provided systems.
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5 Conclusions

In this study, an agile version was introduced for the comprehensive version of
the ICX evaluation methodology. This agile version was implemented in an engi-
neering company, specifically within a data analytics department, with the IT
department serving as the data provider. Findings derived from this case study
underscore the importance of addressing awareness gaps, enhancing communi-
cation, and optimizing the usability of information systems to improve overall
user satisfaction and effectiveness.

Firstly, it is evident from the responses that there exists a considerable lack
of awareness among information consumers regarding the full range of func-
tionalities offered by the organizational information systems. This necessitates
targeted efforts to improve communication channels between the IT department
and end-users, ensuring that comprehensive information about available tools
and services reaches all relevant stakeholders.

The reliance on external tools, as indicated by responses to questions such
as QS15, suggests that there may be acceptance barriers to the internal infor-
mation systems. To address this, the organization should focus on showcasing
the advantages and capabilities of in-house tools, coupled with user training pro-
grams to facilitate a smoother transition and encourage information consumers
to utilize the provided systems more effectively.

Furthermore, the lukewarm evaluations of the services offered by information
systems, as reflected in responses to questions QS19 and QS21, signal the need
for enhancements. The organization should conduct user-centric design reviews
to align system functionalities with user expectations, ultimately leading to an
improved user experience. Regular feedback loops and iterative improvements
will be crucial to ensuring that the systems evolve in tandem with user needs.

Additionally, the low awareness levels highlighted in question QS18 regarding
technological tools emphasize the necessity for comprehensive training programs.
These initiatives should not only focus on introducing users to available tools
but also on imparting in-depth knowledge on how to leverage these tools for
optimal productivity.

As future work, we expect to apply our agile methodology on other organi-
zations or departments, and to subject the application of our agile methodology
to evaluation by experts in the fields of Customer Experience and Information
Success.
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Abstract. In recent years, with the increase in the use of SNS to gather fashion-
related information, a fashion-related consumer community has formed on SNS.
On the other hand, the demand for women’s fashion magazines is on the decline,
print content that integrates with SNS is required. In this study, we aim to propose
a framework that supports the planning of a fashion magazine that takes into
account the consumer community. Specifically, we used data on official accounts
of women’s fashion magazines collected from X (formerly Twitter) to identify
communities through social network analysis. In addition, we attempted to clarify
the topics related to each community by performing natural language processing
analysis on the post contents which are text data.

Keywords: Social Networking Service · Social Network Analysis · Natural
Language Processing · Fashion Magazine

1 Introduction

With the increase in Internet use in recent years, e-commerce sites have been increasing.
Among these, demand for fashion e-commerce sites has been increasing further after
the COVID-19 pandemic. According to a survey on e-commerce by the Ministry of
Economy, Trade and Industry [1], the market size in Japan in 2022 is on an increasing
trend compared to the previous year, amounting to 2,549.9 billion yen.

These fashion e-commerce sites transmit information on sales and new products
through SNS (Social Networking Service). SNS is a place where users can easily interact
with each other. Recently, consumers are using SNS to gather fashion information. In
addition, consumers are also becoming more active in two-way communication with
each other. As a result, there are consumer communities related to fashion on SNS with
trends.

In the fashion industry, it is necessary for social media marketing to consumers infor-
mation. Angella et al. [2] conducted a study to identify the impact of social media mar-
keting on customer relationships and purchase intentions for a luxury fashion brand. The
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results revealed that social media information dissemination was significantly effective
in promoting purchase intention. They also indicated that social media content should
emphasize entertainment value. Nawaz et al. [3] identified social media as a signifi-
cant predictor in the fashion industry. Therefore, social media marketing activities are
important for customer acquisition in the fashion industry.

On the other hand, the use of fashion magazines to gather information is on the
decline with the development of information dissemination through SNS. According to
a survey by Institute of Publication Science [4], the share of sales of both electronic
and paper magazines in publications is expected to decrease by approximately 17%
between 2014 and 2022. However, fashion magazines have their own attractions, such
as being coordinated from a professional perspective and having an established concept
for each magazine. Altuna et al. [5] conducted a survey of readers regarding factors that
influence their purchase of fashionmagazines. Consequently, they showed that the factor
of “Brand Recommendation” was the most important reason for purchasing fashion
magazines. Therefore, it is thought that the easy-to-understand attractiveness of each
brand’s products in women’s fashion magazines is consider important by consumers.

However, there has been little research activity to understand the latent needs of
fashion magazine readers on SNS. It is necessary to understand the consumer commu-
nities of women’s fashion magazines with the increase in SNS use and the formation
of numerous consumer communities in various domains. We believe that it lead to the
provision of pages that are appropriate for the readers of each magazine to identify the
consumer communities of women’s fashion magazines. In addition, we consider that it
will be possible to propose plans that incorporate the immediacy of information from
social networking services. We believe that this will once again increase the demand for
fashion magazines.

2 Purpose

In this study, we propose a framework to support the planning of fashionmagazine pages
that take into account the contemporary consumer community. We believe that this lead
to the provision of value in the pages of fashion magazines that is more in line with
the needs of today’s consumers. In this study, we use data collected from X (formerly
Twitter). We will identify the structure of the consumer community and the topics within
the community, which are the readers of fashion magazines.

3 Dataset

In this study, among fashionmagazines forwomen in their 20s,who are frequent accounts
of SNS, three popular fashion magazines (Magazine I, II, III) with a long history, which
were first published in the 1980s, and two magazines (Magazine IV, V) that have been
attracting attention since 2022 are the subjects of analysis.
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3.1 Data Collected From X

In this study, we attempt to understand the reader community at the present time. For this
purpose, we collected data from the official accounts on X of the target women’s fashion
magazine for 1,000 accounts that had recently followed the official account, and used
them as primary followers. To collect the data on X, we created X API and performed
scraping. We collected account names, account introductions, and account-posted text
data used. According to a study by Kitajima et al. [6], it has been identified that there
are a certain number of accounts on X for the purpose of entering sweepstakes. In this
study, we exclude these accounts from the analysis because our goal is to understand
the network structure formed by accounts for the purpose of general communication.
For the same reason, accounts with a very large number of followers, such as celebrities
and influencers, are also excluded from the analysis. Accordingly, we collected accounts
that met the following conditions.

• Accounts with more than 100 but less than 10,000 followers
• Unlocked account
• Account name and introduction do not include “bot,” “懸賞(sweepstakes),” or “当
選(winning)”

Table 1 shows the magazines concept and the number of data collected for each
magazine.

Table 1. Summary of Data from Each Women’s Fashion Magazine Collected

Magazine Name Concept Number of
Primary Followers

Number of
Secondary Followers

Magazine I Flashy 1,000 519,895

Magazine II Feminine 1,000 563,947

Magazine III Feminine 1,000 655,285

Magazine IV Casual 1,000 649,669

Magazine V Girly 1,000 643,672

4 Understanding the Community in Each Magazine

In this study, we initially use social network analysis to visualize the network and detect
communities to identify the communities that are the consumers present in each mag-
azine. Furthermore, we attempt to identify the topics of each reader community using
text data, which is the text data posted by primary followers. Figure 1 shows the analysis
flow in this study.
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Fig. 1. Analysis Flow of Content Estimation

4.1 Identifying the Structure of the Community for Each Magazine

At first, we created several adjacency matrices based on the acquired data and performed
a social network analysis. Network analysis is an analytical method based on graph the-
ory and is used to explore relationships among components. Among its analyses, social
network analysis is used to identify human relationships such as kinship and friendship.
Nodes and edges are used to visualize the network. In social network analysis, nodes
represent individuals and edges represent some kind of relationship. In this study, we
defined a node as a primary follower and a relationship as the existence of a common
secondary follower among primary followers, creating an edge between primary follow-
ers. We used a common quadratic follower count for the edge weights. In addition, since
we compare among magazines, we normalized the data. We only included edges with
weights greater than 0.01 to identify relationships between first-order followers with
stronger connections. We further reduced the number of nodes according to the degree
that each node had. In this study, we included in our analysis nodes with a total node
number of degree greater than or equal to 12. These were nodes with a degree of 100 or
more and an overall network degree of 0.1 or more.

We also performed community detection using modularity, which groups nodes
based on network structure. Equation 1 shows the formula for modularity.

1
2m

∑
ij

[
Aij − kikj

2m

]
δ
(
ci, cj

)
(1)

In this equation m represents the sum of the weights of all edges in the network, Aij

represents the weights of the edges of node i and node j, ki represents the sum of the
weights of the edges bound to node i and kj represents the sum of the weights of the
edges bound to node j. δ is the Kronecker delta, ci represents the community to which
node i belongs and cj represents the community to which node j belongs. In this study,
we performed community detection using the Louvain method [7] with modularity.

We named all the communities in each magazine using the self-introductions of the
primary followers who were the nodes of each community. Table 2 shows the names of
the communities and the number of primary followers belonging to each magazine.

As a results, we revealed that there are differences in the communities that exist in
eachmagazine. Magazine I has several communities of fans of male popular idol groups.
We suggest that this is largely due to the fact that Magazine I regularly introduces a
ranking of the most popular good-looking celebrities. On the other hand, we identified
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Table 2. Name of the Community and the Number of Primary Followers to Which It Belongs

Magazine Name of Community Number of Total Nodes

Magazine I &TEAM Fans (Male Popular Idol Group) 42

MAZZEL Fans
(Male Popular Idol Group)

36

Cosmetics Records 31

Cosmetics Information Collection 34

YouTuber Fans 45

Mothers of a Child 35

Magazine II Interested in Beauty and Dieting 59

NiziU Fans: individual
(Female Popular Idol Group)

69

NiziU Fans: all members
(Female Popular Idol Group)

94

Nogizaka 46 Fans
(Female Popular Idol Group)

84

Magazine III Nogizaka 46 Fans
(Female Popular Idol Group)

90

Personal Merchandise Sellers 4

NMB 48 Fans
(Female Popular Idol Group)

25

College Student Influencers 46

Japanese Actresses Fans 18

Fan of STARTO
ENTERTAINMENT’s idols

12

Health Conscious 3

SKE 48 Fans
(Female Popular Idol Group)

15

Magazine IV Fashion Conscious 57

Interested in Beauty and Cosmetics 15

Bookstores 22

Working on a Lifelog 15

Magazine V MAG 23

Distributors 20

=LOVE Fans
(Female Popular Idol Group)

105

Fan of Japanese Indie Idols 46

Japanese Indie Idols 47
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that Magazine II has several communities of fans of female popular idol groups. We
therefore focused on the models for Magazine II. We found that members of a group
in the community were used as the models for Magazine II. Also, we found the same
thing for the community in Magazine III. Therefore, we suggest that a certain segment
of fans of the models for these magazines is the readership. Magazine IV has a fashion-
related community. In other words, we consider that there are more readers who share
the fashion concept of the magazine in Magazine IV than in Magazine I, Magazine II,
and Magazine III. We identified that Magazine V has a fan base of celebrities who are
used as the models for Magazine V in the community. In addition, MAG Community
that exists in this magazine is a generic term for the manga, anime and game genres. We
believe that the readers interested in these genres are unique to this magazine, since we
did not detect such a community in the communities of other magazines. In other words,
Magazine V has a community that does not compete with other magazines.

4.2 Topic Identification of Each Community

Next, we attempted to identify topics within each community by performing natural
language processing analysis on the posted contents of primary followers belonging to
each detected community. Specifically, we calculated a vector for each post document,
performed cluster analysis on the calculated vector values, and extracted topics. Further-
more, we named each topic by extracting the words that characterize the documents for
each extracted topic.

Preprocessing of Text Data. We performed preprocessing of the data for natural lan-
guage processing analysis. We removed spaces and the following text from the docu-
ments in this study because they are related to topics discussed in the community. We
have also standardized the use of all lower-case letters in the English language.

• URL beginning with https
• Post addresses beginning with @
• Symbols
• Numbers

Calculation of Document Vectors and Extraction of Topics by Cluster
Analysis. First, we used the BERT (Bidirectional Encoder Representations from Trans-
formers) [8] model to compute document vectors for the topic-based partitioning of all
text data posted by each community. In recent years, BERT model has been used in
text analysis in various fields. In this study, we used the trained Japanese version of
the BERT model [9] provided by a laboratory in Tohoku University. To calculate the
document vectors, we used the average of the word vectors, which is consider to provide
better accuracy by Nils et al. [10]. We used MeCab [11] for morphological analysis to
split sentences into words.

Furthermore, we attempted to extract topics from all the post contents in the com-
munity by performing cluster analysis on the obtained 762-dimensional document vec-
tor. Cluster analysis is an analysis method that groups similar data. In this study, we
attempted to divide all the documents in the community into topics by cluster analysis
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using the value of each document vector. We used K-means++ method [12], which is
a non-hierarchical type of cluster analysis. We used Elbow method to determine the
number of clusters, which is the number of topics. As a result, the number of topics in
each community was 3.

Extraction of Feature Words for Each Topic.
We attempted to estimate the topic content. First, we combined the documents classi-

fied by topic into one. Then, we extracted the feature words in each document. To extract
feature words, we used the Okapi BM25 [13] computation method. Okapi BM25 is a
natural language processing method used in search algorithms. In general, the TF-IDF
method is frequently used. However, this method has a problem that its value varies
greatly depending on the number of words in a document. In this study, Okapi BM25
was used to extract words that are more characteristic of the topics in the community.
Equation 2 shows the formula of Okapi BM25 for feature word extraction.

score(tk) = idf (tk) · tf (tk ,dj)·(k1+1)

tf (tk ,dj)+k1·
(

1−b+b
dl(dj)
avgdl

)
(2)

In this equation tk represents a target word, dj represents a target document. idf
Represents inverse document frequency, dl represents total number of words, avgdl
represents average number of words in the whole document. Also, k1 and b are arbitrary
parameters, and we set k1 = 2.0 and b = 0.75, which are more frequently used. To
use this formula, we attempted to extract feature words from a single document that
belongs to a segmented topic in the community. In this study, we identified each topic by
extracting the top 10 words of nouns that are consider to represent the characteristics of
the topic. Among the extracted words, we removed those that could not be understood in
a single word. We added proper nouns such as celebrity names that were not registered
in MeCab. We deleted topics that did not contain more than 10 feature words because
we consider them to be unimportant topics in the community.

Table 3 shows the names of topics and the top 10 feature words for each topic in
communities of fans of male popular idol groups that were listed as features ofMagazine
I.

In &TEAM Fans Community, we extracted the topics K-Pop Popularity Ranking
Site, &TEAM Collaboration Products, and &TEAM Live Tour. In K-POP Popularity
Ranking Site Topic, we extracted the word “音韓(NEHAN)” in addition to the words
related to&TEAM’s new songs. This is a site that compiles the latest popularity rankings
of Korean entertainers and K-POP groups. The rankings are determined by the votes of
fans on the site. The rankings are determined by the votes of fans on the site.WhenX and
this site are linked, the name of the celebrity to vote for is posted along with a message.
Therefore, we consider that words related to “人気(popularity)” and new songs were
extracted together with “音韓(NEHAN)”. In&TEAMCollaboration Products Topic, we
extracted the words “めざましどようび(MEZAMASHI SATURDAY)” which are the
names of morning information programs and “エンプッチョ(Enpuccho)”.We consider
that this is because of the collaboration between &TEAM and Puccho, a Japanese snack,
and the program introduced them. In the third topic, we named it &TEAM Fan Tour
Topic, because we extracted the word “月波 (LUNE MARE)”. This word is the tour
title of the fan tour they held.
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Table 3. Name of Topics in the Magazine I Communities

&TEAM Fans MAZZEL Fans

K-POP
Popularity
Ranking Site

&TEAM
Collaboration
Products

&TEAM Fan
Tour

BE:FIRST MAZZEL
RADIO
STATION

MAZZEL Events

人気
(Popularity)

めざましどよ
うび
(MEZAMASHI
SATURDAY)

昨日
(Yesterday)

レオ
(LEO)

DA PUMP 古家蘭
(Ran Furuie)

現在
(The Present)

エンプッチョ
(Enpuccho)

ライブ
(Live)

三山凌輝
(Ryoki
Miyama)

Ano Shazam

音韓
(NEHAN)

ケイタキハグ
(KEI and TAKI
Hug)

成長
(Growth)

友達
(Friend)

かくし芸
(Hidden
talents)

得票
(Votes Obtained)

Under The Skin ケミ
(Kemi)

番組
(Program)

アキテク
(Akiteku)

やり取り
(Interaction)

票
(Vote)

優勝
(Victory)

ダンスグル
(Dance Group)

CD スタイル
(Style)

ウィダーコ
ーヒー
(Widder
Coffee)

Takuto

投稿
(Posting)

チェウォン
(Chae Won)

参加
(Participation)

ツアー
(Tour)

ウインナー
ゼリー
(Vienna
Jelly)

Debut Show Case

Dunk チョロオタ
(Chorota)

アップ
(Up)

ビジュ
(Visual)

ソウタ
(SOTA)

GENERATIONS

Spotify ナムジャ
(Youth)

名古屋
(Nagoya)

公演
(Performance)

リクエスト
エムオン
(Request
M-ON)

Line Music

めざましテレ
ビ
(MEZAMASHI
TV)

ハイタッチ
(High Five)

月波
(LUNE
MARE)

沼
(Numa)

慶太
(KEITA)

Live

ENHYPEN フラワー
(Flower)

東京ドーム
(Tokyo Dome)

蘭
(RAN)

ツッコミ
(Tsukkomi)

FC

Next, we explain the three topics extracted from MAZZEL Fans Community. In
the first topic, we obtained words with the names “レオ(LEO)” and “三山凌輝(Ryoki
Miyama)”. We searched for these names. We found out that it is a Japanese boy group
calledBE:FIRST.We also named it the BE:FIRSTTopic, because it was aword related to
the group’s fan club, “アキテク(Akiteku)”. In the second topic,we extractedmanywords
related to topics talked about in a radio program called MAZZEL RADIO STATION in
July, the time when the data was collected. Therefore, we named it MAZZEL RADIO
STATION Topic. In the third topic, we extracted words that belonged to members of the
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MAZZEL group in the community name. We also found the words “Debut Show Case”
and “Live,” so we labeled it MAZZEL Events Topic.

Table 4 shows the names of the topics in the community related to fashion and
cosmetics and the top 10 characteristic words for each topic, which were listed as the
characteristics of Magazine IV.

Table 4. Name of Topics in the Magazine IV Communities

Fashion Conscious Interested in Beauty and Cosmetics

Neil Fortune Offering Daily
Information

Fashion,
Fragrance

Physical
Condition

Posting
Information
about the
Restaurant

新月
(New Moon)

牡
(Male)

CM
(Commercial
Message)

掲載
(Listed)

筋肉
(Muscle)

札幌
(Sapporo)

ネイルポリ
ッシュ
(Nail Polish)

Osakana 会社
(Company)

コート
(Coat)

太陽
(The Sun)

めし
(Food)

月齢
(Age of the
Moon)

ひつじ
(Sheep)

コメント
(Comment)

プリント
(Print)

改善
(Improvement)

純
(Pure)

満月
(Full Moon)

コブダイ
(Kobudai)

学校
(School)

プリンセス
(Princess)

注意
(Attention)

個室
(Private
Room)

上限
(Upper Limit)

ヤギ
(Goat)

国
(Country)

Princess
Limited
Edition

パン
(Bread)

居酒屋
(Izakaya)

Kate 中野
(Nakano)

客
(Guest)

Scotch 冷え
(Cold)

海鮮
(Seafood)

抽選
(lottery)

水瓶座
(Aquarius)

年齢
(Age)

ニット
(Knit)

血流
(Blood Flow)

酒
(Sake)

Moon Phase
Collection

永遠
(Eternity)

手入れ
(Care)

ホワイトム
スク
(White
Musk)

不足
(Lack)

皆様
(Everyone)

鎌倉
(Kamakura)

泊
(Overnight)

経験
(Experience)

雑誌
(Magazine)

人間
(Human)

直送
(Direct
Delivery)

New Moon Happy 結論
(Conclusion)

ジャケット
(Jacket)

今朝
(This Morning)

うに
(Sea Urchin)
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We extracted Neil Topic, Fortune Topic, and Offering Daily Information Topic in
Fashion Conscious Community. The words related to the moon in Neil Topic are the
names of products sold under the &ante. Brand, which sells nail products. In Fortune
Topic, we found that many words related to the zodiac signs were extracted.We consider
that this was due to a special feature on astrology in Magazine IV. However, we did not
extract similar topics from the other communities inMagazine IV.Therefore,we consider
that astrology is of great interest to the Fashion Conscious Community. We named the
third topic “Offering Daily Information Topic” because it contains many words used in
posts about daily events such as “学校(School)” and “会社(Company)”.

Next, we explain the topics we extracted from Interested in Beauty and Cosmetics
Community. In the first topic, we found words related to winter fashion items such as “
コート(Coat)” and “ニット(Knit)”. In addition, we surveyed princesses and “Princess
Limited Edition,” and found that the brand johns-blend offers a fragrance in collabora-
tion with Disney princess characters. The word “ホワイトムスク(White Musk)” was
one of the fragrance collaboration product. We named the second topic the “Physical
Condition Topic” because we extracted not only words related to body parts but also
words describing the state of those parts. For the third topic, we extracted words related
to “めし(food)” and place names such as “札幌(Sapporo)” and “海鮮(seafood)”.We
identified the documents categorized under this topic and found that official accounts
of restaurants were posting information to attract customers. Therefore, we labeled the
topic Posting Information about the Restaurant Topic.

5 Result and Suggestion

In this study, we attempted to identify the interests of readers on X for women’s fash-
ion magazines. First, we divided each magazine into communities using a framework
for social network analysis. In addition, we have divided the topics and identified their
contents using natural language processing analysis on the text data posted by users
belonging to the community. Table 5 shows the topics of the communities in each
magazine.

In Magazine I, we detected communities related to male idol groups. In these com-
munities, we extracted topics related to the group’s live performances and media appear-
ances. In the MAZZEL Fans Community, we also extracted topics related to the group
BE:FIRST, which belongs to the same agency. Therefore, we can assume that in this
community, there are people who are interested in not only the first group they support,
but also other groups in the same vein.

We detected a community of fans in Magazine II who are not the models for this
magazine. We consider that this is due to the fact that these girls appeared on the cover
of this magazine during the period when the data was collected. In this community we
also extracted topics related to them. On the other hand, we also extracted topics related
to baseball. Similarly, we extracted topics related to soccer in the Nogizaka 46 Fans
Community. These results suggest that a certain number of fans of the women’s group
have an interest in sports.
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Table 5. Topics of the Communities in Each Magazine

Magazine Community Topic Magazine Community Topic

Magazine
I

&TEAM Fans K-POP
Popularity
Ranking Site

Magazine
III

Japanese Actresses
Fans

Supporting
Comments

&TEAM
Collaboration
Products

Radio

&TEAM Fan
Tour

Fan of STARTO
ENTERTAINMENT’s
idols

Official Blog

MAZZEL Fans BE:FIRST TV Programs

MAZZEL
RADIO
STATION

Health Conscious Basic
Cosmetics

MAZZEL Events Health

Cosmetics
Records

Cosmetics for
the Eyes

Weather

Medical
Experience

SKE 48 Fans Daily Log

Cosmetics for
the Masses

SKE 48
Member
Information

Cosmetics
Information
Collection

Gift Planning SKE 48 Fan
Project

Official
Campaigns

Magazine
IV

Fashion Conscious Neil

Food Fortune

YouTuber Fans Offering
Daily
Information

Mothers of a
Child

Athletes Interested in Beauty
and Cosmetics

Fashion,
Fragrance

Troubles in Love Physical
Condition

Official
Campaign

Posting
Information
about the
Restaurant

Magazine
II

Interested in
Beauty and
Dieting

Weather Bookstores World
Situation

Official
Campaign

Japan
Information

NiziU
Fans(individual)

NiziU Album
Information

Bookstore
Information

(continued)
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Table 5. (continued)

Magazine Community Topic Magazine Community Topic

NiziU Event
Lottery

Working
on a Lifelog

Parenting
Information

Food Fashion

NiziU Fans (all
members)

Baseball Holiday
Shopping

NiziU Program
Cooperation

Magazine
V

MAG Morning TV
Show

NiziU Original
Content

Japanese Host
Club

Nogizaka 46
Fans

Soccer Daily Log

Daily Log Distributors Love Reality
Show

Nogizaka 46 TV
Program

Distribution
Events

Magazine
III

Nogizaka 46
Fans

Birthday
Celebrations

Advertising
for
Distribution

Nogizaka 46
Message
Application

=LOVE Fans =LOVE Live
Items

Nogizaka 46
Handshake
Review

Japanese Host
Club

Personal
Merchandise
Sellers

Daily Log =LOVE Live
Review

Subscription
Information

Fans of Japanese Indie
Idols

Distribution
Review

news Account
Management

NMB 48 Fans NMB 48 Theater
Performances

Distribution
Information

NMB
48Concerts

Japanese Indie Idols Event Review

NMB 48 Event
Announcements

Live Review

College Student
Influencers

Auditions

Sports

Daily Log

InMagazine III, we detected a community of fans of the group to which themembers
of the exclusive model belonged, as in Magazine II. In addition, we detected Health
Conscious Community, which was not found in other magazines. We extracted Basic
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Cosmetics Topic and Health Topic from this community. We consider that a certain
segment of the magazine’s readership is more interested in improving themselves than
in improving cosmetics and fashion externally.

We detected communities related to cosmetics and fashion in Magazine IV. These
are generally the main contents in women’s fashion magazines. Since we extracted
information on specific products in these communities.We consider that there are people
who are sensitive to the topic of the products.

We detected Distributor Community in Magazine V as well as a community about
women’s groups. In this community, we extracted topics of information about distribu-
tion. We believe that it is possible to understand what kind of distribution events are of
interest. In addition, we consider that prospective female entertainers exist as readers of
this magazine. Because we extracted the names of events attended by aspiring female
idols from the extracted words related to the distribution events.

We believe that the results obtained from this study will enable us to propose a
magazine plan that is in line with the interests of the readers at that time. As an example,
we explain Magazine I. We extracted topics related to another group in the community
of fans of the group detected in this community. We consider that by using this separate
group in this magazine, and expanding our new readership. In addition, we found that the
community that exists in Magazine II has a sports-related topic. Therefore, we consider
that the fusion of this women’s group and sports will lead to the expansion of a new
readership as in Magazine I. In Magazine IV, we extracted topics related to products
that are considered to be in vogue. We therefore consider that featuring a product that is
highly relevant to this product may attract new interest from readers.

6 Conclusion

In this study, we attempted to identify the interests of readers on X for women’s fash-
ion magazines. Specifically, we constructed social network analysis and partitioned
communities using a modularity. In this way, we detected communities with different
characteristics for each magazine. There were many communities that supported enter-
tainers. On the other hand, we also identified communities that are unique to a particular
magazine, such as Health Conscious Community. Next, we performed natural language
processing analysis on the text data posted by users belonging to the community in order
to segment the topics and identify their contents. Specifically, we calculated document
vectors using the Japanese version of the BERT model. We attempted to divide topics
by performing a cluster analysis on these values. Finally, we extracted feature words
using Okapi BM25 from the documents of the segmented topics. We then identified the
content of each topic.

Through this study, we have identified different communities that exist in different
magazines. It also identified connections between different genres that could not be
identified before. Using data on X, it is possible to understand the interests of readers at
a particular time, where information is exchanged immediately. On the other hand, we
also extracted topics that have little to dowith themagazine, such as Posting Informations
about the Restaurant Topic. We consider that this was largely due to the fact that the
content of many posts by a single user was largely due to the topic. Therefore, it is
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necessary to remove official accounts that have not been authenticated by X in the
future. In addition, we used Okapi BM25 to extract feature words. We believe that this
method needs to be integrated with TF-IDF, because it has a large negative bias for words
that also appear in other topics. In this study, we analyzed only the most recent data.
However, we believe that in the future, it will be possible to compare topics by period
by using a time-series framework up to topic estimation.
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Abstract. Email promotion is known to be an effective marketing measurement
to customers, it must be appropriately targeted and configured. In this study, we
identify the key factors for improving the click-through rate for emails in consumer
electronics retailers. First, we identify customer loyalty through RFM analysis.
Next, we construct a binomial logistic regression model and a random forest
model to identify the key factors for clicking on the emails. Our analysis reveals
that customer loyalty tends to be higher who have registered for email compared to
those who have not. Furthermore, our findings suggest that factors contributing to
increased click-through rates include past purchase history of products related to
the email content, as well as consumer behaviors such as recent purchase dates and
cumulative purchase frequency Building on these findings, a strategic approach to
improve click-through rates involves narrowing down targets individually based
on past purchase patterns and recent buying behavior.

Keywords: Email promotion · Logistic Regression Model · Random Forest

1 Introduction

Competition has intensified in Japan’s consumer electronics industry in recent years.
According to a survey by Japan’s Ministry of Economy, Trade and Industry [1], sales
in the home appliance industry increased by 468,114 million yen from FY 2016 to FY
2022. Based on this high growth, the sales value of home appliance stores is expected
to continue to increase. In addition, the market size of BtoC-EC (Business to Customer
ElectronicCommerce) in the field of goods sales is expanding year by year [2], increasing
approximately 6 trillion yen from FY2016 to FY2022, with the EC conversion rate
increasing by 3.7%. Then, competition is intensifying in the consumer electronics retail
industry, where sales are growing. According to Suzuki’s research [3], the COVID-
19 disaster will further revitalize the EC market, while the superiority of brick-and-
mortar stores will be reevaluated, and omni-channel development that links EC and
brick-and-mortar stores is expected.
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Under these circumstances, marketing promotions to acquire customers are becom-
ing increasingly important. One such promotion is email promotion. Email promotions
are mainly used as a marketing tool to provide information, distribute content, and
strengthen relationships with users. Moreover, it can increase users’ interest in prod-
ucts by approaching prospective customers directly. On the other hand, according to
Orange Spiritists [4], frequent delivery frequency and useless information are suggested
as reasons why email advertisements are no longer read. According to an email delivery
system developed by Benchmark [5], the average open rate in Japan is 37.42%, and the
average click rate is 4.84%, suggesting that about 40% of people open emails, but only
about 5% click on them. Based on the above background, we believe that there is room
for further study to improve the click rate of email advertisements.

2 Purpose of This Study

In this study, we analyze historical data of outgoing emails, ID-POS data, and demo-
graphic data in order to identify factors that increase email click-through rates. Specifi-
cally,weuseRFManalysis to determinewhether there is a relationship between customer
loyalty among email subscribers and no email subscribers. Next, we create a logistic
regression model and a random forest model to predict a click using the results of the
RFM analysis. In the model creation, we use demographic data such as gender and age
as well as consumer behavior data such as the date of the most recent RFM purchase,
the cumulative number of purchases, the cumulative frequency of purchases, and the
existence of product categories that have been purchased in the past as w explanatory
variables. Ultimately, we find variables that have a high influence on the presence or
absence of clicks, and clarify the relationship between them, leading to the acquisition
of good customers and the purchase of products.

3 Previous Studies

In this section, we summarize previous studies related to email advertising, which is the
objective of this study.

As for email advertising, Yoshii et al. [6] used a large number of distribution logs
from an email advertising distribution service and analyzed them for the purpose of
research to explore the statistical impact of email titles on open, and based on the results,
proposed a method that can produce effective creative without relying on demographic
information proposed. Then, using the title score and the amount of mutual information,
a detailed analysis was conducted to determine which specific phrases had an impact
on open for which demographics. The analysis results showed that the model with the
title information was more accurate than the model with only demographic information,
confirming that the title has an impact on the open rate. It was shown that the title
score can give a prior hit on the open rate. We also evaluated the impact of each phrase
on openings by gender and age using the mutual information content. For example, it
was suggested that job/career change mail related phrases influenced young men, while
beauty-related phrases influenced women from a broad range of demographics.
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Based on past mailings, Kitajima [7] clarified what kind of text to use for what kind
of users leads to an increase in click and purchase rates. Specifically, they measured the
effectiveness of direct mailings to companies that basically distribute segmented mail-
ings and companies that basically distribute mailings to all users. For effect estimation,
Company A, which uses segment delivery, conducted its own segment classification,
and parameter estimation of a direct mail effect measurement model using MCMC with
segments added as random effects was conducted. The results suggest that click behavior
can be modeled using a model that takes individual differences into account. In addition,
by comparing the results for each cluster, we clarified the response to the type of direct
mail, which cannot be seen only by the quality of the mail.

The aforementioned studies have provided valuable insights into email advertising.
However, the landscape has changed with increased challenges in utilizing personally
identifiable information, and the research on email advertising remains limited with few
case studies, indicating a lack of substantial progress in the field. Given this current state,
it is believed that there is further room for research in the promotion of email advertising.

4 Dataset

This study used ID-POS data, demographic data, and email distribution data provided
by Japanese electronics retailers. A summary of each data set is presented in Tables 1,
2, and 3.

Table 1. ID-POS data summary

Data ID-POS data

Period 01/01/2017-2021/08/31

Number of data 9,454,632

Column Member number, Transaction time, Store code, Product name, Amount, etc…

Table 1 shows an overview of the ID-POS data. The columns contain data related to
purchase history, such as customer IDs and transaction details.

Table 2. Demographic data summary

Data Demographic data

Column Membership Number, Gender, Age, Address (prefecture),
EC newsletter EC email registration flag, etc…

Number of users 836,019

Number of newsletter subscribers 21,5908

Table 2 shows the demographic data. It shows user characteristics such as gender,
age, and hometown.
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Table 3. Emails distribution data summary

Data Direct mail distribution data

Period 06/01/2021-10/14/2021

Columns Columns membership number, Sent open flag, Date and time of sending,
delivery title, etc…

Type of DM 1. Email related to game sales
2. Email related to video/music
3. Email related to videos

Table 3 shows an overview of the email’s distribution data. In this study, we analyzed
three types of emails (1–3), which are emails related to product information.

5 Analysis of the Customers Loyalty

First, to identify customer loyalty we performed an RFM analysis. We included users
who made purchases in the past before 2017 to ensure that the dominance of each
indicator does not depend on the date of user registration. We used September 1, 2021,
the day after the end of the period, August 31, 2021, as the base date for the R indicator.
We used the total number of purchases by customer ID for our F indicator and the total
purchase amount by customer ID for our M indicator. The ranking of each indicator is
shown in Table 4.

Table 4. RFM ranking criteria

Each Indicator

Ranks R. value F. value M. value

1 1,451days or more 1 time 1–6,999yen

2 1,101–1,450 days 2 times 7,000–16,999yen

3 701–1,100 days 3–5 times 17,000–39,999yen

4 281–700 days 6–13 times 4,0000–99,999yen

5 1–280 days 14 times or more 100,000 yen or more

Using the ranking criteria in Table 4 we calculated the number of customers for each
rank. The results are shown in Table 5.

Table 5 compares users who are registered for email with thosewho are not registered
for email. Table 5 shows that users who are not registered for email have a large number
of customers with an overall RFM score of 5–10. On the other hand, users who registered
for email had more customers with an overall RFM score of 11–15. This indicates that
the proportion of good customers is higher for the users who registered for email.
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Table 5. Total value aggregate comparison of RFM analysis

RFM overall value Not mail registrant Mail registrant

3 5,003 4% 2,935 3%

4 9,353 7% 5,632 6%

5 11,155 9% 6,735 7%

6 11,665 9% 7,234 8%

7 11,537 9% 7,052 7%

8 11,713 9% 7,270 8%

9 11,583 9% 7,503 8%

10 11,162 9% 7,859 8%

11 10,264 8% 7,552 8%

12 9,406 7% 7,496 8%

13 8,443 7% 7,261 8%

14 7,732 6% 7,729 8%

15 9,407 7% 12,462 13%

6 Construction of a Predictive Model for Email Clicks

We constructed a click forecastingmodel using a logistic regressionmodel and a random
forest model. We performed logistic regression analysis to extract explanatory variables
that were particularly influential on the objective variable. We used random forests
to further refine the relationship between the objective variable and each explanatory
variable and to create a predictive model. We also used confusion matrices to evaluate
and compare the accuracy of our models. This was done by using different types of
models in order to compare the performance of each model and to identify the better
model.

6.1 Dataset

We used as explanatory variables the number of days since last purchase, number of
purchases, and cumulative purchase amount used in the RFM analysis, as well as age,
gender, and product category purchased in the past. A summary of the data set is shown
in Table 6.

In themodel construction,we sampledwith the aimof increasing the number of click-
users and aligning the number of click-users and non-click-users. Here we oversampled
210 click users using SMOTE (Synthetic Minority Over-sampling TEchnique) [8], and
aligned the number of data with 12,974 coupon non-users. We then randomly sampled
2,500 clickers and 2,500 non-clickers, for a total of 5,000. Oversampling is a technique
inmachine learning to improve the learning accuracy by increasing the number of data in
a few classes when the number of data belonging to a particular class is smaller than that
of other classes. Here, we use SMOTE (Synthetic Minority Over-sampling TEchnique),
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Table 6. Dataset summary

Variable Variable name Data format

Objective variable Click (=1),
Non-click (=0)

0,1

Explanatory variable Recency Most recent purchase date Numeric

Frequency Cumulative number of purchases Numeric

Monetary Cumulative purchase amount Numeric

Gender Male Yes (=1), No (=0) 0,1

Female Yes (=1), No (=0) 0,1

Age 20–24 years old Yes (=1), Not (=0)
5-year age increments thereafter

0,1

Over 70 years old Yes (=1),
No (=0)

0,1

Product
categories
purchased
in the past

PC Software Yes (=1), Not (=0) 0,1

iPad Yes (=1), Not (=0) 0,1

Anime goods Yes (=1), Not (=0)
etc.

0,1

an over sampling technique to increase the number of minority-class data points by
finding regions containing minority-class data points and randomly generating new data
points from them. In order to evaluate the accuracy, we divided the data into training
data and test data: the training data consisted of 5000 data points multiplied by 0.7 (3500
persons), and the test data consisted of 1500 persons multiplied by 0.3 (1500 persons).

6.2 Model Comparison

Logistic regression analysis and random forest using the data set in Table 6.
To we use the stepwise method of variable selection for logistic regression analysis.

The stepwise method is one of the methods to select explanatory variables, and it is a
method to find the best combination of explanatory variables through operations such
as adding and deleting explanatory variables [9].

Random forests are then a type of ensemble learning that combines the basic prin-
ciples of feature bagging and random selection to further increase the diversity of the
decision tree model [10].

We also usedGini impurity to identify important variables.Gini impurity is ameasure
of how many different classifications exist in the data for each node.

Table 7 shows the results of the accuracy comparisons using each of these models.
Table 7 shows that Random Forests had higher values for Accuracy, Precision, and

F1 Score than Logistic Regression Analysis. On the other hand, logistic regression
analysis showed a higher value for Recall. Overall, Random Forests showed slightly
higher accuracy.
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Table 7. Model accuracy comparison

Logistic Regression Model Random Forest

Metric Value Value

Accuracy 0.935 0.948

Precision 0.901 0.967

Recall 0.970 0.935

F1 Score 0.935 0.951

Therefore, in the following sections, we will use a click prediction model with a
random forest and discuss it.

6.3 Random Forest

In this section, we present the results of the random forest.
Table 8 shows the top 10 explanatory variables for the random forest results with

Gini impurity.

Table 8. Top 10 Feature Importance by Random Forest

Mean Decrease Gini

Video Software 136.78

Cumulative purchase amount 109.09

Most recent purchase date 93.41

Cumulative number of purchases 84.40

Gaming Software 80.05

Delivery Charge 68.22

45–49-year-olds 63.82

In-house Games 60.80

Used games 52.35

Music software 46.51

Table 8 shows that the above explanatory variables are likely to have a significant
impact on clicks. The variables related to the cumulative purchase amount, the most
recent purchase, the cumulative purchase frequency, and customer loyalty showed high
values. In addition, video, game, and music related to email showed high values.
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6.4 Partially Dependent Plots

Using the results in Table 8 we perform a partial dependent plot. A partial dependent plot
is a visualization of how the predictions of a model change when a explanatory variable
changes from minimum to maximum [11].

Figures 1, 2, and 3 show the continuous variables with the highest variable impor-
tance such as most recent purchase date, cumulative factory count, and cumulative pur-
chase amount. The vertical axis represents the objective variable, and the horizontal axis
represents the value of each explanatory variable.

Fig. 1. Partially dependent plot of most recent purchase date

Figure 1 shows a partial dependent plot of the most recent purchase date. The prob-
ability of being clicked changes in a negative direction when the most recent purchase
date is as small as about 30. This suggests that when there was a recent purchase, the
tendency to click is low. For medium values of about 100, the probability of clicks
changes in a positive direction. This may indicate that the tendency to click increases as
a little time passes since the most recent purchase. On the other hand, after about 300,
the probability of being clicked on changes again in a negative direction. This suggests
that the tendency to click may decrease as a period of time passes without a purchase.

Figure 2 shows a partial dependent plot of the cumulative number of purchases.When
the cumulative number of purchases is as small as 1, the probability of being clicked
changes in a positive direction. From this, it is possible that the tendency to be clicked
increases with the first purchase. However, the probability of being clicked changes in
a negative direction up to about 100. After the first purchase, the tendency to be clicked
may decrease. After that, the probability of being clicked changes in a positive direction
again until about 200 times.

Figure 3 shows a partial dependent plot of cumulative purchase amounts. Until the
cumulative purchase amount is about 1.6 million, the probability of being clicked acts
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Fig. 2. Partial dependent plot of cumulative number of purchases

Fig. 3. Partial dependent plot of cumulative purchase amount

alternately in the negative and positive directions. Thereafter, it changes in a positive
direction and converges after about 2 million yen. This indicates that the probability of
clicks increases when the total amount of purchases reaches a certain level, and that the
probability of clicks does not change after that.

In addition, we presented the binary variables, i.e., the product category purchased
in the past and age, in Table 9.
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Table 9. Value of partial dependent plot with binary variables

Explanatory variable 0 1

Video Software −0.960 1.560

Gaming Software −0.798 1.341

Delivery Charge −0.539 0.969

45–49-year-olds −0.065 1.045

In-house Games −0.490 1.280

Used games −0.294 1.161

Music software −0.516 1.360

Table 9 show that purchasing the product categories indicated in the table positively
affects clicks. Also, being 45–49 years old positively affects clicks.

7 Discussion

In this section, we discuss the results of our previous analyses.
First, we discuss the results of the RFM analysis. This suggests that customers

who subscribe to email have higher customer loyalty. Therefore, we considered that it
is important to induce customers to subscribe to email because subscribing to email
increases the likelihood of becoming a good customer.

Next, the random forest model showed that the variables (video software), (total
purchase amount), (date of most recent purchase), (number of purchases), (game soft-
ware), (shipping cost), (age 45–49), (in-house games), and (music software) were highly
important. The results indicate that users who have purchased product categories related
to the content of the email, such as game-related products, music-related products, and
video products, in the past are more likely to click on the email. The partial dependent
plot also showed that users who had purchased the above product categories in the past
increased their click probability. And we considered that the 45–49-year-olds were the
generation accustomed to email as the reason for the clicks. Currently, the number of
people who use email on a regular basis is decreasing due to the development of SNS
and chat-type applications other than email. Therefore, we believe that promote adver-
tisements on SNS and chat-type applications through media other than email in order to
increase the number of people who click on emails in the future. Next, we found that the
cumulative purchase amount had alternating positive and negative effects on clicks up to
about 1.6 million yen but had an effect on clicks after that. This suggests that the adver-
tisers did not establish themselves as good customers until approximately 1.6 million
yen, and that they established themselves as good customers after that time, which had
an effect on clicks. The most recent purchase had a positive effect up to about 300 days,
but a negative effect after that. This may be due to the fact that the customers were
interested in the products at the electronics retail store immediately after the purchase.
On the other hand, the negative effect after about 300 days was due to the decrease in
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interest in the product as time passed after the purchase, which may have resulted in a
decrease in clicks.

And in the cumulative number of purchases, the probability of clicks decreased after
the initial purchase and changed in a negative direction up to about 100. Thismay indicate
that interest and interest in the initial purchase gradually waned, resulting in a decrease in
the probability of clicks. After that, the click probability changed in a positive direction
again until about 200 times. This may indicate that the customer’s interest increased
again after a certain number of times. After that, it changed in a negative direction, and
then converged in a positive direction from about 500 times. This may indicate that the
customer became established as a good customer.

Based on these results, it can be inferred that consumer behavior significantly influ-
ences the presence or absence of clicks. Consequently, to enhance the click-through
rate of email advertising, a strategy involving the individual targeting based on past
purchasing patterns and recent buying behaviors is suggested.

8 Conclusion

In this paper, we examine the identification of factors that increase click-through rates.
First, we conducted an RFM analysis to identify customer loyalty. We found that the

percentage of good customers was higher among email subscribers. Next, we created a
logistic regression model and a random forest model using the results of the RFM analy-
sis. Themodelswere then compared, and itwas shown that RandomForestwas a superior
model compared to Logistic Regression Analysis. The results were then interpreted for
the random forest model. The results of the analysis indicated that (video software),
(total purchase amount), (date of most recent purchase), (number of purchases), (game
software), (shipping costs), (age 45–49), (in-house games), and (music software) had
high values.

These results suggest that consumer behavior influences email clicks. Therefore,
in order to improve the click, rate of email advertisements, a strategy to individually
target consumers based on their past purchase patterns and recent purchase behavior is
considered.

These results suggest that consumer behavior influences email clicks. As a future
issue, we will examine the effect of the subject line of the email on the clicks on the
delivery target. Specifically, we will create a topic model using text data contained in
email subject lines, propose email subject lines that are likely to be opened and clicked
on, and conduct empirical experiments such as A/B testing to verify whether there is a
difference and to infer whether there is actually an effect.
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Abstract. User-generated content (UGC) is a fundamental source of informa-
tion for the study of consumer behavior, product development, and to assess the
quality of service. The expansion of branded content, published and mixed with
“ordinary” UGC on the same online platforms, blurs the notions of which con-
tent should be considered for these studies. This contribution draws on the notion
of “authenticity” to offer a taxonomy distinguishing “branded” from “organic”
content and presents a computational method to detect branded content in UGC.

Keywords: user-generated content · branded content · text mining · Organic
content

1 Introduction: Defining UGC and “Authenticity”

“User - generated content” (UGC) is a broad denomination covering the textual and
visual elements produced by individuals and published online, typically on social media
in the form of private and public conversations, posts, comments and on e-commerce
platforms in the form of reviews, ratings and comments. UGC is often perceived to
be a distinctively “authentic” form of content when compared to alternative sources of
information, which explains its strong appeal to consumers to inform their purchase
decisions and to researchers investigating consumer sentiment. In this contribution, we
take a second look at the authenticity of UGC, by offering a matrix crossing six compo-
nents of authenticity with different types of UGC – including branded content posted by
influencers. Based on this taxonomy, we then present a method to improve the detection
and removal of branded UGC from a corpus.

UGC has been deemed valuable as a source for text analysis in market research
[3, 10] as it can provide near real-time, high volume customer sentiment and customer
feedback on their experiences at reduced cost, which classic sources for market research
such as focus group, poll or surveys struggle to achieve. Product reviews have served
identifying customer needs [30] and the product features which can meet these needs [5,
6]. Reviews can help assess the quality of service, for instance in the hospitality industry
[4, 19, 23].

A (sometimes implicit) assumption made when performing analysis on UGC is that,
besides the convenience to collect it, it derives a special value from a series of qualities,
which can be summed up as “authenticity”. “Authenticity” of UGC would stem from
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the fact that it is contributed in an unsolicited manner (as opposed to opinions shared in
response to polls or surveys), in natural settings (when contrasted with the experimental
environment of a focus group), and independently from editorial supervision and pro-
fessional hierarchies (contrary to the content produced by traditional news media). As
such, UGC is considered a trustworthy reflection of consumer knowledge and sentiment
[13, 29, 31]. When UGC is analyzed in market research with text mining, which “can
reveal patterns of attention or focus of which the speaker may not be conscious” [10],
the assumption is reinforced that UGC would grant an unmediated access to the candid,
“authentic” state of mind of the content producer.

The assumption of the unqualified authenticity of UGC can however be easily ques-
tioned. Is the post by an influencer promoting a product as “authentic” as the post by
an ordinary, amateur individual discussing their recent experience of the same product?
Disentangling the issue requires first to unpack themultifaceted notion of “authenticity”.
The concept is usefully decomposed from the perspective of the consumer’s experience
byNunes et al. [21], through their qualitative fieldwork examining data collected directly
from consumers. Their study validates a definition of authenticity as a “holistic consumer
assessment determined by six component judgments (accuracy, connectedness, integrity,
legitimacy, originality, and proficiency)” (see Table 1).

Table 1. Components of authenticity, from Nunes et al. [21]. Used with permission.

A second step to comprehend better how UGC relates to the notion of authentic-
ity requires to trace a clear and meaningful delineation between the different types of
motivations driving the creation of otherwise similar content. In the following, we will
designate the content created by authors who post without an ulterior motive as “organic
UGC”: authors are intrinsically motivated, and the content is not created for (typically)
monetary gain.

In contrast, “influencers” will be defined as authors who publish content for extrinsic
motives, deriving typically from a contractual commercial partnership with a brand [26]
or from the participation to a referral program [18]. A common extrinsic motive is
monetary or material gain, which rejoins established definitions of “branded content”
in the industry: content which is at least partially funded and created for marketing
purposes [2, 8]. Hence, we will define influencers as producers of branded content.
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2 A Taxonomy of UGC and Their Authenticity

With these conceptual and terminological clarifications at hand, we can draw a taxonomy
of different types of UGC according to the six components of authenticity identified
by Nunes et al. [21]. The taxonomy includes “organic UGC” and “branded content” as
defined abovewith three other types of content (user generated or not)which are typically
also posted and mixed with UGC on the same online platforms: advertisements, spam
and fake reviews [11, 14, 22] (Table 2).

Table 2. Taxonomy of different types of UGC (plus advertising) and their relative strengths on
the components constituting “authenticity” (as defined by Nunes et al. [21]), from the point of the
view of the consumer’s experience.

licit types of content illicit or illegitimate
types of content

“organic UGC” Branded content Advertisement Spam Fake reviews

Accuracy Medium to
strong

Weak to medium Medium Weak Weak

Connectedness Medium to
strong

Medium to
strong

Highly
dependent on the
campaign

Weak Weak

Integrity Strong Weak to medium Weak to medium Weak Weak

Legitimacy Weak to medium Medium Strong Weak Weak

Originality Highly
dependent on the
individual

Highly
dependent on the
influencer

Highly
dependent on the
campaign

Weak Weak

Proficiency Highly
dependent on the
individual

Medium to
strong

Strong Weak Weak

Table 3. Evaluation of the method.

n True positives False positives False negatives F1

MongoDB 218 13 1 55 0.32

Club Med 132 12 0 12 0.67

Veuve Cliquot 181 5 2 31 0.23

HP printer 205 4 0 51 0.14

The table illustrates the contrasted scoring of different kinds of UGC on the six
components forming authenticity. Spam and fake reviews stand out as uniformly weak
on all components. The remaining types follow different logics. Organic UGC scores
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the highest on integrity and accuracy, but the lowest on legitimacy. Advertisements score
the highest on legitimacy and proficiency, but the lowest on integrity.

A perspective per type of UGC provides an interesting view on a possible reasonwhy
the market for branded content and influencers is growing exponentially [8]: branded
content scores high on connectedness and proficiency, all while remaining relatively
legitimate (more than an advertisement) as they produce content in a more established,
standard style than the ordinary, amateur user posting on the same topic.

3 The Case for Isolating Branded Content from UGC for the Study
of Authentic Consumer Sentiment

Are all types of UGC to be considered for all types of inquiries? Studies concerned
with the magnitude and spread of (dis)information typically include all forms of UGC –
including spam and fake reviews - to feed into their analysis [7, 20, 31]. In contrast,
studies investigating consumer sentiment would be tainted by the inclusion of spam
and fake reviews. Marketers and researchers are reminded that they “should vigorously
identify and isolate these predatory comments from the analysis” [24]. A large research
stream has developed methods for the removal of spam and fake reviews [11, 12, 22,
27]1.

For the purpose of investigating the formation of consumer sentiment, branded con-
tent and advertisements must naturally be included in the investigations mapping the
information flowing along the ties connecting taste makers and susceptible members
in online social networks [1], contributing to identifying the dynamics of information
sharing and the determinants of virality [26, 28].

The characterization of the state of consumer sentiment would presumably require a
different approach. While consumer sentiment is indeed shaped by the variety of online
contents it coexists with – branded content, ads, spams and fake reviews – it arguably
relates to a distinct subset ofUGC,whichwenamed “organic content”: the content posted
by ordinary, intrinsicallymotivated individuals sharing their thoughts transparently. This
subset matchesmost of the components of the definition of authenticity offered byNunes
et al. [21], which is coherent with the notion that consumer sentiment would reflect the
“authentic” expression of consumers.

Detecting branded content would allow for more accurate consumer sentiment anal-
ysis, centered on organic UGC, reflecting consumer’s thoughts with higher fidelity. This
would benefit market research tasks performed on UGC which hinge on the premise
that UGC is the “authentic” reflection of consumer expression. In the following section,
we offer a preliminary version of a method for the identification of organic and branded
content.

1 In practice, the step of spam removal is unfrequently performed (and if so, not documented in
detail) in marketing research papers on online consumer sentiment.



308 C. Levallois

4 Detection of Branded Posts

We design a method for detection which follows a rule-based approach derived from
Umigon, which is a model for sentiment analysis developed by the author [15, 16]. The
model can be decomposed in:

1. Pre-processing of the UGC: tokenization, detection of phrases, ngrams, removal of
stopwords.

2. for each phrase, each n-gram is compared with entries from a lexicon.
3. in case of a match, zero or several Boolean conditions attached to the lexicon entry

are evaluated and return a result: branded content or not.

4.1 Pre-Processing

Tokenization.Tokenization is performedwith a customparser2. The parser splits the text
at white spaces and identifies a series of categories of tokens: words, emojis, emoticons,
punctuation signs, “non words” (onomatopes, abbreviations) and white spaces. Indices
of Each Token in the Text Are Recorded.

Phrases.Aphrase is defined as a relatively independent proposition in a text. Periods,
commas, exclamation and questionmarks all delineate phrases within a text. Parentheses
and quotes also play this role in a more elaborated way (with a logic of opening and
closing characters). Identifying phrases can be useful to ignore irrelevant fragments (such
as content in parentheses), and to identify tokens at positions with special significance
in the text – such as a word at the beginning of a phrase, or a punctuation sign at the end
of it.

Ngrams. Ngrams are consecutive sequence of terms. We use a custom implementa-
tion which leverages the tokenization and sentence fragment detection presented above:
Ngrams are detected within sentence fragments and are guaranteed not to include punc-
tuation signs, emojis, emoticons or non words. Ngrams are also filtered to remove less
frequent ones already included in lengthier ngrams (the trigram “United States of” will
be removed if the quadrigram “United States of America” appears more frequently).

Stopword Removal. Stopwords are removed, only after processing ngrams so that
stopwords embedded in ngrams will not be removed: the stopword “of” is removed but
not when embedded in “United States of America”.

4.2 Matching with Lexicon Entries

Each ngram of the text is compared with entries of a lexicon. The lexicon is a list of
ngrams which are frequently found in branded content. This list is curated by the author
and expands steadily (with 104 entries as of February 2024)3. Entries are selected by
culling “manually” social media posts. UGC which appears to be a form of branded
content is scrutinized for typical semantic features of branded content:

2 The source code of all steps of the method is available under an Creative Commons Attribution
4.0 International Public License at https://github.com/seinecle/umigon-family.

3 https://github.com/seinecle/umigon-static-files/blob/main/src/main/resources/net/clementle
vallois/umigon/lexicons/en/9_commercial%20tone.txt.

https://github.com/seinecle/umigon%2Dfamily
https://github.com/seinecle/umigon%2Dstatic%2Dfiles/blob/main/src/main/resources/net/clementlevallois/umigon/lexicons/en/9%5Fcommercial%2520tone.txt


Detection of Branded Posts in User-Generated Content 309

• calls to action. Organic UGC rarely includes calls to action while branded content
often does.

• addresses to an audience, from the perspective of an unspecified “we” (“we offer…”,
“you will appreciate”).

• use of vocabulary typical of a corporate voice. Organic UGC rarely uses phrases like
“complimentary”, “for a chance to”, “stoked to”, “boasts” and similar expressions,
which are characteristic of an intent to promote or embellish a product or service.

4.3 Evaluating Boolean Conditions

Lexicon entries alone are frequently insufficiently specific to afford a precise character-
ization of the content. Each entry can be supplemented by several Boolean conditions
which help capture the context of use of the lexicon entry. For instance, the expression
“find out” is not a specific marker of branded content in itself, however when used as
an imperative at the beginning of a phrase it evokes a clear call to action. The condi-
tion isStartOfSegment attached to the lexicon entry allows to assess this element
of context. 40 Boolean conditions have been designed to assist in qualifying lexicon
entries4.

5 Evaluation

Four brands have been selected to cover a variety of products and services from a
hedonist, utilitarian, B2B and B2C contexts: MongoDB (database), Club Med (French
travel and tourism operator), Veuve Cliquot (Champagne house) and HP printers. A
search for 200 tweets has been performed in February 2024 for each of them, using the
twscrape library5. A number of tweets were removed as the search term was included
in the twitter handle, not in the content of the post. The dataset was annotated by the
author for organic vs branded tone. The coding procedure followed these heuristics:

• a post with a call to action, or promoting a product or an event, or addressing an
impersonal audience (“you…”) from an impersonal standpoint (“we…”), will tend
to be annotated as “branded”.

• other posts will tend to be annotated as “organic”

The tweets were analyzed with the method presented in this paper and implemented
in the platform Nocode Functions (https://nocodefunctions.com).

F1 scores are noticeably low (Table 3). The method offers however promising
perspectives, for three reasons.

The method is inherently interpretable, as the internals of rule-based systems can
in principle be decomposed to reveal the chain of causal processed which led to the
classification outcome [25]. The system presented here can effectively be used to share

4 https://github.com/seinecle/umigon-lexicons/tree/main/src/main/java/net/clementlevallois/
umigon/heuristics/booleanconditions.

5 https://github.com/vladkens/twscrape. The search on MongoDB returned 218 tweets and the
search on HP printer returned 206 results, despite the parameter set.

https://nocodefunctions.com
https://github.com/seinecle/umigon%2Dlexicons/tree/main/src/main/java/net/clementlevallois/umigon/heuristics/booleanconditions
https://github.com/vladkens/twscrape
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with the analyst a full report of the ruleswhichwere followed to arrive at the classification
of each piece of text6.

The rate of false positive is close to zero: the method is very precise. One of the
strengths of lexicon-based methods, compared to models based on statistical learning,
is that expert-crafted rules can be designed with great precision, avoiding the inherent
element of randomness introduced by a supervised learning approach. The adjunction
of Boolean conditions to further characterize lexicon entries limits even further the rate
of false positives, as confounding elements of context can be evaluated and considered.

Finally, the recall is very low, due to the very weak coverage of the lexicons. A low
number of lexicon entries implies that a large number of expressions typically charac-
terizing “branded content” are not currently captured by the lexicon. This is sometimes
described as a limiting factor of all lexicon-based methods [9]. However, such meth-
ods have proven to be able to achieve high levels of recall in a similar categorization
task (sentiment analysis), leading to F1 scores competitive with large language models
[17]7. The resource needed to achieve such levels of recall, and overall precision, is a
continuous expansion of the lexicons to gradually expand their coverage. This traces an
encouraging roadmap for future work.
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Abstract. In recent years, the rise of electronic commerce and direct-to-consumer
(D2C) has significantly “showroomed” retail stores, and there is a need to max-
imize the consumer experience through actual products in stores. Therefore, this
study aims to identify important products by quantitatively analyzing and dis-
cussing retailers’ purchase history data, and to proposemarketingmeasures focus-
ing on value communication in stores. Specifically, we defined the degree of sim-
ilarity between products based on consumer preferences from ID-POS data and
constructed a networkmodel between products using social network analysis tech-
niques. In addition, we used community detection and centrality indices to extract
similar product groups and identify important products.

Keywords: Electronics Retail Stores · Inter-Product Similarity · Social Network
Analysis

1 Introduction

In recent years, the environment surrounding the retail industry has changed dramat-
ically, requiring a reconsideration of its role. The rate of Electronic Commerce (EC)
in the field of goods sales continues to rise, and the market size is expanding year by
year [1]. In addition, there is a growing trend toward direct-to-consumer (D2C), which
achieves higher profitability by eliminating intermediate margins andmore efficient data
collection and utilization through in-house production of sales [2]. This has led to the
“showrooming” of retail stores, where customers visit stores to collect information to
make purchasing decisions on EC sites. This “showrooming” is particularly significant
in electronics mass retailers, where the number of customers who visit stores for pur-
poses other than purchasing products is on the rise. In order to maximize the customer
experience through the actual sales floor and products at the store, it is necessary to
capture such a showrooming trend.
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This research aims to identify important products by quantitatively analyzing and to
propose marketing measures focusing on value communication in stores. Specifically,
we define the product similarity based on customer preferences using ID-POS data
from electronics retail stores and construct a product-to-product network model using
social network analysis techniques. Furthermore, we conduct community detection and
calculate centrality indices to extract similar product groups, we identify important
products. We attempt to propose in-store marketing measures based on the results of
these analyses.

In general, data with a graph or network structure clearly shows the relationships
among objects represented as nodes. Typical examples include the hyperlink structure
between web pages, followers in a social networking service (SNS), and connections
between people and positions within an organization. By graphically representing the
relationship structure between objects based on the presence or absence of links between
nodes and applying graph mining methods such as community detection and central-
ity index calculation to search for closely connected groups, it is possible to measure
clustering and the influence of each node [3][4]. On the other hand, Goto [5] points out
that purchasing and browsing relationships among products, such as those frequently
encountered in the marketing domain, “can be regarded as data representing connections
among objects and can be analyzed as graph structure data. He applied network analysis
to the “problem of not being able to simply define whether or not there is a relationship
between nodes” by defining relationships between Web pages based on users’ browsing
history data. He also showed that, in contrast to network graphs constructed from high-
dimensional and sparse similarity between nodes, when network graphs are constructed
in conjunction with dimensionality compression methods, nodes that are more closely
related may be connected and effective clustering results may be obtained. In a related
study, Ito et al. [6] applied network analysis by defining the degree of similarity between
products based on the number of customers who purchased common products. In addi-
tion, they extract similar product groups by community detection and identify important
products using the PageRank index.

These studies show that network analysis can be applied to data with no clearly
defined relationships between objects, and that useful results can be obtained by defining
appropriate similarity levels. In this study, we follow the framework of Ito et al. and
define similarity between products. In addition to this, assuming the implementation of
practical marketing measures in the creation of a sales space in a retail store, we identify
products that serve as relay points between products by using betweenness centrality. In
this study, we analyze the purchase history data of three general stores that handle a wide
variety of products and attempt to propose marketing measures with high reproducibility
by comparing their characteristics.

2 Dataset

This study analyzes purchase history data collected at an electronics retail store. This
electronics mass retailer mainly sells personal computers and peripherals, music, video,
and game software, and other products. The period of data to be analyzed is one year,
from January 1 to December 31, 2022. Table 1 shows an overview of the data used.



Identification of Important Products in Electronics Retail Stores 315

In order to construct a network among products, a node list representing each product
category and an edge list representing the degree of similarity among products were
created.

Table 1. Data Set Overview

Store Name Number of Purchaser Number of Categories

Store A 12,704 521

Store B 24,474 681

Store C 18,226 706

2.1 Node List—Product Categories

Products purchased by customers are represented as a node list consisting of product
IDs and product category names (Table 2).

Table 2. Example of Node List

Category ID Category Name

001 Category A

002 Category B

003 Category C

2.2 Edge List—Similarity Between Each Product

The similarity between each product is represented as an edge list with From-To combi-
nations representing the similarity between each product (Table 3). For each combination
of products, the similarity is given as a weight.

Table 3. Example of Edge List

From To Weight

001 002 0.1

001 003 0.2

001 004 0.3

In this study, these node and edge lists are used to construct an inter-product network.
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3 Analysis Method

In this study,we used severalmethods to construct and analyze the inter-product network.
We provide an overview of our analytical methodology below.

3.1 Social Network Analysis

Social network analysis is an analytical method based on graph theory that explores the
relationship structure (network) among components in various objects, such as human
relationships, distributionnetworks, and links onWebpages. In this study,we constructed
a network among products by considering nodes as product categories and edges as
similarities among products.

Community Detection. We performed community detection using modularity on the
constructed product networks to extract groups of similar products.Community detection
is a method of clustering nodes into closely connected groups for a given network
structure.Modularity is often used as a quantitativemeasure to determinewhich partition
is a desirable representation of community structure (1) [7].

Q = 1
2m

∑

ij

(
Aij − kikj

2m

)
δ
(
Ci,Cj

)
# (1)

In the above equation,m is the total number of edges in the network, Aij is the weight
of edges between nodes i and j, ki and kj are the orders of nodes i and j, respectively, and
δ
(
Ci,Cj

)
is a function that is 1 if nodes i and j are the same community and 0 otherwise.

In this study, we performed community detection based on edge-betweenness centrality
using modularity.

Centrality Indicator. In this study, we used PageRank and Betweenness Centrality to
identify important products in the network.

PageRank is an indicator that nodes connected from a node of high importance are
important. In addition, connections from nodes of the same importance but with a lower
degree of order are rated higher as “carefully selected links.“Assuming that the adjacency
matrix of a graph isA = (aij), the PageRankCp(i) of node i can be formulated as follows
(2) [8]. The presence or absence of an edge between node i and node j is represented
by a binary variable, PageRank Cp(i), which indicates that the PageRank Cp(j) of the
other node j directly connected to that node has been summed. It is then normalized by
dividing by the total number of nodes in the network, N .

Cp(i) = ∑

j

aij
N Cp(j) (2)

Betweenness centrality is an index of the degree to which a node is the shortest
path for another node. The standardize betweenness centrality of a node v in a graph is
formulated as follows (3) [9]. Where gij is the total number of shortest paths between
node i and node j, and gij(v) is the number of shortest paths that node v takes on the
shortest path between nodes i and j. In addition, the Betweenness Centrality is calculated
by summing over all nodes i, j except node v. n is the total number of nodes in the network
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and is normalized by 1/(n − 1)(n − 2). The n − 1 is for considering the shortest path
with all other nodes, and n − 2 is for excluding the node itself and other nodes on the
shortest path.

Cd (v) = 1
(n−1)(n−2)

∑

v �=i �=j

gij(v)
gij (3)

3.2 PLSA

In this study, we apply the latent class model PLSA (Probabilistic Latent Semantic Anal-
ysis) [10] as a method to define the similarity between products based on customer pref-
erences. PLSA is a method to perform dimensional compression of data by explaining
large high-dimensional data with a small number of latent variables. For the target ID-
POS data, soft clustering is performed based on the co-occurrence relationship between
purchased products (columns) and customers (rows). This makes it possible to model
customers’ propensity to purchase products while taking into account the similarity and
diversity of customer preferences. Figure 1 shows a graphical model of PLSA.

Latent Class 

Products Customers 

Fig. 1. Graphical model of PLSA

Let X = {x1, x2, · · · xI } be a set of I products, Y = {y1, y2, · · · yJ } be a set of J
customers, and Z = {z1, z2, · · · zK } be a set of K potential classes. In this case, the
probability of the event P

(
xi, yj

)
that customer yj purchases product xi is formulated as

follows (4).

P
(
xi, yj

) = ∑K
k=1 P(zk)P(xi|zk)

(
yj|zk

)
# (4)

Here, the parameters P(zk), P(xi|zk),
(
yj|zk

)
that maximize the following log-likelihood

function are estimated using the EM algorithm [11], an exploratory method. δ
(
xi, yj

)
is

determined by whether customer yj is purchasing product xi indicator function (5).

LL = ∑I
i=1

∑J
j=1 δ

(
xi, yj

)
logP

(
xi, yj

)
(5)
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4 Proposed Method

In this study, we follow the method proposed by Ito et al. [6] to calculate the degree of
similarity between products. First, we calculate the degree of similarity between products
based on co-occurrence based on customers who purchased common products. Then, we
multiply this by the weights of customer preferences based on PLSA and weights based
on the probability of transitions between products. The similarity between products
obtained by this method is used to construct an inter-product network.

4.1 Calculation of Weights by Simple Co-Occurrence

For each analyzed store, the total number of customers who purchased both product a
and product b for a certain combination of two products is calculated as sab, and this
is done for all combinations of two products. The similarity between product a and
product b in the edge list created by sab is the symmetric relationship sab = sab. The
reason for this is that the number of people who purchased both product a and product
b is calculated to show the connection between products that are likely to be purchased
by a larger number of customers.

4.2 Calculating Weights Based on PLSA

In this section, we calculate the weights based on PLSA in order to bring products
that are likely to be purchased by customers with similar tastes closer together. sab
The similarity between products calculated in Sect. 4.1, has difficulty expressing the
connection between products based on product categories and features. In order to reflect
the diverse purchasing tendencies of customers in the network, we consider strongly
expressing connections between products with similar customer preferences.

Therefore, we use PLSA, which is capable of soft clustering of co-occurrence rela-
tionships between products, customers, and multiply the weights by the customers’ pur-
chasing tendencies. This is thought to allow us to take into account customer preferences
and product characteristics. In this case, when the probability that product i belongs to
latent class k is θik (8), the probability that product i belongs to each latent class, or
latent class distribution, is expressed as θi = (θi1, θi2 · · · , θiK ). Therefore, the distance
between the probability distribution θa of product a to the probability distribution θb of
product b can be formulated using the Jensen-Shannon Divergence [12] (JS Divergence)
in Eq. (6). Where m (9) represents the mean distribution of θa and θb, and DKL(θa||m)

and DKL(θb||m) are the Kullback-Leibler Divergence[12] (KL Divergence) from θa and
θb to m. The KL Divergence is formulated as in Eq. (7) and calculates how much the
distribution θa differs from θb, with θb as the reference distribution JS Divergence uses
KL Divergence to introduce a distribution m between the two and averages their relative
entropies, thus contrasting the similarities between the distributions and treating them
as distances. The similarities between the distributions can be contrasted and treated as
distances.

DJS(θa||θb) = 1
2 (DKL(θa||m) + DKL(θb||m)) (6)
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DKL(θa||θb) = ∑K
k=1 θak log

θak
θbk

(7)

θik = P(zk |xi) (8)

m = 1
2 (θa + θb) (9)

wab = 1 − DJS(θa||θb) (10)

The smaller the value of JS Divergence, the more similar the distribution is. Since a
dynamic model is used to visualize the network between products, the larger the weight
of the similarity (edges) between products, the closer the products (nodes) are located to
each other. Therefore, the weight wab, which represents a stronger connection between
products with similar product affiliation distributions, is calculated using Eq. (10). By
multiplying this by sab, a simple co-occurrence relationship between products, the sim-
ilarity between products with similar product characteristics based on customer prefer-
ences is highly evaluated, and products with high similarity are attracted to each other
in the inter-product network.

4.3 Calculation of Weights Based on Inter-Product Transition Probabilities

Although the similaritywab between products can express the connection between prod-
ucts in terms of customer preferences, sab and wab are undirected graphs because the
weights of the mutual edges between products are equal and symmetric. Therefore,
these weights alone cannot take into account the transition of customers’ purchasing
tendencies.

Therefore, by setting the transition probabilities between products as weights, we
construct a network between products as a directed graph. Specifically, tab is calculated
as the percentage of customers who have purchased product b among those who have
purchased product a. By using the transition probabilities between products as weights,
the difference between the transition probabilities tab from product a to product b and
tab from product b to product a can be expressed.

The similarity hab between products calculated from the weights obtained in
Sects. 4.1 and 4.2 can be expressed as follows.

hab = sab × wab × tab (11)

In the analysis, a product-to-product network is constructed using the product-to-
customer similarity hab calculated by Eq. (11), and by adding weights based on the co-
occurrence relationship between products and customers using PLSA and the product-
to-product transition probability, the network structure provides insight into customer
preferences and purchasing trends.
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5 Result and Discussion

For each of the three store datasets shown in Sect. 2, we constructed an inter-product net-
work, extracted similar product groups by community detection, and identified important
products and products that serve as relay points by using centrality indices. By com-
paring the inter-product networks of these three stores, we attempt to propose effective
measures for in-store marketing.

5.1 Extraction of Similar Product Groups and Identification of Important
Products Using an Inter-Product Network

We visualize the connection between products by constructing an inter-product network
using the similarity hab calculated based on the data of the three stores under analysis.
In addition, we attempt to identify important products using PageRank by extracting
similar product groups through community detection. The graphopt layout algorithm
[13], which is a dynamical model, was used to draw the network graph. I In addition,
from the perspective of readability, we set the similarity h_ab as a threshold so that the
total number of nodes in the network is less than 200, and only the main connected
components with a large number of nodes were extracted. Figures 1, 2 and 3 show the
results of the analysis of the networks among products for which community detection
was performed at each store. The top three products in terms of PageRank in each
community are shown in Tables 4, 5 and 6.

Fig. 2. Store A’s Inter-Product Network and Communities
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Table 4. Similar Products in Store A’s Communities and PageRank

Community 1 Community 2 Community 3
Products PageRank Products PageRank Products PageRank
mouse G 0.00834 game SA 0.04624 BD A 0.01266

keyboard G 0.00525 game DA 0.04408 DVD A 0.01169
mouse pad 0.00450 third A 0.04056 CD A 0.00535

Community 4 Community 5 Community 6
Products PageRank Products PageRank Products PageRank
mouse A 0.03200 figure R 0.00488 device C 0.01986

laptop 0.02301 kit PG 0.00245 cable 0.01295
soft V 0.01047 kit P 0.00208 RAM 0.01238

The inter-product network of Store A consists of six community. The size of Com-
munities 2, 4, and 6 is particularly large, and the PageRank of the products belonging
to these communities is relatively high. In addition, the product group in Community 1
(Gaming Devices) seems to be a bridge between these communities.

Fig. 3. Store B’s Inter-Product Network and Communities

The inter-product network in Store B consists of two connected components, and
seven communities. The size of Community 3 is particularly large, and the PageRank
of the products belonging to this community is high. The upper connected component
contains subcultural products related to games, animation, and figures, while the lower
component contains PC-related products, indicating customer preferences.
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Table 5. Similar Products in Store B’s Communities and PageRank

Community 1 Community 2 Community 3
Products PageRank Products PageRank Products PageRank

RAM 0.00881 figure R 0.012039 game SB 0.03406
PC PS 0.00675 figure A 0.009442 BD A 0.02335
HDD 0.00517 figure C 0.007904 DVD A 0.01772

Community 6 Community 7
Products PageRank Products PageRank
mouse A 0.01546 mouse G 0.01278

USB 0.00760 keyboard G 0.00835
laptop 0.00451 mouse pad 0.00793

Fig. 4. Store B’s Inter-Product Network and Communities

The inter-product network in Store C consists of two connected components, and
eight communities. The number of communities is relatively large. The relatively large
number of communities indicates that customer preferences are segmented.

By comparing the product networks among these three stores and the important
products in each community, we can infer the following.

• All three stores have communities subcultural products such as home video games,
anime, and figurines, and these communities are connected to each other.

• All three stores have communities for PC-related products such as notebook PCs,
desktop PCs, and gaming devices, and these communities are connected to each
other.



Identification of Important Products in Electronics Retail Stores 323

Table 6. Similar products in Store C’s Communities and PageRank

Community 1 Community 2 Community 3
Products PageRank Products PageRank Products PageRank
figure R 0.00421 ink A 0.03236 cable 0.00638
figure A 0.00215 ink B 0.00905 device C 0.00592
figure C 0.00144 printer 0.00873 video card 0.00446

Community 4 Community 5 Community 6
Products PageRank Products PageRank Products PageRank
display A 0.00505 mouse A 0.04007 game SA 0.04664
display G 0.00347 laptop 0.01686 third A 0.0344
mouse G 0.00335 USB 0.01387 game DA 0.02768

Community 7 Community 8
Products PageRank Products PageRank
goods A 0.01275 game SB 0.0201
books 0.00553 game RB 0.0107

toy 0.00417 BD A 0.0091

• In Store B and Store C, the subculture product community and the PC-related product
community have separate and unconnected components.

These points indicate that similar communities are formed as a common feature
of the product networks of the three stores. In Store A, the structure of the gaming
device bridges each community, while in Stores B and C, the structure of the connected
components shows a clear division of customer preferences, which is characteristic of
each store.

5.2 Identification of Relayed Products Based on Betweenness Centrality

In order to identify products that serve as relay points, bridging between products (relay
products), we calculated the betweenness centrality of products in the inter-product
network of the three stores. The top five products in terms of betweenness centrality at
each store are shown in Table 7.

Table 7 shows that the common features of the products in each store are that mice,
cables, and game software have particularly high betweenness centrality and play an
important role as relay products. In addition, the high betweenness centrality of gaming
headsets (head set G) in Store A supports the fact that gaming devices bridge each
community in the inter-product network of Store A described in Sect. 5.1. These results
indicate that it is possible to identify the relay products that connect each community
based on the products with high betweenness centrality.

5.3 Proposed Sales Policies Based on Inter-Product Networks

Based on the results and discussions in Sects. 5.1 and 5.2, we propose specific sales
measures. In this study, we refer in particular to specific sales measures for important
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Table 7. Betweenness Centrality of Products in Each Store

Store A Store B Store C

Products Bettweenness
Centrality

Products Bettweenness
Centrality

Products Bettweenness
Centrality

headset G 0.01306 mouse A 0.00819 mouse A 0.03013

third B 0.01274 game SA 0.00756 game SA 0.01263

cable 0.01109 display A 0.00579 cable 0.01218

game RB 0.01102 RAM 0.00456 ink A 0.01146

mouse A 0.01047 device PS 0.0042 game SB 0.01071

products and relay products identified based on PageRank and betweenness centrality.
The following sales measures can be proposed.

• Important products are sold with emphasis (Point Presentation) as the core products
of the store.

• Set up product shelves with a group of products corresponding to each community.
• The important products are concentrated at the end of the shelves to attract customers’

attention.
• The relayed products are displayed and sold (Item Presentation) as products that

approach a wide range of customers.
• Enhance sorting, organization, and display to make it easier for customers to select

and pick up the products.
• Use to design a sales flow to attract customers to the sales floor of important products.

From the viewpoint of In-Store Merchandising (ISM), which is a guideline for in-
store sales floor development based on consumer behavior, the overlap of the product
set that customer evoke (evoked set) and the product set that they see on the sales floor
(visible set) can be the product set that customer consider purchasing (choice set) [14].
Therefore, it is important to reduce the gap between the evoked set and the visible set,
and to create a sales floor that makes it easier for customers to pick up the product.

6 Conclusion

In this study, we quantitatively analyzed ID-POS data from electronics retail stores to
propose marketing measures that focus on communicating value at the point-of-sale.
Specifically, we defined the degree of similarity between products based on customer
preferences and constructed a network between products using social network analysis
techniques. In addition, we used community detection and centrality indices to extract
similar product groups and to identify important products and relay products. The results
of the analysis and discussion provide useful suggestions for in-storemarketingmeasures
based on ISM.

This study evaluated three general stores, but this was only an evaluation of the
inter-product network based on ID-POS data, and the specific store structure of the target
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stores was not taken into account. Therefore, a detailed analysis based on a comparison
of the product-to-product network with the actual store structure and sales floor layout is
necessary. In addition, in order to verify the salesmeasures obtained in this study, we plan
to collect and analyze biometric data such as customers’ line of sight and motion lines
through experiments in actual stores in the future, in order to study a more sophisticated
consumer behavior model.
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Abstract. This paper analyzes opinion patterns in cumulative crises of brands on
social media, taking the crisis of a Russian brand named VkusVill as a case. In
our previous research, we found out that the nature of online crises is cumulative,
as deliberative patterns in discussions around them are absent, and user opinions
quickly rocket and get shaped, which may lead to negative actions toward the
brand. Thus, there is a need to see how deliberative and cumulative features of the
dialogue around the brand crisis combine, as well as how they relate to user traits,
including their values-based positions on a given issue. As our analysis shows,
the ‘epicenter’ segments of the discussion in the VkusVill account of structurally
comprise polarized micro-dialogues and cumulative commenting directed urbi et
orbi. A low enough number of comments is directed to the brand itself, but user
polarization leads to mutual ‘canceling’ of social groups, as well as to ‘canceling’
the brand from both sides. This calls for rethinking of strategies of brands’ par-
ticipation in cumulative discussions, as brands need to engage in values-related
talk, rather than use rebuttal strategies. The conversation dynamics moves from
completely cumulative tomicro-deliberative patterns in short dialogical sequences
(<10 comments). This gives brands an opportunity to promote micro-deliberation
to reduce hostility. We find that the cumulative/deliberative intention of users is
not gender-dependent as it was expected, but shows dependencies on values and
the addressees. Our study adds to understanding the nature of brand crises on
social media and may help businesses in developing their crisis communication
strategies.

Keywords: public opinion · opinion patterns · cumulative crisis · crisis
communication · social media · cumulative deliberation · online discussion ·
social media management

1 Introduction

Many brands from time to time find themselves in rapidly developing crisis situations
that are accompanied by mounting user commenting on social networks. Common sense
would suggest that such comments would be predominantly negative and highly non-
deliberative. However, our previous research [1] shows that brands who run into crises
on social media experience rapid accumulation of commenting on their accounts, but the
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proportion of positive and negative sentiment remains similar to the pre-crisis periods,
especially in the cases when a crisis trigger polarizes the online community around the
brand.

Thus, in such polarizing cases when social values are at the heart of the trigger event
and the sentiment is not completely negative, there remains room for meaningful public
discussion that reveals current social values. This room, though, might be critically
limited due to other features of online discussions, more than by the negative sentiment
itself.

The conceptual framework of cumulative deliberation [2] implies that user speech is
predominantly non-deliberative. In particular, it might be irrational, emotional, poorly
grounded in argument, conflictual, polarized, opinionated, non-dialogical, fragmented
and, most importantly, not seeking any meaningful consensus or even temporary agree-
ment. This may hamper both the public dialogue on social values that the brand has
triggered and the efforts on the part of the brand to diminish the harm caused by the
crisis. The concept also implies that public opinion online forms in a cumulative way,
via dynamic amounting of positions of users in their written utterances. The resulting
opinions may either take dominant positions or fall into polarization of (nearly) equally
influential user clusters. However, there is also evidence that micro-deliberative pat-
terns, like tony discussions in small threads, diminish negativity in user talk and may
foster consensual intentions, calm down the heatedness and hatred in user speech, and
help raise constructive conversations [3]. The intentions of being constructive and get
involved into meaningful discussing may depend on user traits, such as gender, age, or
other demographic features, political and values-based positioning, or brand loyalty.

Thus, there is a need to see howdeliberative and non-deliberative (that is, cumulative)
features of the dialogue around the brand crisis combine and create patterns of discussion,
and whether these patterns are related to user traits within a given crisis case. This is
why research questions are the following:

RQ1. Is the nature of the discussion around a brand crisis more deliberative or more
cumulative, and what discursive features tell of that?
RQ2. Are there patterns that would link user features to the discursive features?
RQ3. Do these patterns change with the course of the discussion, thus revealing the
growing deliberative/cumulative nature of the crisis discussion?

To tackle the abovelisted RQs, we develop on our previous study on brand crisis
communication strategies [1]. We use the case of a brand crisis of one Russian brand
VkusVill. On June 30, 2021, the company published an LGBT-related post on their
website and social media, aimed at promoting the brand as inclusive. A two-wave crisis
followed: First, in the Russian context, by July 4, 2021, the official social media accounts
of the brand were full of negative comments from supporters of ‘traditional family
values.’ After VkusVill removed the post and published their apologies for inappropriate
behavior of some unprofessional public relations team employees, the company was hit
from the other side (LGBT supporters).

To conduct this case study, we have created a semi-automated method of a brand cri-
sis communication strategy assessment that includes automated data collection, social
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network analysis, sentiment analysis, and manual coding with Kappa testing, as sug-
gested by Krippendorff [4]. For this case, we limit ourselves to VK.com, the largest
Russian-speaking social network.

For RQ1 and RQ2, we reveal the cumulative nature of online crisis experienced by
VkusVill via combined social-network and sentiment analysis. Our mapping of the user
talk aims at findingmicro-patterns of dialogue; their absence is considered the cumulative
pattern when individual and unrelated user comments amount. For RQ3, we select the
‘temporal epicenter’ of the crisis, with the overall number of 161 user posts and 989 user
comments from the VkusVill’s official account on VK.com. We conduct Krippendorff
Kappa pre-testing (k ≥ 0.7) and code these posts and comments for nine variables:
user traits (gender), discursive features (addressee, (dis)agreement, aggression), and
attitudinal (towards the trigger value, the interlocutor, the brand, supporters of the trigger
value, and its opponents). After that, we use descriptive statistics, such as Spearman’s
rho that helped us trace the correlations between user traits, discursive features, and
cumulative/deliberative discussion patterns.

The paper is further organized as follows. In Sect. 2, we provide theory about the
phenomenon of the cumulative crisis and polarization of online discussions. In Sect. 3,
we describe our methods. Section 4 presents our results. In Sect. 5, we make conclusions
and develop on them.

2 Cumulative Crises and Polarized Online Discussions

2.1 Cumulative Crisis’ as a Term

We believe that the nature of the reputational crisis on social media has not yet been
properly described. We offer our theoretical vision of the nature of online communi-
cation, which can help to understand the dynamics of the crisis and offer independent
markers for evaluating the effectiveness of brand strategies.

As stated above, we see the nature of the reputational crisis as cumulative, as its two
main elements are two types of accumulation of opinion – formal and substantive. The
formal accumulation of opinion is expressed in a sharp (often explosive) increase in the
volume of comments and its decline in overcoming the crisis. The substantive side of the
crisis is the dynamics of users’ moods and their opinions on the trigger event that can go
down a destructive path for the brand image, e.g. the path of values-based polarization
and/or partial ‘cancellation’ of the brand; in any case, within the formal accumulation
of comments, there is a change in the semantic content of the brand and the attitude
towards it from the audience.

On this basis, the concept of a cumulative crisis in a social network can be formulated.
Cumulative crisis is a sharp increase in the volume of comments on a given entity
provoked by a trigger event, accompanied by negative changes of the attitudes expressed
by the public. Negativity may manifest as dominance of negative opinions, opinion
polarization, ‘canceling’ of the brand, or other forms with implications for the brand’s
longer-standing reputation.
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2.2 Applying the Cumulative Deliberation Theory to Online Brand Crises

Due to hybridization of public spheres [5] and the growing number of user-generated
content, the quality of public discussions is being rethought today; some researchers note
a decrease in their quality. It is the process of communication between people taking place
in the public space, duringwhich ‘through dialogue, discussions, negotiations, the search
for acceptable solutions to collective problems is underway, and an understanding of the
common good shared by all is constructed’ [6: 91] that researchers call deliberation. Its
basic principles, they are publicity, inclusiveness, dialogicity, a high level of rationality,
and formal and de facto equality of citizens [6].

The classical theory of deliberation by JuergenHabermas [7] implies that participants
of a discussion seek to reach consensus as a result of discursive exchange. However,
we believe that the current theory of the public sphere imposes too high regulatory
requirements on participants in online discussions, while communication by ordinary
users does not meet such expectations, as their speech may be meaningless, biased,
and emotional. Moreover, the users who speak out on the Internet may not have any
deliberative purpose [2]. At the same time, the composition of the participants in the
discussion is constantly changing [8], somany researchers consider discussions on social
networks as chaotic, poorly predictable, and devoid of internal integrity [9], as well as
not lasting in time.

The concept of cumulative deliberation [2] is fully applicable to cumulative crises;
moreover, the cumulative crisis highlights its most important features. Thus, at the
moment of crisis, the real communication of users does not meet the deliberative stan-
dards; simultaneous commenting destroys the idea of a ‘round table’; users allow them-
selves not to stand on ceremony in their statements; participants in the ‘discussion’
(or, rather, comment pouring) change quickly; users do not aim at dialogicity and are
nonrational; leaving comments can be chaotic, unpredictable, and devoid of internal
integrity. At the same time, in the total volume of statements, it is possible to trace the
lines of polarization of opinions, identify the causes of the negative reaction to the brand
behavior, and define the structural roles of particular users in opinion formation.

The structure of the discussion during the cumulative crisis has not yet been stud-
ied. Based on the results of past research [1, 3], we can say, though, that users in their
commenting usually aim at three possible addressees: Fellow users, the author of the
publication, or urbi et orbi, ‘into the void’; in their texts, phatic communication, mani-
festations of aggression, and white noise (links, emoticons, code snippets, etc.) are not
uncommon.

The ‘spiral of silence’ [10] as a pattern of cumulative deliberation suggests that, in an
open discussion, people are more likely to speak out when their opinion coincides with
that of the majority. Otherwise, they are less likely to comment, fearing social isolation
and rejection. Gradually, the majority opinion begins to be mistakenly perceived as the
only one in the discussion.We need to ask ourselves whether this dynamic is also true for
the development of online brand crises. Another pattern is, obviously, the polarization
one [11], when none of the positions takes over, and opinion clusters detached from
each other (known as echo chambers) form; however, one may argue that, within echo
chambers, ‘spirals of silence’ work, thus uniting the two patterns of opinion cumulation.
Other, more complicated options of user clustering are also possible [12], but brand
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crises seem tomostly provoke one-dimensional ‘pro/contra’ divisions, though this needs
further investigation.

To understand what a discussion looks like in a cumulative crisis, we can visualize
both the structure and dynamics of the discussion and try to ‘freeze’ the discussion as
a crystallization of majority and minority opinions, or ‘yes/no’ positions [13]. But it is
also necessary to analyse the behavior of the brand at the time of crisis, as overcoming
the crisis dynamics directly depends on it.

We believe that, in the future, methods for analyzing online discussions, including
those related to system theories (for example, the theory of dissipative systems [14]
or the affective publics [15]). They can be used to study the crisis communications of
brands in social networks. As part of our pilot study, we will reconstruct the dynamics
of opinions and try to assess how efficiently companies respond to it.

2.3 Opinion Polarization in Online Discussions

Just as cumulative deliberation suggests, online discussions are often based on a laten
existing conflict, mostly a clash of opposing values and/or political preferences, which
are manifested in the discourse features and network connections. Some studies have
noted that themediatized nature of online discourse and partial anonymity on the Internet
contribute to non-conform speech behavior, open verbal conflicts, and confrontational
communication [16]. In addition, the focus of conflicts shifts from the substantive issue
to interpersonal confrontation, and, after its cessation, issues remain unresolved.

‘The act of separating people into two groups with completely opposite opinions on a
topic’ is called opinion polarization [17]; however, binary polarization is only one option,
while multi-polar discussions are a more frequent case [11]. This is an important feature
of online discussions on any controversial topics, which might also include debates
about a ‘misbehaving’ brand on social media. Some researchers emphasize that modern
society is characterized by growing social polarization [18].

The content of social media is widely used for predicting consumer and/or electoral
choices [19], and the popularity of studies on political polarization on social media is
growing [20]. However, audience polarization is mostly studied by examining political
cases, while social conflicts of race, gender or religious origins with both evident and
idiosyncratic polarization [21] are rarely studied.

At the same time, polarization is often perceived by scholars as an exclusively neg-
ative phenomenon, while it can play constructive roles in delineating value thresholds,
contextualization of crises, or spurring discussion pace [3]. Research on the nature and
features of discursive confrontation in online discussions, confrontational speech strate-
gies, language markers and typical roles of communicators in conflict interactions, and
the ‘indignation industry’ in general often overlooks the constructive functions of both
polarization and verbal aggression. Thus, aggressive speech can be one of the language
markers and at the same time a speech strategy. This can play a lot of constructive roles
in the discussion: it not only divides users into opposing camps, but also contextualizes
their differences, shows their historical parallels, and spurs the general course of the
discussion [3].

An important aspect of online discussions is the patterns of user agreement and
disagreement [22]. It is on them that the accumulation of opinion generally depends:
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A certain configuration of comments forms a collective opinion about the original dis-
cussion posts and authors [23], but, more importantly, the pattern may determine how
the accumulation of opinions affects the degree of polarization and the ability to reach
consensus. Thus, there are such models of disagreement as ‘conflicting disagreement’,
‘coordinated disagreement’, ‘public disagreement’ [24], which correlates with models
of the agonistic and antagonistic public sphere [10].

Different user tactics lead to different cumulative results, and not always expected.
At the same time, despite the agonistic (‘recognition of the interlocutor’s right to his
position’) ideal for online discussions, antagonistic behavior – flaming, cyberbullying,
‘crowd censorship’ [25], trolling, aggressive speech and open disagreement – can lead to
the development of discussion, which from the point of view of normative deliberative
theory it is evaluated positively. This is better than the absence of discussion or the
development of a ‘spiral of silence’ [10] when the minority opinion remains outside the
decision.

The ‘spiral of silence’ theory suggests that in a situation of open discussion of a
problem, people are more likely to speak out when their opinion coincides with the
majority of the participants in the discussion. Consequently, if their opinion is in the
minority, they are less likely to speak out, as they are afraid of social isolation and
rejection due to the expression of an unpopular point of view, which is supported by few
people. According to the theory, this leads to a ‘spiral of silence’ in which the majority
opinion becomes more and more dominant, and the minority point of view becomes less
and less noticeable. In the end, this leads to a false perception of the majority opinion
as the only existing opinion in the discussion.

Thus, we need to see how opinion polarization shapes the patterns of the discussion
around the brand crisis on social media.

3 Method

3.1 The Case Under Scrutiny

We decided to conduct the case study of a crisis situation that occurred with one Russian
brand, analyzing the company’s communication to the audience of their VKontakte
official account. VKontakte is the most popular Russian social media platform where
users can exchange messages, create profiles and communities, use a variety of services,
such asmusic subscription,money transfer, online games and so on.We analyze the crisis
situation which happened to VkusVill, a Russian chain of supermarkets that positions
itself as selling alimentation for healthier diets.

On June 30, 2021, the brand’s PR team published an article about their customers’
families, including one lesbian family that consists of four women, both on the com-
pany’s official website and social media accounts. Within days, the brand’s social media
accounts were full of negative comments from people who do not support LGBT. On
July 4, VkusVill deleted the post and published another one with apologies for posting
an inappropriate story. The company claimed the problem occurred due to unprofession-
alism of individual employees. This caused dissatisfaction among LGBT representatives
and people who supported this agenda.
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3.2 Data Collection and Analysis

In our study, we build upon our previous research on brand crises. There, we have
demonstrated the cumulative nature of online crisis experienced byVkusVill. The dataset
for the research was collected both manually and automatically; for the current paper,
we use the manually collected dataset of the ‘temporal epicenter’ of the crisis, with the
overall number of 161 user posts and 989 user comments from the VkusVill’s official
account on VK.com.

We conduct Krippendorff kappa pre-testing (k ≥ 0.7) and code the posts and com-
ments for nine variables, one of them is user-trait (gender), three of them are discursive
(addressee (dis)agreement, and aggression), and five variables are attitudinal (towards
the trigger value itself, the interlocutor, the brand, supporters of the trigger value, and its
opponents). Then, we employ descriptive statistics (Spearman’s rho), comparing means,
in order to trace the deliberative/cumulative dynamics of the discussion.

4 Results

To identify the salient features of the discussion and their relationship to the value divide
we identified, we first assessed them separately and then their correlation was assessed.
Thus, in Fig. 1 we describe the nature of the debate. Overall, it appears to be more
deliberative than expected. In the discussion, users most often addressed each other
(almost 54% of comments), which indicates a willingness to discuss.

Almost a third more contacted the author of the post directly. This was rarely
‘VkusVill’, so these comments can also be attributed to attempts at deliberation.Andonly
about 17.5% went nowhere, expressing opinion in a cumulative spirit. At the same time,
the discussion was also more than 40% filled with active agreement and disagreement,
which could be confirmed by markers in the text.

In our opinion, this is a significant indicator; however, almost 60% could not be clas-
sified as such. But themost surprising result is that there was negativity in the discussion,
but there was no aggression at all, which indicates the readiness of the community on the
social network VKontakte to discuss LGBTQ + topics without outbursts of aggression
expected in a society of ‘traditional values’.

In the comments, one could also find the commentators’ expressed attitude towards
five different actors in the conflict, namely VkusVill itself, the LGBT community, LGBT
supporters, opponents of LGBT, and immediate interlocutors. Figure 2 shows that atti-
tudes were expressed infrequently in the text, but they were quite enough to create a
noticeable value gap.

Thus, the discourse cannot be called completely antagonistic; but about a third of the
speakers directly expressed hostility towards their interlocutors, and only occasionally
(less than 5% of comments) expressed positive attitude. In other cases the relationship
was indeterminate; It is worth asking in the future to what extent such an absence can
be considered expressing an attitude towards an interlocutor with a sign of agonism or
antagonism in discussion.

Circa 22% of interlocutors expressed a negative attitude towards the company and
the LGBT community, which was practically not compensated by a positive attitude. But
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Fig. 1. Characteristics of discourse in the VkusVill case, in %

Fig. 2. Attitude towards conflict actors in the discourse of the VkusVill case

when it came to those who support or do not support LGBT people, the divide between
their supporters and opponents was highlighted quite clearly.

These results confirm our earlier findings about the nature of polarizing discussions
online, where a polarizing issue contributes to the consolidation of opposing groups,
identification along the ‘friend/foe’ principle, and delineation of the boundaries of each
of the communities [15]. In cumulative crises, however, polarization does not contribute
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to the growth of popularity or positive reputation of the brand: It can alienate both its
supporters and its opponents from the brand.

Analysis of the connection between discourse features and attitudes reveals several
more important aspects of the cumulative crisis (see Table 1). Some attitudes (more
precisely, their expression) depend to a small extent on the gender of the speaker; yes,
women are more likely to express no attitude or to express positive attitude towards the
LGBT community and their supporters.

Let us pay attention to two more important features of discourse. So, the more the
speaker prone to disagreement, the more he is also prone to negativity attitude towards
the interlocutor and trigger actors of the conflict. Correlations are quite weak and can
be explained by the large number of nonaggressive and phatic comments; this, though,
requires further research.

But the second feature undoubtedly suggests that those who are inclined to treat
negatively towards the LGBT community, also tend to have a negative attitude towards
his supporters, and those who have a bad attitude towards LGBT supporters also talk bad
about VkusVill. Thus, we can talk about the ‘negative core’ of the debaters. However,
this also requires more careful study, since the attitude towards opponents of LGBT is
also shown through correlations of a similar sign (positive), which alsomay be explained
by the large number of neutral comments. However, the strongest correlation (0.619**)
is observed between the ratio of the negativity towards the LGBT community and its
supporters, which tells us about the expansion of the interpretation of LGBT supporters
as an alien community, probably with liberal values.

Table 1. Spearman’s correlation between discourse features and attitudes in the VkusVill case

We have also found that, structurally, deliberative and cumulative patterns of the dis-
cussion combine. On the macro-level, the pattern is clearly cumulative, as the discussion
grows within hours, and user connection is looser than the surrounding networked dis-
cussion. On the micro-level, though, the ‘epicenter’ segments of the discussion comprise
polarized micro-dialogues and cumulative commenting directed urbi et orbi.

Some users supported LGBT families and entered into disputes by asking questions
that provoked people to reflect on family values (‘Where did you see propaganda? The
post shows a happy wonderful family. Yes, this family is not like yours. So what? All
people are different’vs. ‘Don’t call the abomination ‘family’, family is the people to
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whom God gave children, but homosexuals do not and will not have children. Come
up with another word for your sin, don’t denigrate normal human words like ‘love’ and
‘family’.

Surprisingly, a low number of comments was directed to the brand itself. This should
make the companies rethink the strategies of brands’ participation in cumulative dis-
cussions, especially pre-emptive and counter-commenting, as brands may gain public
recognition via engaging their audiences in values-related talks, rather than employ-
ing rebuttal strategies. Interestingly, commenting was predominantly non-aggressive,
though full of actively shown disagreement. This might mean that VkusVill cleaned out
uncivil comments from its account (which is an inappropriate public practice).

5 Discussion and Conclusion

Analyzing opinion patterns on the example of VkusVill’s cumulative crisis, we came to
the following conclusions.

RQ1. As our analysis shows, the ‘epicenter’ segments of the discussion in the account
of Vkusvill structurally comprise polarized micro-dialogues and cumulative comment-
ing directed urbi et orbi. A low number of comments is directed to the brand itself,
which calls for rethinking of strategies of brands’ participation in cumulative discus-
sions, pre-emptive and counter-commenting, as brands need to engage in values-related
talk, rather than use rebuttal strategies. As to the other features of discourse, we have seen
non-aggressive commenting (which creates suspicions that the brands clean out uncivil
comments from their accounts), though full of actively expressed disagreement. This,
again, creates space for brands to step in as ‘value bridges’ and suggesters of agreement.
RQ2. The conversation dynamics moves from completely cumulative to micro-
deliberative patterns in short dialogical sequences (<10 comments). Brands can promote
micro-deliberation to reduce hostility among users towards the brand and each other.
Instead of closing comments or using quick rebuttal strategy, developing dialogues assists
in faster resolution of the crisis.
RQ3. There is no evidence of a correlation between gender and discursive features.
Even if men in the crisis audience showed a slightly higher propensity toward traditional
values, gender was not a factor linking discursive and attitudinal variables. This finding
goes against the stereotype of widespread male hostility towards LGBT practices in
Russia. Opposition to LGBT-inclusive messaging positively correlates with the presence
of active disagreement in user speech, whereas speech in support of it does not. This
may be a sign of LGBT critics, not supporters, feeling publicly attacked and needing to
defend themselves. Thus, during brand crises, the discussionmay reveal closer-to-reality
issue-based social cleavages that companies may utilize in their brand development.

Our study helps modern businesses better understand the nature of brand crises on
social media and provides advice on how to adjust corporate communication strategies
to prevent them.
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Abstract. In the contemporary era marked by the explosion of data, the
widespread adoption ofArtificial Intelligence (AI) technologies has becomeessen-
tial for companies and researchers exploring various phenomena across industries.
An important focus lies on evaluating and improving customer experience (CX)
through technologies such as chatbots powered by AI strategies, such as natural
language processing (NLP), through the use of chatbots, voice assistants, among
others. This not only optimizes CX efficiency but also contributes to improving
organizations’ processes. The convergence of AI and CX is evident in several
sectors; highlighting smart retail, CX in the hospitality sector, and service cus-
tomization in the banking sector. Additionally, the COVID-19 pandemic has fur-
ther highlighted the importance of these technologies, catalyzing their accelerated
integration. We propose a literature review, employing a five-stage protocol to
explore key questions: How can the use of AI improve the CX? Which fields of
AI are most frequently used to evaluate CX?What are the aspects of CX in which
AI is most frequently used? Five databases were surveyed, yielding insights into
AI strategies (e.g., NLP, Decision Trees, Naïve Bayes), and evaluation methods,
such as user tests and ethical considerations. Despite progress, gaps still remain
that require more research, empirical studies, and success stories to solidify the
effectiveness of AI in CX. For responsible development, we suggest organizations
develop implementation guides when putting into practice commercial strategies
for the use of AI, which ensure ethical standards and regulate machine-client
interaction.
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1 Introduction

The term artificial intelligence (AI) was often associated with futuristic scenarios, often
sparsely realistic [1]. However, the current landscape has undergone significant changes
[2, 3]. Thanks to technological advancements and discoveries, AI has acquired a new
meaning, integrating into the daily lives of the global population [4, 5].

AI positions itself as a discipline within computer science with the purpose of devel-
oping technologies that emulate human intelligence [5]. This implies that, through the
creation of algorithms and specialized systems, machines can perform processes charac-
teristic of humans, such as learning, reasoning, or self-correction [6]. Within the objec-
tives of AI is to enhance the performance of processes and the efficiency of businesses,
as well as to improve the customer experience (CX) [7].

CX, in turn, encompasses all the perceptions that a customer experiences throughout
their interaction with a company. That is, it refers to all the emotions that the consumer
undergoes before, during, and after acquiring any product or service [8].

Concerning our research, the integration of AI in evaluating CX represents a funda-
mental advance towards a deeper and more dynamic understanding of customers’ inter-
actions with products and services [9, 10]. In the contemporary business environment,
harnessing the power of AI as a mechanism for evaluating CX has become increasingly
prevalent [11]. This literature review delves into the use of AI applications in evaluating
the CX and the usefulness perceived by customers in the process [12], exploring the
multiple methodologies developed in various industries (e.g., life and health insurance
[13, 14], tobacco [15], fashion [16], among others). This has been possible thanks to
the availability of data [9–13, 15, 17–30], technological advancement, and fundamental
ideas that contribute to a comprehensive understanding of this constantly evolving field
[9, 11, 14–16, 18, 21–28, 31–41].

In particular, it will focus on consumer behavior as an essential component of the
evaluation, examininghowAInot only captures but also analyzes andpredicts customers’
behavioral patterns [26, 35]. The intersection between AI and consumer behavior offers
unique perspectives on preferences [16, 23, 26], customization of products and services
that customers demand and that are essential in purchasing decisions [9–11, 16, 18, 23,
29, 30, 32, 38, 40], and also, factors that influence customer satisfaction [13, 14, 22, 23,
25–28, 30, 36, 40–42].

However, it is crucial to address the ethical component in this context [11–13]. The
review will also explore the need for responsible use of AI and its interaction with
humans. Ethical aspects, such as data privacy [11–13, 22, 23, 35, 37], transparency in
algorithms, and fairness in automated decisions, will be considered to ensure that the
implementation of AI in the evaluation of the CX is carried out ethically and responsibly.
Through the synthesis of existing research, this review aims to clarify the current state
of AI-driven CX evaluation, specifically considering its impact on consumer behavior
and promoting ethical reflection on its implementation.

This paper is organized as follows: Sect. 2 describes related work. Section 3 shows
the methodology carried out. Then, in Sect. 4, we present the results by answering the
formulated research questions, and finally, in Sect. 5, the conclusions and future work
are presented.
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2 Related Work

In this section, we addressed concepts used during the development of this work, which
cover the topics of the information searches carried out in this literature review.

2.1 Impact of Artificial Intelligence on Customer Experience

The interaction between AI and CX has generated increasing interest in the literature
[9, 10]. Numerous studies have examined the impact of this interaction, highlighting the
significant transformation that AI has brought to organizations and customer satisfaction
[23–28, 30, 31, 37]. Companies have been adapting their processes to incorporate AI
techniques with the aim of enhancing CX [9, 10, 12–16, 32]. A particular emphasis has
been observed in customization, where AI offers more contextual interactions tailored to
individual customer preferences [11]. Techniques such as machine learning (ML), data
mining, and natural language processing (NLP) algorithms are commonly employed to
achieve this level of customization [9–11].

Authors such as [43] and others have explored the practical benefits of AI in opti-
mizing business processes, operational efficiency, decision-making, and customer rela-
tionship management. In this context, predictive analysis techniques and deep learning
algorithms have been employed to anticipate customer needs and provide proactive
responses to purchasing behavior patterns [26, 35, 44].

However, significant challenges are underscored, such as the need to address ethical
concerns related to data privacy and fairness in algorithmic use [11–13]. Authors such as
[13–16] emphasize the importance of howAI, through specific techniques, is shapingCX
in various sectors and industries. Although its transformative potential is acknowledged,
the relevance of addressing ethical aspects to ensure a sustainable impact on the business-
customer interaction is emphasized [22, 23].

2.2 Consumer Experience Evaluation

The assessment of CX through the use of AI has been the subject of various research
endeavors and comprehensive analyses at all stages [15]. Usability stands out as a central
aspect, exploring how AI solutions facilitate customer interaction with services and
products [9, 30]. Furthermore, customization, driven by advanced algorithms, stands out
as a determining factor to improve customer experience, improving customer satisfaction
[9–11].

In the evaluation process, metrics such as customer trust in AI [13, 21], the quality of
provided information [15], system quality in terms of efficiency and reliability, and con-
firmation of customer expectations [16, 42] are explored. These elements are considered
essential for a holistic assessment of CX with AI, where the reliability and transparency
of algorithms are also outlined as critical aspects [10, 13].

Authors such as [14, 32, 42] and others addressed the intrinsic relationship between
AI-driven service quality and customer satisfaction, acknowledging that a positive expe-
rience with the technology leads to greater customer loyalty. Additionally, challenges
and ethical concerns, such as data privacy, are identified, andmust be addressed to ensure
a sustainable implementation that enhances the assessment of CX [22].



Use of Artificial Intelligence as a Mechanism 341

2.3 Artificial Intelligence Method to Evaluate the Consumer Experience

The AI techniques employed for assessing CX have witnessed substantial growth [10,
11]. These techniques are applied across various industries to analyze and enhance the
interaction between consumers and products or services.

Authors such as [10, 17, 39] and others have noted that NLP techniques enable
companies to assess consumer feedback on social media, online reviews, and comments
by identifying sentiment patterns, thus comprehending the overall consumer perception.
Similarly, [19] and others utilize facial recognition algorithms to evaluate consumers’
emotional expressions during real-time interactions. This yields valuable insights into
products, services, or experiences [28].

The customization of products or services offered to clients has been particularly
relevant for companies, as it influences brand experience, preferences, and purchase
intent [9]. To achieve this, authors like [11] employAI andML algorithms, suchDT, NB,
KNN,ANN, among others [16, 26]. The objective is to analyze consumer behavioral data
to predict individual preferences and personalize products or services, thereby enhancing
CX [39].

Various authors, such as [10, 21, 23, 31, 32, 42], have emphasized the implementation
of AI-based conversational agents, such as chatbots and virtual assistants, noting that
they have enhanced real-time interaction with consumers. These systems leverage NLP
and other techniques to comprehend and respond to user queries more efficiently.

It is crucial to highlight that the continuous evolution of AI technologies gives rise
to new applications for evaluating and enhancing CX.

3 Methodology

Carrying out the literature review involved a structured process of five stages: first, we
formulated the research questions; next, we identified relevant data sources; then, we
carefully selected the relevant articles; followed by categorizing the collected articles;
and ultimately, we analyzed the results obtained.

3.1 Research Questions

Given our interest in gathering information about evaluation methods for assessing the
CX in interactions with AI tools, the following research questions were formulated:

1. How can the use of artificial intelligence improve the customer experience?
2. Which fields of artificial intelligence are most frequently used to evaluate customer

experience?
3. What are the aspects of customer experience in which artificial intelligence is most

frequently used?

3.2 Data Sources

The search strategy for scientific articles and the formulation of research questions were
guided by the following key concepts: customer experience, consumer experience, CX,
artificial intelligence (AI). Finally, the search string obtained was:
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((“customer experience” OR “consumer experience” OR “CX”) AND (“artificial
intelligence” OR “AI”) AND (technique OR field OR method OR strategy)). With this
search string, we can recognize the methods used to evaluate CX using AI tools.

To ensure a thorough compilation of scientific articles for a detailed analysis, we
selected five prominent databases pertinent to the subject. The search spanned across
Web of Science (WoS), Scopus, IEEEXplore, ACMDigital Library, and Science Direct.
The investigation was initiated in November and received its most recent update in
mid-December 2023.

3.3 Selection Articles

The initial exploration of the specified databases employed a broad search strategy across
all fields, yielding a total of 77 scientific articles. Subsequently, to enhance search effi-
ciency, we conducted a refined search focusing on abstracts within an 11-year timeframe
(2013 to 2024). This targeted search was uniformly applied across all databases included
in the review; we identified a total of 35 relevant articles. The outcomes are presented
in Table 1.

Table 1. Papers found in data source.

Data source Abstract selection and limited to 11 years

WoS 2

Scopus 28

IEEE Xplore 3

ACM Digital Library 0

Science Direct 2

Total 35

Figure 1 shows the results of the process selection articles. First, articles were inte-
grated into a unified document, and redundant entries (14 articles) were removed. Sub-
sequently, literature reviews were excluded, making a refined selection based on the
type of document, retaining only presentations and conference articles (which resulted
in the elimination of 4 articles). In addition, we have carried out an exhaustive selection
process focused on articles aligned with the specific scope of our work. This involved
excluding those that, despite containing the searched keywords in their abstracts, simply
presented disparate works on AI or CX, lacked a cohesive connection between the two
components, and used alternative definitions of CX, without delving into evaluations to
the consumer. Which is one of the main concerns of this study. Consequently, 23 articles
were excluded. Additionally, one article required payment and was consequently not
chosen, leaving a final count of 35 for review by the research team.
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Duplicate: 

14 articles 

Review:  

4 articles 

Without 

the scope: 

23 articles 

Payment: 

1 article 

Selected: 

35 articles 

Fig. 1. Results of articles selection process.

3.4 Articles Classification

Out of the 35 articles chosen based on criteria specified in ourwork and criteria during the
last eleven years of research, the majority are recent, dating back to 2019. This suggests
a significant surge in the prominence of AI techniques, particularly in the 6 years marked
by the pandemic. Table 2 provides a breakdown of the number of articles per year.

Table 2. Selected articles per year.

Year Paper selected

2019 2

2020 5

2021 13

2022 2

2023 12

2024 1

Total 35

Concerning the subject under study, various pieces of literature have delved into
assessing user experience employing AI. As illustrated in Fig. 2, the distribution of
studies reveals compelling insights. Notably, 71.4% of the cases (25 articles) demon-
strate discernible enhancements in CXwhen incorporating AI. Conversely, 17.1% of the
examined studies (6 articles) are not of improvement, while 11.4% (4 articles) indicate
a lack of clarity on the matter.

In the context of the 25 studies positing enhancement in CX facilitated by AI tools,
a discernible pattern has surfaced, underscoring the significance of interactions between
customers and machines. This interaction is evident both in physical settings, employing
image recognition, and virtually, through NLP strategies, as elaborated in 17 articles.
This encompasses the deployment of chatbots, social bots, intelligent voice assistants,
among other modalities (see Table 3). While some conventional machine learning (ML)
tools contribute to this evaluation, they are comparatively less prevalent. These include
Decision Trees (discussed in 2 articles), Naïve Bayes (covered in 1 article), K-Nearest
Neighbors (explored in 1 article), Neural Networks (delved into in 1 article), Deep
Learning (addressed in 2 article), Sentiment Analysis (analyzed in 2 articles), Regression
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25

6

4

Yes No No clarity

Fig. 2. Quantifying the Impact: Proportion of Articles Assessing AI’s Influence on Enhancing
CX.

Analysis (tackled in 1 article), and Explainability Algorithms (considered in 1 articles).
It is noteworthy that certain studies within this domain do not specifically deeper into
AI techniques.

Regarding the facets of the CX evaluation process, several components are analyzed.
Numerous studies delve into diverse elements, with a predominant focus of 29.3% on
customer satisfaction/experience/service. Additionally, 19.0%pertains to the customiza-
tion of customer products or services, quality of service/information/system represents
15.5%,while loyalty/trust is addressed in 13.8%of the articles. On the other hand, conve-
nience/intuitive and easy-to-use products represent 8.6%, transparency/communication
a 3.4%, and others, such as enjoyment, perceived usefulness, etc.) are discussed at 10.3%.
Figure 3 provides a summary of the evaluated aspects.

Fig. 3. Aspects of CX in which AI is frequently used.
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Table 3. Papers classification.

Cite Field of AI Improve
CX

Methods used Ethical
considerations

Aspects evaluated
/ analyzed

[9] Different types
of AI techniques

Yes Questionnaire
(quantitative)

No Convenience of
use,
customization,
and quality of
information

[10] NLP Yes Questionnaire
(mixed)

No Trust, intuitive
and easy-to-use
products, and
customization

[11] Chatbots (NLP) Yes Focus groups and a
scenario technique
approach
(qualitative)

Yes, concerns
about the use of
personal data
and privacy

Customization,
efficiency, and
system quality

[12] Conversational
assistants (NLP)

Yes Descriptive
research, using
surveys to collect
data (quantitative)

Yes, concerns
raised about
privacy and
handling of
personal
information

Ease of use,
enjoyment, trust,
and perceived risk

[13] Predictive
models

Yes Predictive
modeling
approach based on
historical and
current data to
develop your
mortality model
(quantitative)

Yes,
transparency in
the use of data
and algorithms,
especially about
privacy and
consumer trust

Precision and
transparency of
the process and
how they
influence
customer trust and
satisfaction

[14] None No Group discussions
and interviews
with consumers
and healthcare
professionals
(qualitative)

No Customer
satisfaction,
accessibility to
information, and
quality of service

[15] Image
recognition

Yes Combination with
image
decomposition for
sample processing
and identification
(quantitative)

No Provide brand
information and
improve
interaction
between
consumers and
brands

(continued)
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Table 3. (continued)

Cite Field of AI Improve
CX

Methods used Ethical
considerations

Aspects evaluated
/ analyzed

[16] Image
processing,
neural networks,
and deep
learning

Yes Data analysis
models
(quantitative)

No Customization,
system and
information
quality, and
customer
expectations

[17] NLP, sentiment
analysis, and
opinion mining

No Bibliometric
analysis using
databases such as
the Web of Science
(qualitative)

No Sentiment
analysis and
understanding of
emotions from
digital advertising
and social
networks

[18] Automation and
data analysis for
personalized
marketing

Yes Analysis of current
trends in digital
marketing and
their impact on
strategy formation
(mixed)

No Customization,
and efficiency in
communication
with customers

[19] NLP and
facial/emotional
recognition

Yes Analysis using
Instagram data,
NLP for sentiment
analysis, and AI
facial recognition
(quantitative)

No Emotions
expressed by
robots affect
users’ perception
and reaction

[20] NLP and Deep
Learning

No User data analysis
(quantitative)

No Automated
classification of
themes in
e-vehicle

[21] Chatbots (NLP)
and voice/facial
recognition
systems, and
analytics

No Analysis using a
questionnaire
applied by social
platforms such as
WeChat, Weibo,
and Facebook
(quantitative)

No Customer trust,
commitment, and
loyalty toward
sharing platforms

(continued)
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Table 3. (continued)

Cite Field of AI Improve
CX

Methods used Ethical
considerations

Aspects evaluated
/ analyzed

[22] iRCXM
technical model
and decision tree
classification
algorithm

Yes Semi-structured
interview
(qualitative)

Yes, obtain
customer
consent with
privacy
protection of
data collected
by robots

Customer
satisfaction

[23] AI voice
chatbots (NLP)

Yes Open online
questionnaires,
interviews, and
document reviews
(qualitative)

Yes, it refers to
privacy

Customer
satisfaction and
preferences

[24] None No Founded and
systematized
analysis of the
ethical principles
recommended for
implementing AI
in companies
(qualitative)

Yes,
transparency of
information,
fairness in
prices,
confidentiality
of personal data

None

[25] Social bots of AI
(NLP)

Yes Interviews were
conducted, and
customer journey
maps incorporated
social robots as a
point of contact
throughout the
service (mixed)

No Customer
satisfaction

[26] Decision tree,
naive bayes,
k-nearest
neighbors

Yes Data analysis
methodology that
integrated 3 ML
algorithms
(qualitative)

No Provide insight
into customer
behavior and
preferences by
customizing
content

[27] ML algorithms
and robotics

Yes Data analysis
(quantitative)

No Optimizing
operations and
improving
customer service

(continued)
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Table 3. (continued)

Cite Field of AI Improve
CX

Methods used Ethical
considerations

Aspects evaluated
/ analyzed

[28] NLP (Watson
System)

Yes Use and
experimentation of
technology, an
app, based on an
AI model (mixed)

No Customer
satisfaction

[29] Various ML
algorithms and a
LIME
explainability
model

Yes Data analysis
methodology
(quantitative)

No Customer
experience

[30] Regression
model

Yes Statistical and
econometric
analysis
(quantitative)

Yes, ethical
training is
suggested for AI
professionals,
consistent with
laws, and social
norms

Convenience of
use,
Customization,
trust, customer
loyalty and
customer
satisfaction
(evaluation
survey)

[31] None No
clarity

Online opinion
survey and a
covariance-based
structural equation
model
(quantitative)

No Perceived ease of
use, perceived
usefulness, and
behavioral
intention when
using chatbots

[32] Conceptual and
qualitative
analysis based
on the use of
bots, virtual
assistants, based
on AI

Yes Analysis model
(qualitative)

No Customization
and quality of
service through
artificial
intelligence tools
lead to a better
customer
experience

[33] NLP and
computer vision

Yes A method based on
a structured survey
(quantitative)

No Customization
experiences

(continued)
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Table 3. (continued)

Cite Field of AI Improve
CX

Methods used Ethical
considerations

Aspects evaluated
/ analyzed

[34] None No
clarity

Qualitative method Yes Service
interactions,
special customer
offers, targeted
promotion, and
demarketing

[35] AI-based voice
assistants (NLP)

Yes Voice-to-buyer
survey
(quantitative)

No Customer
experience
(Customized
voice shopping)

[36] NLP (chatbots
and virtual
assistant)

No
clarity

A method to
analyze marketing
intelligence
(qualitative)

Yes, it mentions
zombie
marketing as an
element that
negatively
influences the
client

Customer
satisfaction

[37] Analysis of
structural
parameters and
sociotechnical
systems for the
design of
eXplainable AI

No Analysis model
(qualitative)

Yes, dignity in
people and their
privacy

Not mentioned

[38] Chatbots (NLP),
digital voice
assistants, smart
homes, and
clusters

Yes Analysis, and
image processing
to personalize
products.
Additionally,
cluster analysis is
used (quantitative)

Yes, according
to the study,
machines
should support
humans, never
replace them

Product
customization and
recommendations

(continued)
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Table 3. (continued)

Cite Field of AI Improve
CX

Methods used Ethical
considerations

Aspects evaluated
/ analyzed

[39] NLP (voice
assistants)

Yes A method-based
approach; which
includes
interviews with
experts and
consumers. And a
cross-sectional
survey with active
voice assistant
users (mixed)

No Social identity,
desires,
customization,
usefulness, and
perceived joy

[40] Using AI
Chatbots (NLP)

Yes Semi-structured
interviews and the
UX curve method
(a method used to
study User
Experience)
(qualitative)

No Customer
satisfaction and
service
customization

[41] No special
technique is
specified, it only
generically talks
about AI

Yes Study of cases
(qualitative)

No Better service and
customer
experience

[42] Using AI
Chatbots (NLP)
and a structural
equation model

Yes Survey and
analysis
(quantitative)

Yes, emphasis is
placed on data
protection

Customer
satisfaction, trust,
perceived
usefulness, and
retention intention
in chatbot use.
The quality of
information,
system, and
service was also
analyzed

[43] AI applied to
strategic CRM
processes

No
clarity

Qualitative method No AI is addressed as
a tool to improve
customer
relationship
management
processes

Regarding the types of evaluations identified, the majority consist of quantitative
studies, with 16 articles. Subsequently, qualitative studies were also prevalent, with
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14 articles. Mixed studies, blending both quantitative and qualitative approaches, were
comparatively less common, appearing in 5 articles.

Table 3 illustrates the categorization of articles based on the study objective,
specifically, the utilization of AI as a mechanism for assessing the CX.

4 Results

We present the results regarding the articles found and analyzed, considering the
classification shown in Table 2 and the research questions defined in Sect. 3.1.

4.1 Answer Research Questions

1. Howcan theuseof artificial intelligence improve theCX?From the analysis conducted
in this study, certain elements have been identified that contribute to understanding the
posed question. Firstly, companies are leveraging information on customer behavior
derived from opinions, surveys, and purchases to train AI algorithms. These tech-
niques enable the recognition of consumer preferences, driving the design of new
products and services to contribute to improving CX, with a particular emphasis on
the presence of chatbots, social bots, conversational assistants, and similar appli-
cations, as evidenced in 17 articles. Secondly, the intensive use of technology in
conjunction with AI translates into providing customers with more comprehensive
system and precise information and service, as reflected in 9 articles from this study.
This is manifested in the ability to deliver real-time responses to customer inquiries,
in addition to providing experiences that ensure greater well-being, as discussed in 7
articles. Finally, the application of AI contributes to optimizing business processes,
thereby fostering improvements in CX.

2. Which fields of artificial intelligence are most frequently used to evaluate customer
experience? In the conducted analysis, various AI techniques and methodologies are
employed to evaluate CX. Particularly, NLP plays a central role, highlighted in 17
articles. Additionally, albeit less frequently, some conventional ML tools are utilized,
including DT (discussed in 2 articles), NB (covered in 1 article), KNN (explored in
1 article), ANN (delved into in 1 article), and Deep Learning (addressed in 2 article),
SentimentAnalysis (analyzed in 2 articles), RegressionAnalysis (tackled in 1 article),
Explainability Algorithms (considered in 1 article), among others.

3. What are the aspects of customer experience in which artificial intelligence is most
frequently used? Regarding the aspects of the CX evaluation process analyzed
in the study using AI, efforts to enhance are noteworthy: (1) customer satisfac-
tion/experience/service, addressed in 17 articles; (2) customization of products and
services, discussed in 11 articles; (3) service/information/system quality, examined
in 9 articles; (4) loyalty and trust, highlighted in 8 articles; (5) convenience/intuitive o
use, mentioned in 5 articles; (6) transparency/communication, referred to in 2 articles;
and (7) among others, discussed in 6 articles.
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5 Conclusion and Future Work

We conducted a literature review focused on evaluating the CX in interactions with
AI tools. Several studies indicated that companies actively utilize these techniques
to enhance their processes, increase competitiveness, and respond to customer needs,
ultimately improving the overall CX.

Through our analysis, it became evident that AI techniques indeed contribute to
enhancing the CX. Notably, NLP techniques within the AI domain are predominantly
employed, with a particular emphasis on the utilization of chatbots, social bots, and
conversational assistants. This approach aims to recognize customer needs in real-time,
engage with them, and deliver timely and reliable responses.

Continued refinement of these practices, encompassing their design, implementa-
tion, and interaction with clients, is imperative. The choice of technique depends on
the specific sector or industry of implementation, due to privacy concerns and informa-
tion security. Ethical considerations must be paramount in guiding these practices. To
facilitate this, we recommend establishing comprehensive policies and implementation
guidelines that ensure harmonious interaction between machines and humans.

Looking ahead, future endeavors should focus on leveraging these tools to enhance
CX and satisfaction throughout the entire process of acquiring products and services.
However, the cautious use of AI tools is paramount; they should serve to support
organizations in achieving their objectives while safeguarding the privacy of clients.
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Abstract. The adoption and use of social media by Small, Medium and Micro-
Sized Enterprises (SMMEs) is an area that has received attention from scholars.
Yet, there remains a limited understanding of what informs an SMME’s decision
to adopt a specific social media platform and how SMMEs review the performance
of adopted platforms. The study sought to address this gap and primarily examined
SMMEs in the hospitality sector in South Africa.

The study followed a qualitative enquiry with data collection using semi-
structured interviews from 15 Small, Medium and Micro-Sized Enterprises
(SMMEs).

The findings identified four key factors that influenced the selection of social
media platformswithin the trade and accommodation industry.Additional findings
elicited the various techniques utilised by SMMEs to review the performance of
adopted socialmedia platforms and the impact of analysed data in guiding strategic
decision-making. Key organisational driver behind SMMEs selection of a particu-
lar social media platform was the business value they anticipated to create from its
integration with business objectives. Individual factors of age and digital literacy
of the manager influenced the selection of a particular social media platform. The
findings provide practical implications to practice and a better explanation of how
SMMEs make strategic decisions when adopting and use social medial.

Keywords: Social media · Hospitality sector · Digital business transformation ·
E-Business

1 Introduction

Social media can afford businesses many opportunities including electronic communi-
cation, user-generated content, and cost-effective marketing strategies (Jones, Borgman,
and Ulusoy, 2015). Ndekwa and Katunzi (2016) state that through the adoption of digital
technologies Small, Medium and Micro-Sized Enterprises (SMMEs) are provided with
the opportunity to not only obtain access to the global market but also compete with
larger (and market-leading) enterprises. However, for SMMEs to survive in an African
market, and operate in a global market, they need to use their inherently flexible structure
to adapt to digital and market developments (Gümüs & Kütahyali, 2017). Oji, Iwu and
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Haydam (2017) state that special attention should be paid to social networking tools and
microblogs. This is due tomany SMMEs appreciating features such as built-in analytical
tools as well as similarities in the identified tools with traditional communication tools
(McCann&Barlow, 2015). Through the use of those tools, SMMEscanpotentially derive
functional business value–which focuses on financial improvements afforded through
the adoption of IT systems–and symbolic business value–which focuses on monitor-
ing and improving brand reputation and recognition (Grover et al, 2018). Prior studies
such as those of Fan and Gordon (2014), have shown that business value can be best
achieved when organisations can make sense of their data. Seddon et al (2017) propose
business analytics as one avenue through which organisations can understand their data
and subsequently gain a competitive advantage that can assist in increasing their profit
margins. In the context of social media, the concept of social media analytics is more
relevant and imperative due to the amount of data generated from social media platforms.
Social media platforms afford users the ability to generate content online, where the data
from the content collected can provide businesses with potential innovation ideas once
analysed (Dong & Wu, 2015). Although there have been several studies that seek to
understand the influence of social media analytics on an organisation’s ability to gen-
erate business value, these have been few (Stockdale, Ahmed, & Scheepers, 2012). In
addition, there remains limited number of studies focusing on the factors that influence
SMMEs’ selection of social media in developing economies; and how these SMMEs
go about evaluating the success of their social media platforms (Tiago & Veríssimo,
2014). This is problematic, given that most SMMEs–particularly those in developing
economies–fail to succeed within the first few years of establishment (Bushe, 2019).

This study sought to understandwhat informs anSMME’s decision to adopt a specific
social media platform and how SMMEs review the performance of their social media
platform. The study examined SMMEs in the hospitality sector in South Africa. The
selection of the sector was due to the Small-Enterprise-Development-Agency (2019) cat-
egorising the hospitality sector as the largest sector within the service industry contribut-
ing towards economic development and job creation. The study categorised SMMEs
based on the criteria shown in Table 1. There were two categories used to segregate the
types of SMMEs, these are namely the number of employees and the annual turnover
range–with the upper and lower bounds representing theminimum andmaximum annual
turnovers across all sectors (Zulu, 2019).

Table 1. SMME Criteria (Zulu, 2019)

Size Total full-time Equivalent of
paid Employees

Total Annual Turnover (Million)

Micro-sized Enterprises 0–10 R5–20

Small-sized Enterprises 11–50 R15–80

Medium-sized Enterprises 51–250 R35–220
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2 Literature Review

This study adopted a combination of the Normative Decision-Making Model, the Social
Media Analytics Model, and the E-Business Value Model–as shown in Fig. 1–to under-
stand the factors influencing SMMEs selection of social media tools and how SMMEs
engage in evaluating the success of these tools. The Normative Decision-Making Model
has been used to understand how organisations select information technology applica-
tions with the focus on the organisation’s business goals and objectives prior to mak-
ing recommendations (Nagle & Pope, 2013). The model has four phases: Intelligence,
Design, Choice and Review. In the Intelligence phase, the organisation takes into con-
sideration the prerequisites required of the selected social media tools during the pre-
planning phase (DiMicco et al. 2008). The organisation identifies key value drivers and
metrics that they would like to achieve through the introduction of specific social media
tools into their business strategy. Then, the process of identifying unique features of
various social media tools as well as the uses of those social media tools is undertaken
during the design phase. Such uses include gaining a competitive advantage, creating
stronger relationships with consumers, creating cost-effective marketing strategies, and
promoting new partnerships (Nagle & Pope, 2013). In the choice phase, a shortlist of
possible social media tools is made, and the tools are ranked based on the most favorable
features and affordances. Nagle and Pope (2013), state that at this stage, tools that can
offer “value for more focused activities” will be considered. In the final phase, manage-
ment reviews the deployed social media tools to determine whether the implementation
was a success or failure.

To derive business value from social media, organisations are encouraged to deploy a
Social Media Analytics Model that gathers and analyses social media data from various
platforms to assist in making strategic decisions (Lee, 2018). Having analytical tools
such as Radian6 and SAS, offers organisations services to monitor factors such as traffic
and impressions (likes and comments) (McCann & Barlow, 2015). To effectively mea-
sure the data collected, organisations should have metrics, frameworks and objectives
to capture, understand and present social media data taking into account the velocity,
volume, variety, and variability of the data (Wamba et al, 2016). A successful model with
predefined metrics will afford advancements in marketing, sales and customer service
(Davis & Logan, 2019), and in so doing, contribute towards business value.

Lee (2018) argues that to better understand consumers, one needs to have amodel that
captures, understands, and presents social media data. By paying attention to choosing,
monitoring and listening to social media platforms, “businesses can better target their
product offerings” and ultimately “find new participants” (Ketelaars 2011, 28). Duong-
Van (2014), highlights the importance of sentiment analysis in assisting organisations
to better understand consumer’s opinions by site crawling and identifying data to be
analysed. Through the process of cleaning the data, measuring the frequency of certain
keywords and evaluating the relevance of the data to the business, a ‘sentiment’ will be
created (Duong-Van, 2014). Organisations can use this data to “predict future outcomes
and behaviours”, forecast the “growth of customer[s] or sales” and ultimately create
business intelligence that subsequently promotes new transactions, newcustomers, brand
awareness, brand recognition, and brand engagement (Fan & Gordon, 2014,5).
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Fig. 1. Conceptual framework for business value

Finally, the conceptual model includes key E-Business Value Model drivers of Nov-
elty, Efficiency, Lock-in and Complementarity that are perceived to contribute towards
business value. Ketelaars (2011) states that the transaction efficiency increases as the
transaction cost decreases and this is often prompted by social media encouraging a
reduction of search costs. Through the introduction of social media, businesses can gain
access to a larger demographic of their target markets, thus, decreasing search costs
(Amit & Zott, 2001). In addition, social media promotes efficiency and transparency
by providing consumers with symmetric information between all parties involved in the
business. E-business platforms using social media promote the creation of new products,
services, marketing methods, in addition to providing access to new markets in ways
that traditional businesses failed to. Social media specifically encourages efficient com-
munication mechanisms that allow businesses to find new consumers and “engage in
new timely and direct end-consumer contact at relatively low cost[s] and higher levels of
efficiency” (Ketelaars, 2011, 27). Nagle and Pope (2013) argue that both efficiency and
novelty should be considered as the greatest factors contributing to value creation in e-
business. The combination of the two value drivers promotes new transaction structures,
new participants, reduced search costs and growth in the scale of economies (Amit &
Zott, 2001). Although complementarities are not widely discussed in literature and are
less apparent through the introduction of social media, Amit and Zott (2001) highlight
that social media can offer ease of access to complementary products and services. Kete-
laars (2011) states that the ability to use e-business platforms to facilitate cross-selling,
direct advertising and create virtual communities are important factors in promoting
value creation.
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3 Methodology

This study followed an interpretive approach to document the experiences of SMMEs–
in the hospitality industry–with social media. Purposive sampling was used to select
SMMEs to participate in the study. To initiate the process of identifying a sample pop-
ulation, the researcher identified accommodation establishments in the Western Cape
province and Gauteng province using the South African Tourism Grading Council’s
public database. These provinces were selected as they have the highest number of
SMMEs in the hospitality industry in South Africa (Small-Enterprise-Development-
Agency, 2019). Subsequently, SMMEs that had adopted social media were identified to
participate in the study. Target respondents included (i) the SMME owner or manager–
due to their overall knowledge of their SMME, its business objectives, the processes and
practices; (ii) the IT manager as well as those with technical expertise to understand the
technologies adopted by the SMME and how the adopted digital technologies impacted
the organisation’s creation of business value; (iii) and finally the marketing manager to
gain an understanding of the tools adopted for marketing strategies, brand and reputa-
tion management strategies as well as how social media played a role in their marketing
activities. Data was collected using semi-structured interviews and the interviews were
informed by the conceptual framework in Fig. 1 as well as the key questions: what busi-
ness value do SMMEs derive from the use of social media and how is business value
derived through the use of social media?

The analysis process followed the phases laid out by Braun and Clarke (2006) for
thematic analysis. In the first phase titled Familiarisation of Data, the researcher tran-
scribed the data and routinely engaged with the data set to document “verbatim account
of all verbal and nonverbal utterances” (Braun & Clarke, 2006, p.18). Although Otter.ai
was used to assist in auto-generating transcriptions of semi-structured interviews, the
researcher reviewed the audio recordings whilst reading the Otter.ai transcriptions to
ensure that the correct information was presented in the transcriptions. In the next phase
(Generating Initial Codes), the transcribed data was organised into groups which were
subsequently categorised into initial units of analysis (codes) to identify “semantic con-
tent or latent content that appears interesting” (Braun&Clarke, 2006, 19). Subsequently,
in the Searching for Themes phase, the codeswere analysed to identify those that denoted
similar concepts. The codes were merged or collapsed together to form a major theme
and those that did not have enough data to qualify as themeswere removed in theReview-
ing of Themes phase. Finally, in the Naming of Themes phase, five major themes were
identified to be influential in selection a social media platform: Business Value SMMEs
Derive from the Use of social media, availability of in-house social media skills, finan-
cial support and decision makers demographic and digital literacy. Emergent themes
regarding the techniques which organisations use to review their social media platform
were social engagement, direct sales, consumer reviews, social media analytics and a
combination of these identified techniques.
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4 Findings

Data was collected from 15 SMMEs operating in the Hospitality Sector. Table 2 shows
a summary of organisational information and respondent information pertaining to each
interview. The table highlights that most respondents held positions in management
(46%)or ownership (40%)within their organisation.Only two respondents held positions
directly related to social media management or social media consulting. The data col-
lection process further highlighted that that the most popular social media tools adopted
by accommodation establishments were Facebook and Instagram.

Table 2. Demographic details of organizations and respondents

ORGANISATION INFORMATION RESPONDENT 
INFORMATION

Organisation Location Vision for Adopting social me-
dia Tool(s)

Social Media 
Tool(s)

Professional 
Position

Experience 
with social 
media

A
ir

b
n
b

AirbnbINV1 Western 

Cape

Increase brand awareness and facili-

tate bookings.

Instagram Manager Limited

AirbnbINV2 Western 
Cape

Increase brand awareness and pro-
mote ease of access to accommoda-

tion information.

Instagram, Face-
book, and 

WhatsApp

Ad-Hoc Man-
ager

Intermediate

AirbnbINV4 Western 
Cape

Increase communication with cus-
tomers.

WhatsApp Owner Limited

AirbnbINV5 Western 

Cape

Increase brand awareness and facili-

tate bookings.

Instagram and Face-

book

Manager Limited

B
o
u

ti
q
u
e 

H
o
te

l

Bou-
tiqueHotelINV1

Gauteng Increase brand awareness, create an 
online community, and promote co-

creation between local brands.

Instagram, Face-
book, Tik Tok, 

Twitter and Twitch

Owner Advanced

Bou-
tiqueHotelINV2

Western 
Cape

Increase brand awareness, ease of 
access to information and encourage 

communication with customers.

Instagram, Face-
book, Twitter, and 

WhatsApp

Manager Advanced

Bou-

tiqueHotelINV3

Western 

Cape

Increase brand awareness. Instagram, Face-

book, WhatsApp

Owner Limited

Bou-

tiqueHotelINV4

Gauteng and 

Western 
Cape

Increase brand awareness and create 

customer loyalty.

Instagram, Face-

book, and Twitter

Social Media 

Consultant

Advanced

G
u

es
t 

H
o
u

se

Bed&Break-

fastINV1

Gauteng Increase brand awareness and access 

a younger target market.

Facebook Owner Advanced 

Guest-

HouseINV1

Gauteng Increase brand awareness and pro-

mote co-creation between local 
brands.

Instagram and Face-

book

Owner Intermediate

Guest-

HouseINV3

Western 

Cape

Increase brand awareness, manage 

customer feedback, and promote 

ease of access to information.

Instagram, Face-

book, and Twitter

Manager Intermediate

Guest-

HouseINV4

Western 

Cape

Increase brand awareness and access 

a younger target market.

Instagram, Face-

book, and Twitter

Social Media 

Manager

Advanced

Guest-

HouseINV5

Gauteng Access new target markets and in-

crease brand awareness.

Facebook and 

WhatsApp

Manager Intermediate

Guest-
HouseINV6

Western 
Cape

Increase brand awareness and facili-
tate communication with customers.

Instagram, Face-
book, and Twitter

Owner Limited

Guest-
HouseINV7

Western 
Cape

Increase brand awareness and facili-
tate bookings.

Instagram, Face-
book, and Twitter

Owner Intermediate

Factors Influencing the Selection of a Social Media Platform.
Business Value.

Promote Website Traffic. There was a consensus amongst organisations that their web-
sites were static and lacked traction from consumers. As highlighted by Boutique-
HotelINV2, the introduction of social media assisted in increasing and promoting click-
throughs to organisations’ websites. According to respondent GuestHouseINV4, “with
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social media, it’s just enough to really get people onto the websites and try and get them
hooked in other ways if that makes sense”. This sentiment was agreed upon by several
respondents such as BedandBreakfastINV1 who saw social media as not presenting the
“whole story” but could be used as a tool that enabled or channelled customers to their
website in stating: “In my personal experience if I wanted to Google a company and
they only have a Facebook page, I don’t like it. I want to see a proper website, and see
if I can click on many things, with proper details. It seems to me that the Facebook site
does not give enough information, you know. You just see posts. We have a website, with
an address, with proper pictures, you know, like a whole story. I like it that way”.

Communication, Transparency and Effective Marketing. Respondents stated that social
media had the potential to provide consumers with access to more information regard-
ing their organisation and thereby facilitate direct bookings. AirbnbINV1 stated that
“we wanted consumers to see pictures [view previous customer’s experiences of our
services] and book straight away”. Respondent GuestHouseINV1 implied that their
organisation adopted social media as a tool to facilitate communication and provide a
platform to respond to queries efficiently and in a formal yet personal manner. This was
an important affordance of social media, given that prior websites were static. The need
to communicate and be transparent was important because “guests do not want surprises.
For example, my dogs, they are on our websites because I don’t want anybody pitching
up and saying they didn’t know we had dogs. So that is for me complete transparency”
[GuestHouseINV6]. The cost-effective marketing approach of social media was also noted.
GuestHouseINV4 highlighted this factor stating “we post more frequently, it’s mostly
like sharing if we have specials or sales. We do the Facebook advertising and Instagram.
So, if I am running a campaign then, I run the same campaign on both platforms”. This
ability to run the same post on multiple platforms at a low cost was seen as advantageous
as it allowed them to increase access to new target markets.

Brand Awareness. 12 SMMEs stated that their adoption of a social media tool was
strongly influenced by its ability to increase brand recognition and brand awareness.
The ability for social media to create awareness for a business–through boosted posts,
advertisements, and general content sharing–was perceived as an important factor and
was identified as a key criterion influencing the adoption of social media for strategic
purposes. Social media was seen as a “good marketing tool for brand awareness not
only from just a purely visual perspective, but also from doing live talks and things like
that. It has brought a new audience in, so half of our followers are from America and
half of them are from South Africa”. [BoutiqueHotelINV1].

Promotion of Services and Direct Bookings. Respondents identified the Paid Promo-
tions feature on Instagram (GuestHouseINV7) as well as the Boosted Posts feature on
Facebook (AirbnbINV2) as the most frequently utilised features to promote their prod-
ucts and services. According to respondent BoutiqueHotelINV2, social media “allowed
us to post something that’s happening now. You know, a beautiful fireplace, snow in the
mountains; whereas the website has a bigger, better overall description”. According to
BoutiqueHotelINV2 the combination of promoted posts coupled with Call-To-Action
features such as ‘Book’, ‘Reserve’, and ‘Contact Us’ encouraged direct bookings. This
new manner of making bookings was desirable as it ensured that establishments could
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easily monitor bookings, have control over-bookings and reduce commission expenses.
Respondent BoutiqueHotelINV4 explained that “We have a book now button on Face-
book which allows prospective customers to book their order. Generally, it links directly
to the website…. we want to entice more direct bookings”. Respondent GuestHouse-
INV7 shared their experience of securing bookings through social media: “If we have
a special or a competition, then those are ones that I track, and I can see when people
share, and we’ve had bookings from that and even further enquirers which would not
have been booked if it was not for the sharing feature of social media”. These benefits of
socialmediawere perceived to be cost-effective for the organisations because “there isn’t
any commission requested from amiddleman” (BoutiqueHotelINV4) thereby increasing
financial gains from bookings.

Provide Complementary Products and Services. To acquire more traffic on their web-
sites, respondents indicated that their organisations used complementary products and
services when “promoting products to provide prospective clients with a holistic view or
information of their trip” (GuestHouseINV7) thus assisting in encouraging prospective
clients to make a booking. Most organisations indicated that they used social media
platforms to provide information on various activities consumers could take part in if
they stayed at their accommodation establishment. According to respondent GuestHou-
seINV4: “We try to create that theme of a united a stay. You know, it’s not just this where
you’re going to sleep at night, it’s: this is where you could eat on the weekends, and this
is what you could do. So yeah, we do a lot of that sort of thing”.

Develop andFacilitate Partnershipswith IndustryPartners. Most respondents indicated
that social media allowed them to create new business partnerships with other organ-
isations and influential members of society. Five SMMEs stated that they partnered
up with community influencers or organisations that could provide digital content that
could contribute to making their organisation more desirable to consumers. Respondent
AirbnbINV2 highlighted the positive influence that these partnerships had on creating
exposure for their organisation in stating: “We were approached by a woman who is a
travel blogger and two other Instagrammers to stay here and advertised our place. They
had quite a wide following. we got so much more exposure than we would have got from
probably nine months of promoting posts like this. But it’s hard to say what the financial
payoff will be”. Respondent GuestHouseINV5 indicated that when a “very influential
somebody” agrees to partner, they give “credibility to the place and for us, we actually
noticed how we immediately got something like close to 297,000 likes on our page”.
Furthermore, GuestHouseINV1 identified that in most cases, this partnership goes hand
in hand with the provision of “complementary products that we offer”.

Availability of In-House Skills. Several SMMEs highlighted that acquiring and retain-
ing employeeswho had the necessary skills to adopt, implement andmaintain their social
media platforms was a challenge and costly. These challenges according to respondent
BoutiqueHotelINV3 encouraged their negative attitude towards social media because:
“we are small, it doesn’t warrant me having someone do it for me because I can’t afford
that person. It is quite difficult unless, you know, you yourself become clued up with
technology.”.
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Eleven SMMEs highlighted that they independently managed their platforms even
though they did not have the necessary IT and marketing skills to do so. Respondent
AirbnbINV1 indicated the need for skilled personnel who understood “social media and
my website. I am just busy so I might hire someone for that because I cannot keep up
with Instagram and websites you know there are all kinds of tricks and trades to keep
your website alive and going. I do not know all these things and I do not think I got time
for it”. The lack of in-house technical and social media management expertise resulted
in most managers assuming several roles within their organisation including that of a
social media manager.

Financial Support Acquiring financial resources for marketing on social media was
identified as a challenge. Respondents highlighted their concerns with having limited
funds to compete with the tourism industry’s pressure for establishments to engage in
aggressive targeted marketing on social media. SMMEs’ lack of funds was emphasised
byGuestHouseINV4 stating thatmanySMMEsdid not have a dedicated budget for social
media activities, whether it be for hiring an expert or marketing purposes. According
to respondent AirbnbINV2: “It’s a tough market because now everybody is promoting
themselves strongly on these platforms, like Instagram especially. I think it’s quite hard
for us, compared to some other or larger guest houses”.

Eight SMMEs were facing financial constraints to employ skilled professionals,
upskilling, and increasing their marketing budgets. Furthermore, the financial constrain
became exacerbate by COVID-19 which made some organisations to downsize or lost
income. Respondent BedandBreakfastINV1 explained the financial challenges related
to maintaining an SMME by stating: “In the beginning, the overheads were covered by
about 40% occupation. But as we continued, we needed more than 40% to break even
and everything thing started getting more expensive. I got another company to do our
social media. From the page, they gave me statistics every month or so. So, I only stopped
using them because I could not afford their cost - because of COVID, the economy has
been bad”.

Age and Digital Literacy of Decision-Makers. It was made apparent that SMMEs
with older owners initially adopted socialmedia platforms that ownerswere familiarwith
and believed to be easier to use. Most older owners preferred the use of Facebook as it
“was the easiest one to use” (BedandBreakfastINV1). Respondent BoutiqueHotelNV1
explained how the owner’s age influences the platform adopted: “we have Twitter and
Facebook. We tried Tik Tok, I am a little older for that. So, I got somebody to run that
for me”.

Eight SMMEs identified that a critical factor influencing their choice of a socialmedia
toolwas its ability to increase their directmarketing capabilities by increasing their access
to their current and new target markets. In most cases, Instagram was adopted to target
a younger demographic whereas Facebook was adopted to target an older demographic
profile. RespondentGuestHouseINV6 confirmed that “Instagram ismore for the younger
people. For the older people, my age–sixty-year-olds–would not read those, so I would
do Facebook for older people to target them and Instagram for younger people”. The
sentiment was affirmed by respondents GuestHouseINV4: “we chose Instagram to reach
a bit of a younger market, I think Facebook tends to be getting like an older market”.
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Review of Social Media

Social Media Engagement. Respondents stated that they reviewed the performance of
their social media tools based on content and viewer engagement rates. Organisations
set metrics to monitor the number of followers, views, shares, and likes they received on
their social media platforms because this assisted in maintaining and building customer
relationships (BoutiqueHotelINV2). Respondent GuestHouseINV5 explained that: “we
look at the number of likes. A couple of days after we post something, we monitor
the amount of people directly calling and emailing to inquire or make bookings and
all of that”. The most frequent types of conversations monitored were those related
to inquiries and feedback. Respondents identified that platforms that did not encourage
engagement or promote brand awarenesswere often neglected. Inmany instances Twitter
was neglected by GuestHouseINV4: “because I don’t think it was beneficial. It wasn’t
really reaching many people and it was time-consuming. So, to sit and do a tweet or
blog post for few people to read it, is a waste of time rather than putting your time and
energy into face-to-face marketing”.

Reviews as part of engagement, were perceived to be an important criterion in
determining the success of an establishment, particularly in the business’s early stages.
Respondents noted that reviews, both positive and negative assisted in providing con-
structive feedback that can be used to improve the establishment (GuestHouseINV3).
Furthermore, it was made apparent that social media was beneficial in allowing organ-
isations to promptly respond to reviews and feedback. For example, “If someone has a
bad experience, or they mentioned something that I don’t necessarily want anyone to
share, then I would acknowledge that and try to mediate the situation.” [GuestHouseINV7].

Direct Sales. When the adopted social media platform did not promote bookings, some
organisations reverted to traditional means of marketing as indicated by respondent
GuestHouseINV6 in stating: “I paid some money in lockdown to promote the guest-
house on Instagram. I got a lot of views but obviously no bookings. So, it’s hard to mea-
sure that. For me it is a very personal business, so emails and telephones are best the
way of dealing with customers”. Feedback from respondents highlighted that although
social media created brand awareness and resulted in increased views, in most cases,
the brand awareness generated failed to translate into direct sales. Most sales according
to GuestHouseINV1 were derived from a customer “referral, relationship, and trust in
my experience”. Thus, taking into consideration that social media can facilitate book-
ings, this response emphasises the importance of monitoring social media platforms to
determine if engagement rates are translating into consumer conversions.

Limited use of SocialMedia Analytics. Aminimal number of SMMEs stated that they
performed social media analytics due to various factors including limited knowledge on
how to perform social media analytics and having limited knowledge on its significance.
Respondents, such as BoutiqueHotelINV2 had minimal interest in the information col-
lated from performing analytics: “We do, but I would say in limited capacity. I do
sometimes read the data, probably not as often as I should”. Similar sentiments were
echoed by respondent GuestHouseINV7: “I look at the insights on Instagram, but I have
not used them asmuch”. Nevertheless, four SMMEs stressed their interest in engaging in
social media analysis, particularly in trend analysis, sentiment analysis and conversation
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analysis to monitor engagement rates and subsequently implement strategies to address
negative feedback (if required). Respondent BoutiqueHotelINV4 noted the importance
of performing sentiment analysis to understand customer behaviour: “You look at all
kinds of things like the behaviour of your followers. Basically, the interaction that you
have, and the engagement and the reach as well that you have with your client base or
your followers”. Respondent AirbnbINV5 stated that trend analysis helped to ensure
maximum occupancy, particularly during seasons where tourism levels were lower. The
respondent further explained that “We look at more specific data. We do have Google
business, that one we track a bit more to see, when are people looking at our pages and
when the views are down, to sort of pick up the trends of when the markets busy and
what can we do for the downtime”.

Airbnb used a combination of metrics. These included but were not limited to social
media interactions, Airbnb views, income, Airbnb ratings, and bookings. Respondent
AirbnbINV1 would “check how many views I get, average income and my average
of my star rating. You know a lot of times when I get a two-star, it will bring my five
stars right down, so I got to check that”. The importance of consumer reviews was also
perceived to be significant. Other respondents used data collated from analysis to ensure
that they were posting according to their followers’ interests and actively engaging with
followers during the times where the level of engagement was predicted to be higher
(BoutiqueHotelINV1, GuestHouseINV3 and GuestHouseINV4). Findings also show
that to effectively build business intelligence from the analysed data it was important to
identify metrics linked to consumer demographic information, specifically information
linked to customers’ “geolocation, age group, gender base, and who is engaging with
the brand the most” [BoutiqueHotelINV1]. This demographic information was particularly
important for organisations that had a customer base thatwas both local and international,
as it would allow them to better cater for their respective customers’ needs.

5 Discussion

This study had two objectives. Firstly, to identify the factors influencing how an SMME
in developing countries selects a social media platform. Four key themes were identified
to be influential. One of them is the business value SMMEs derive from the use of social
media. Social media was able to provide four notable business values: increase in traffic
to static websites; promotion of communication and transparency of the establishment’s
products and services; increase in brand recognition and awareness through comple-
mentary products and services; as well as an increase in bookings encouraged by online
campaigns and promotions.Therewas a strong perception that social media hadminimal
influence in promoting brand loyalty. Participants identified that traditional communi-
cation methods such as word of mouth, emails and newsletters were more successful
in remaining in contact and solidify relationships with previous customers. Respondent
BoutiqueHotelINV2 explained that the use of traditional communication methods was
the “biggest communication strategy of keeping up with clientele”. Traditional means
of communication allowed organisations to maintain loyal customers or those who were
not exposed to social media. Organisations in this study found websites and traditional
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means of communication as being more valuable than the use of social media in estab-
lishing trust and communicating with their existing–especially older–customers. This
is significant because as much as social media is being hailed as a tool for attracting
new customers, cultivating relationships with existing ones and improving collabora-
tions with customers (Shaltoni, 2017), organisations in this study did not perceive it as
a tool that encouraged trust to ensure the survival of their establishment.

The business value derived from social media was constrained by the organisation’s
internal resources, specifically, financial resources, technical and marketing expertise
related to social media. Factors such as limited financial resources and the impact of
COVID-19 played a critical role in their inability to adopt and maintain their social
media platforms. The results echo Mosweunyane’s (2016) findings that identified that
a lack of financial support–particularly from governmental organisations–prevents the
advancement of SMMEs, particularly those in the tourism sector. This is due to the
lack of financial assistance often limiting the ability for SMMEs to introduce technolo-
gies that require organisations to dedicate a substantial amount of capital to implement
and manage technologies (Tiago & Veríssimo, 2014). In addition, Kalidas et al (2020)
highlighted that SMMEs are less likely to manage the burden imposed by COVID-19
due to their limited access to cash, operating with a smaller client base and having a
limited capacity to manage commercial pressures in comparison to larger organisations.
Findings show that external support from family members, acquittances and influential
community members/celebrities were deemed to be an important factor in assisting to
distribute social media content–particularly through features such as post sharing.

SMMEs perceived social media as an effective marketing tool that led to transaction
efficiency (Ketelaars, 2011), “because of some of the engagements that led to direct
bookings was because there was no middle-man involvement” [BoutiqueHotelINV4].
For some SMMEs, their adoption of a social media platformwas influenced by its ability
to facilitate or offer online booking options. SMMEs in this study saw Call-to-Action
features such as Book, Reserve and Contact as a novelty of social media that created
new and efficient ways in which transactions such as direct bookings could occur. These
perceptions echo Zubia’s (2018), who argues that Call-to-Action features are desirable as
they ensure that the purchasing journey is simplified to encompass fewer steps between
the time inwhich the consumer is influenced, and the reservation is confirmed. In addition
to the Call-to-Action features, social media features found to be important include the
Paid Promotions feature, the Boosted Posts feature as well as features that enabled
SMMEs to evaluate their social media performance.

Individual factors of age and digital literacy of the manager and or the owner influ-
enced the selection of a social media platform. Similar findings are reported by He et al.
(2017). These factors together with organisational constraints such as lack of in-house
expertise, unfortunately, resulted in organisations not being able to fulfil [all] the phases
of the normative decision-making model due to the lack of know-how and awareness
of, for example, value drivers and metrics that are necessary to achieve when introduc-
ing social media tools into their business strategy (DiMicco et al., 2008). To remedy
the challenges posed by individual factors, it is advised that SMMEs be provided with
social media and related technology training to create not only “awareness but also to
improve their ability to increase the usage of these platforms” (Žufan et al, 2020, 109).
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The second goal of the study was to explore how SMMEs reviewed their social
media platforms. The criterion used to review and measure the success of a particular
social media tool rested on monitoring customer engagement rates, direct sales made,
consumer reviews and feedback, and to some extent basic data analytics. However, a
limited number of SMMEs identified that they used social media analytics for trend
analysis, sentiment analysis and conversation analysis. It was made apparent that their
rationale for performing social media analytics was mainly to monitor customer con-
versations as these allowed organisations to acquire information related to consumers’
perceptions towards their brand which could be used to improve customer services (Lee,
2018) However, some organisations stated that they faced challenges with performing
social media analysis as they often relied upon the built-in social media listening features
offered by social media platforms which have limited capabilities thus making it difficult
to monitor, listen to and analyse data. These challenges negatively influenced SMMEs’
ability to engage in building social media intelligence as the social media platforms only
provided participants with aggregate-level data. These findings support the view of Moe
and Schweidel (2017) who state that social media listening platforms are not effective
when used in isolation as they provide a high-level view of data collated from automated
sentiment analysis, limited conversation analysis and volume breakdowns. Those that
did not regularly engage in social media analytics cited minimal interest in the informa-
tion collated from performing analysis. This was due to the information being analysed
in isolation; the lack of in-house analytical expertise to do the analysis and make sense
of the results; and the lack of awareness of what data analytics can do for the organi-
sation. These findings were in alignment with Oji et al.’s (2017) results that highlight
that a lack of in-house skills–particularly those related to marketing, management and
IT–often contribute to a business’s failure especially in countries such as South Africa
where entrepreneurs lack training and education.

6 Conclusion

This study sought to understand what informs an SMME’s decision to adopt a spe-
cific social media platform and how SMMEs review the performance of their social
media platforms. The findings show that the selection of social media platforms was
influenced by both organisational and individual factors. The key organisational driver
behind SMMEs selection of a particular social media platform was the business value
they anticipated to create from its integration with business objectives. This was then
followed by the availability of in-house technical and marketing expertise, financial
support. It was observed that SMMEs put trust at the forefront of their operations and
were cognizant of the fact that although social media presented its benefits; as a tool, it
did very little to facilitate trust, build brand loyalty and establish communication with
existing loyal customers. With these findings, this study recommends that rather than
forcing SMMEs to institutionalise social media, they should adopt a moderate use of
social media whilst engaging in their traditional methods of communicating with their
customers. In addition, SMMEs use of social media should be seen as a complementary
tool to their websites where extensive information on the establishment is presented.
Individual factors influencing the selection of a particular social media platform were
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related to demographic factors such as the age anddigital literacy of themanager or owner
of the organisation. This study recommends that SMMEs are provided with social media
and related technology training, information literacy and the relevant digital resources to
create not only awareness of the influence of social media on an organisation’s success
but to also improve adoptee’s ability to effectively maximise the potential of adopted
platforms.
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Abstract. Customer engagement (CE) is a conceptual approach to describing the
engagement and interactions of social media users with company websites. The
vast majority of empirical research is dedicated to the factors influencing CE based
on selected theories. A translation of the factors into recommendations for action
for companies only takes place to a limited extent. With the help of a qualitative
approach in the form of a focus group, prominent theories of CE were examined.
The aim was to develop a set of possible recommendations for the effective design
of corporate communication on social media and to name their respective theoreti-
cal basis. The article therefore follows a practical approach, connecting theoretical
frameworks to actionable insights. As a result, it is recommended to use a high
level of vividness and interactivity in posts, to use means of sales promotion, to
be thematically diversified, to choose a personal, benefit-oriented, emotional, and
entertaining message appeal, and to engage in active community building. It was
also shown that recommendations for action are usually covered by several theo-
ries. The combination of elements of media richness and uses and gratifications
theory proved to be particularly promising.

Keywords: Social Media · Customer Engagement · Theoretical Foundations ·
Practical Recommendations

1 Introduction

Social media platforms are proving to be ever more popular and the number of users
is steadily increasing. The market research institute Kepios collects current figures on
social media usage in an annual report [1]. At the beginning of 2024, a global user base
of 5.04 billion was recorded, with an increase of 266 million in the reporting period. The
largest platform by far is the social network Facebook with 3.05 billion users, followed
by the video platform YouTube (2.5 billion users), WhatsApp and Instagram (2 billion
users each), and TikTok (1.56 billion users). The main reasons given for using various
platforms are connecting with friends (49.5%), followed by passing the time (38.5%),
and reading news stories (34.2%). 90% of users follow one or more brands on social
media [2]. A total of 73.9% use social media to research brands and products they
are considering buying, and 48.9% use social media to learn about brands and consume
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their content [1]. The high number of social media users is partially offset by companies’
social media presence. While 87% of Fortune 500 companies already use social media
to get in touch with their customers in 2018 [3], the figure for small businesses is 77%
[2].

Regarding the platform, an international survey revealed that 89% of social media
marketers utilized Facebookwith another 80% using Instagram. The primary reasons are
to increase brand awareness (86%), as well as to generate traffic for the website (76%)
and leads (64%) [4].

Customer engagement (CE) has been drawing more attention lately [5]. CE is a
widely known and accepted conceptual approach to describe the engagement and inter-
actions of social media users with company websites. Though there is a growing body of
study on the subject, its substantive focus is still unclear. As a result, many unanswered
questions remain about the causes, effects, and various types of CE [5, 6]. In particular,
much work is conceptual [7], with a remarkably notable research gap concerning social
media [8]. In contrast, however, there is a high practical relevance: 69% of all CEOs
assign the highest strategic priority to digital consumer engagement [9].

In the social media literature, various theories are included in the research as the
basis for CE. Based on these theories, candidates for communicative success factors for
corporate presences are often derived and empirically analyzed. These also relate to the
particular platform and the companies analyzed. These in turn vary in terms of orien-
tation, sector, and regional anchoring. Overall, this approach leads to a very limited set
of recommendations for action for companies depending on the respective underlying
data set. There is no overview of which recommendations for action are effective regard-
less of the platform and company. This study attempts to fill this gap by deriving and
structuring recommendations for action from the most frequently encountered theories,
across all platforms.

The remainder of the paper is organized as follows. Section 2 presents the theoretical
background. Section 3 is then devoted to the research question and objectives. Section 4
presents the method before the results are presented in Sect. 5. The paper ends with a
discussion and conclusion in Sects. 6 and 7.

2 Customer Engagement on Social Media

2.1 Background and Definition

The foundation of customer engagement can be found in service-dominant logic (SDL)
[10] and social exchange theory [11, 12]. The basic idea of SDL is that providers cannot
offer customers services with material value, but rather that value is only created by
integrating the customer into the value creation process [10, 13]. Social exchange theory,
on the other hand, is dedicated to the voluntary actions of consumers as a type of exchange
motivated by the expectation of a service in return [11].

Customer Engagement is defined as “a psychological state that occurs by virtue of
interactive, cocreative customer experiences with a focal agent/object (e.g., a brand)
in focal service relationships. […] It is a multidimensional concept subject to a
context- and/or stakeholder-specific expression of relevant cognitive, emotional, and/or
behavioral dimensions.” [14: p. 260].
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According to Kuvykaitė & Tarutė [15], this multidimensional view has been
accepted, mostly in the form of an affective, cognitive, and behavioral component [5].
However, some researchers emphasize the advantages of a behavior-oriented view, as it
does not exclude psychological constructs such as satisfaction and cognitive or affective
engagement [7].

2.2 Conceptualization

However, there is broad agreement that CE is influenced by various factors and that CE
leads to different effects.

In the conceptualization of CE, the study by van Doorn et al. [13] is often referred to
and supported [e.g.: 16, 17]. They characterize behavior-oriented CE based on valence,
scope, form/modality, nature of its impact, and the customer goal. Other options include
differentiating between the dimensions of customer- and provider-initiated engagement
as well as offers and activities [18] or indirect and direct contributions [7].

Online environments based on social media such as Social Network Sites (SNS) have
expanded the type and depth of interactions between companies and consumers [19].

The typology of user activities in social media by Muntinga et al. [20] has received
much attention. This classification is based on thework of Shao [21] and his classification
of user-generated media into the three engagement levels of consuming, participating,
and producing company-related content.Muntinga et al. [20] call these three engagement
levels “consumers’ online brand-related activities” (COBRAs) and associate certain
activities with them [22]. However, they point out that engagement should be understood
as a continuum [20].

Dolan et al. [16] offer a more comprehensive breakdown and differentiate between
active and passive [23, 24], as well as positive and negative engagement, in a similar
way to Muntinga et al. [20].

As a result, all types of social media use can be assigned to different degrees of
activation, although this is not done consistently in research.

According to Calder & Malthouse [25], factors influencing the CE can generally
be divided into intrinsic and extrinsic motives [26]. Van Doorn et al. [13] distinguish
between customer-specific, company-specific, and context-dependent influencing fac-
tors, which are also adopted by Esch & Köhler [27]. Customer-specific influencing
factors include attitude-based variables such as customer satisfaction, customer loyalty,
brand trust, brand loyalty, and perceived brand performance. In addition, emotional
states, personality traits, identity, customer goals, and the resources of time, effort, and
money of consumers are further influencing factors. Company-specific factors are the
reputation and characteristics of the company. Context-dependent influencing factors
essentially result from the political/legal, economic/ecological, social, and technologi-
cal aspects of society [13]. Other influencing factors are involvement and participation
[18], customer satisfaction, emotions, type of offer, supplier-customer constellation,
brand value, convenience, and level of involvement [7].

In the literature, only a few authors have dealt conceptually with the factors influ-
encing customer engagement and its effects on social media. The main focus is on
company-related factors, and social and functional drivers [28–30]. Barger et al. [31]
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include customer-, product-, content-related, and social media factors. Tsiotsou’s frame-
work [24], on the other hand, differentiates between intrinsic and extrinsic factors. A
recent study by Deng et al. [32] is based on a systematic literature review of CE on
various social media platforms. Their categorization includes the four elements com-
municator, stimulus, communicatee, and context together. Wattenberg [33] was able to
confirm this framework to a certain extent for Facebook.

The effects of the CE can also be analyzed according to the influencing factors. Van
Doorn et al. [13] again address customer-related and company-related consequences,
while Pansari & Kumar [7] differentiate between tangible and intangible benefits. Vivek
et al. [18] consider the consequences of CE to be the perception of greater perceived
value, trust, affective commitment, loyalty, and participation in the brand community as
well as word-of-mouth.

The effects of CE on social media are seen by Barger et al. [31], especially in the
attitudes toward the brand, the product, and the content. In addition, there are consumer
effects such as the consumer’s position of power or social capital as well as market-
related effects such as purchase intention, product choice, and sales [31]. Tsiotsou [24]
differentiates between attitude-related effects such as trust, satisfaction, commitment,
loyalty, or eWOM, as well as joint value creation and market research as effects of CE.

2.3 Underlying Theories

In the social media literature, various theories are included in research as the basis for
CE. The most relevant are, but not limited to, motivation theories, personality theories,
attitudinal theories, social theories, marketing theories, and media theories [33–35].

All theory groups have in common that they can explain the behavior of users on
social media platforms from their perspective.

The following overview of the relevant theories is divided into classical motivation
theories, personality-based approaches, attitude-based approaches, and theories of the
social and media environment.

Classical Motivation Theories. Deci &Ryan’s Self-Determination Theory (SDT) [36]
makes a fundamental distinction between extrinsic and intrinsic motivation and explains
behavior based on the degree of self-determination. The degree of autonomy of extrinsic
motivation increases the closer the perceived location of the cause of action is to the
person, e.g. if the action is in line with their values and goals. Intrinsic motivation has
the highest degree of autonomy and is controlled by internal regulatory mechanisms
such as interest, pleasure, and satisfaction. SDT, like McClelland’s motive theory [37],
then explains the central motives of people. The need for power focuses on the ability
to control or influence other people. The need for achievement can explain why users
create their content, collect information [38], and exchange knowledge [39]. Finally,
the motive theory attests to the need for affiliation that a large part of human action
results from the need for social relationships, acceptance, belonging, and exchange. It
also correlates with the frequency of use of social media [40].

Personality-Based Approaches. Meffert et al. [41] see motives and emotions (emo-
tional theory, ET) in close connection with each other and as active processes which,
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alongside cognitive processing, constitute an important sub-process of the communica-
tion impact. The relevant behaviors based on emotions relate primarily to interaction
with other people [42] and customer communication in the scope of consumer behavior
[43]. However, companies cannot trigger a predefined emotion in the consumer with
their communicative attitude. Instead, they can only align their communication based on
the expected effect of the influencing factors on the communication [44]. Positive emo-
tions have a specific effect on CE in social media [45]. Emotions also affect loyalty [46],
satisfaction [47], and thus customer retention. They can also influence word-of-mouth
behavior and customer feedback, e.g. on social media [7, 48]. Emotions are evoked reli-
ably in connection with key stimuli [43], whereby the use of images and film material
promises particular success [42], as does humor and astonishment [44, 49].

In addition to emotions, personality traits (PT) also count as personality-related fac-
tors. The 5-factor model reduces personal traits to neuroticism, extraversion, openness
to experience, agreeableness, and conscientiousness and thus explains individual dif-
ferences in motivation [50, 51]. Extroverted people, for example, are more likely to
initiate or contribute to conversations, while introverted people exhibit fundamentally
more passive communication behavior [52]. For social media, Barker [53] found that
people with high self-confidence are highly motivated to communicate via SNS. People
with low self-esteem use SNS communication as a means of compensation [53]. Users
with a high extraversion level are members of significantly more Facebook groups [54],
use communicative functions more intensively [55, 56], and have more friends [57].
Introverts and neurotics spend more time on Facebook than their counterparts [57]. Self-
presentation behaviors on Facebook are best predicted by low conscientiousness and
high neuroticism [56]. Overall, Facebook users tend to be extroverted and open to new
things [55]. Reliability, on the other hand, has a negative effect on the number of friends
and does not influence the intensity of Facebook use [55], just like openness to new
experiences [54, 57].

Attitude-Based Approaches. Factors influencing the CE in social media can be char-
acterized by different attitudes towards a brand or company. The attitudinal construct
of customer retention is a form of enduring customer relationship [58] with the central
building blocks of customer satisfaction [59], loyalty [60], and trust [61, 62]. Customer
retention shows the willingness of users to engage in long-term online interactions with
companies and to commit to the brand [63]. On social media, high customer retention
leads to increased engagement [45]. Satisfied customers also tend to be enthusiastic and
happy [63, 64], which in turn is reflected in their engagement on the social media plat-
form [45]. Furthermore, participants in a community create a feeling of belonging to a
group, which in turn increases trust in the community [65] and the brand [66] and also
increases CE [45]. There are strong connections and dependencies between the indi-
vidual attitudinal factors towards a brand [45]. For example, customer trust is directly
related to customer satisfaction [63], but also directly influences CE in social media, just
like customer satisfaction [45].

The Theory of Planned Behavior (TPB) can be considered another attitude-based
model to explain CE.Here, the attitude towards the behavior, social norms, and perceived
behavioral control affect the intention to behave [67]. However, the attitude is only
characterizedby apositive or negative evaluationof anobject. The social norm is basedon
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the perceived social pressure to perform a certain action, while the perceived behavioral
control reflects one’s assessment of being able to realize a behavior. Also, the TPB is
often used in science to predict behavior in social media. The attitude and subjective
norm have thus been confirmed in various studies as a significant factor in predicting
the intention to use SNSs [68, 69].

Theories of the Social and Media Environment. Social-Cognitive Theory (SCT) is
one of the theories of the social environment. The core element is the expectation of
self-efficacy concerning a goal, the expected output, and socio-structural factors [70].
Self-efficacy expectation is the self-assessment of the extent to which one’s actions
successfully complete a task or achieve a goal. Striving for efficacy thus means the
desire to achieve a certain result in the social or physical environment. Furthermore, the
theory does not assume that experiences have to be made by oneself, but that individuals
also learn through observation to what degree other users experience reinforcements
for their behavior [71]. Bandura [72] states that self-efficacy expectations determine
the extent and purpose of media use. People with high self-efficacy expectations are
therefore more likely to share their knowledge in an online community [73]. A high
expectation of results influences the quality and quantity of the knowledge shared [74].
However, Schunk & DiBenedetto [75] point out the necessity of adapting SCT in the
context of social media and the opportunities for communication and social comparisons
that exist there.

Word-of-mouth (WOM) is a form of social influence on behavior and attitudes
through company-related communication among consumers [76–79]. Central motives
are social interaction, altruism, extraversion, and incentives. Above all, WOM is becom-
ing increasingly important in the context of socialmedia because information about com-
panies and products is no longer only shared between known parties, but also between
strangers [71]. Conversely, individuals can actively search for information, confirmation,
or opinions from their reference groups on social media. As a result, online communi-
ties, for example, benefit from WOM through increased consumer engagement [80].
Furthermore, eWOM contributes to brand loyalty via social media platforms [81]. SNSs
in particular satisfy themotive for social interaction andgain additional relevance through
the social connections between potential customers [82]. The eWOM behavior in SNSs
is facilitated by the strength of social connections [83], and expressive-ness, but also
by social reinforcement, relationship management, normative and informal influence, as
well as other personal factors such as altruism, narcissism, image building, and achieve-
ments [84]. Companies, for their part, can use WOM behavior to spread their messages
[71].

TheUses andGratification Theory (UGT) assumes that individuals use certainmedia
or media messages to satisfy their needs [85–87]. The UGT follows the approach of a
user-centered expectancy-by-value model, in which the gratifications sought are com-
pared with the gratifications received respectively not received and co-determine the
future of active use and interaction. As an example, a social media user could be actively
looking for up-to-date information on a company profile, but not find it and consequently
visit the profile less frequently or not at all. Central needs are, for example, information,
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entertainment, rewards, or social interaction [86]. According to Muntinga et al. [20],
these can be applied to social media as well and are widely used [16, 88]. In addition, a
brand appeal based on attractiveness, credibility, and expertise impacts user participation
[88].

3 Research Question and Aim

This study intends to fill the resulting gap in the literature by addressing the research
questions listed below:

– RQ1: “To what extent can recommendations for action be derived directly from the
theories and their influencing factors on CE so that companies can optimize their
social media communications design?”

– RQ2: “How can these recommendations for action be structured?”
– RQ3: “Which of the recommendations for action are covered by several theories

simultaneously?”

Therefore, the study’s objective is to create a comprehensive set of recommenda-
tions for the design of social media communication, including their theoretical foun-
dations. The main target group of the article is companies that want to enhance their
communication strategy on social media.

4 Method

To answer the research question and achieve the objective, a divergent approach is
chosen.

First, theories relevant to the CE on social media, including antecedents, were
selected based on their orientation. The selection of the theories (see above) was based
on the statements of relevant authors on their significance for CE [34, 35], the frequency
of their use in studies [33], and the author’s assessment of their relevance.

Subsequently, colleagues in business psychology and social media communication
[n = 6] were asked in a group interview in the fall of 2023 to give their assessments of
possible activities by companies to promote CE based on the selected theories.

To this end, the author first provided an overview of the relevant theories to bring
all participants to the same level of knowledge. It is important to emphasize that the
participants were familiar with these theories and that this was a means of consolidating
their knowledge. Likewise, all participants are social media users on different platforms.

The discussionwasminimally structured to leave room for individual priorities and to
promote a richer discussion. In parallel, the researcher reflected on the above-mentioned
topic, whereby his considerations were substantially incorporated into the overall view.

Results in the form of recommendations were collected on virtual post-its. A hand-
written protocol was used to record contributions to the discussion, which primarily
related to the applicability of the suggestions. The results were collected completely
anonymously and did not allow any conclusions to be drawn about the identity of the
participants.
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In total, 52 distinct recommendations for action were identified based on the theories
presented.

Subsequently, the collected recommendations for action were grouped by the author
in a content analysis process [89].

The resulting categories are media (vividness, interactivity), content (sales promo-
tion, topic, communication style), and community building.

5 Results

5.1 Media

Vividness. Social media posts represent different levels of vividness or media richness.
Steuer defines vividness as „the representational richness of a mediated environment
as defined by its formal features; that is, the way in which an environment presents
information to the senses. “[90: p. 81]. Images, for example, are more appealing than
text as they convey a richer visual impression [91].

Accordingly, the recommendation for companies is to post visually appealing con-
tent. This primarily includes the use of images, graphics, and videos. Participants empha-
size the relevance of high-quality material that matches the topic of the content. The
content should also be quickly recognizable and convey a clear message. For videos,
this also means limiting the length, as otherwise users’ attention is lost. It is also rec-
ommended to add visual effects or filters to either improve the quality of the material,
make content more appealing, or highlight interesting aspects. Visual material supports
the communication of information, entertainment, and emotions and is therefore mainly
based on UGT and ET, but also on intrinsic motivation (SDT).

Interactivity Interactivity influences participation and engagement [92] and is defined
as „the degree to which two or more communication parties can act on each other, on the
communication medium, and on the messages and the degree to which such influences
are synchronized.” [93]. It can refer to technical properties such as links [90] as well as
emphasizing the extent of the reciprocity of messages [94]. Interactivity therefore stands
for the entire interactive potential of a communication situation or a technical medium.

Suggested recommendations in the area of interactivity include links, @-mentions,
questions, calls to action (CTAs), and quizzes.

Links are one of the ways to generate interactivity in the form of clicks. For example,
other social media content can be linked or the company’s website. As a rule, social
media portals show a preview of the expected content in the form of a snippet. In
terms of content, the entire range of different formats, orientations, and topics should be
addressed. The main objective is to satisfy the user’s need for information and possibly
entertainment (UGT). In addition, links increase the degree of self-determination (SCT),
the sense of control (TPB), and thus the intrinsic motivation and sense of autonomy of
users (SDT), as users must actively decide to obtain more information on a topic.

An@-mention is usually introduced by the “@” sign, whereupon the platforms offer
the option of selecting profiles to be mentioned. Corresponding profiles then receive a
message that they have been featured. This increases the likelihood that these users will
also interact with the company profile. Companies can use @-mentions to promote the
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intrinsic motivation of users, address the affiliation motive (SDT) or social motivation
(WOM), increase customer retention, and address the expectation of self-efficacy (SCT).

Companies can also offer quizzes, ask users questions, or directly ask them to
respond. Relevant and interesting topics for the target group, for example about products
and services, the company, or the industry, are suitable for quizzes. The format can be a
knowledge quiz or a personality test that results in a different range of offers depending
on the user, for example. Simple and clearly formulated questions that are easy for the
target group to answer are especially suitable. CTAs should also be precisely formulated
and can refer to liking posts, commenting or sharing content, clicking on further links,
participating in promotions, or contacting the company in various ways. Questions and
CTAs represent extrinsically motivated factors, promote social connection (SDT,WOM,
customer retention), appeal to the user’s achievement motive (SDT), increase the percep-
tion of control (TPB), and give extroverted and open-minded people the opportunity to
express themselves (PT). Quizzes also represent a strong extrinsically motivated stim-
ulus, which appeals to both the need for achievement (SDT) and the expectation of
self-efficacy (SCT).

5.2 Content

Sales Promotion. Focus group participants recommend various means of sales promo-
tion, which are covered by the theoretical principles of customer retention.

The most prominent elements of sales promotion are incentives. These include, for
example, giveaways, discount campaigns, vouchers, loyalty programs, special offers, or
a shortage of products. Incentives act as strong extrinsic motivation (SDT) as well as
sought-after gratification in the context of UGT and pro-moteWOMbehavior. However,
competitions and prize draws are also forms of incentives that are addressed in particular
via the user’s need for achievement. In addition, competitions affect the expectation of
self-efficacy (SCT).

Other customer retention measures include cross-selling and upselling, the introduc-
tion of customer service and complaint management, consistent marketing branding, and
events. Livewebinars, live chats, and product demonstrations arementioned as examples.
Events with user participation are also covered by personality theories, as extroverted
and open individuals in particular find the opportunity to communicate (PT).

Topic. Participants also commented on the different thematic focuses of companies’
social media posts.

Possible topics include product-, company-,market- and society-related information.
Users’ need for information on various topics can be seen as a gratification sought,
especially in the context of UGT. Information and knowledge are also mainly received
by intrinsically motivated individuals and users with a high need for achievement motive
(SDT). The use of advice, instructions, or courses is also conceivable, whereby open
and conscientious persons (PT) as well as users with a high perceived behavioral control
(TPB) or self-efficacy expectation (SCT) are also addressed. The latter also supports the
recommendation to post case studies and success stories.

Communication Style. Participants also formulate recommendations for action that
address the communication style and therefore howpeople communicatewith each other.
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These include a personal approach, gratitude and consent, appreciative, benefit-oriented
communication, entertaining content, and up-to-date information.

In particular, it is recommended that companies address users personally and be
dialog-oriented. This can be achieved, for example, by addressing users with their names
or pseudonyms or by creating personalized offers. It is also advisable to listen attentively
to users and to refer to their personal experiences in the dialog. In many languages, two
common forms of address correspond to levels of formality: a casual, familiar “you” used
among friends and peers, and a more formal “you” employed in professional or distant
relationships. The choice between these two forms of address can reflect the degree of
social distance or closeness between the company and the user. This means that the
informal form is also more approachable and personal on social media and therefore
promotes dialog. The recommendation of the personal approach is supported by a large
number of the theories presented. The connection motive and intrinsic motivation (SDT)
are named as the key basis, while customer retention andWOMaswell as the expectation
of self-efficacy (SCT) also play a decisive role.

In the context of the personality traits of agreeableness and neuroticism, the commu-
nication of companies should, according to the participants, generally be appreciative,
express understanding of the concerns of the users, and be friendly and respectful (PT).

In addition, companies should thank users for their interactions and tend to agreewith
them when they express their opinions. This can be done by the company, for example,
by posting another comment or giving likes. This recommendation is again covered by
the self-efficacy expectation (SCT), the need for affiliation (SDT), and as a means of
customer retention, but also by the expectation that this is in line with applicable social
norms (TPB). Moreover, approval appears to be particularly beneficial for people having
a strong desire for compatibility (PT).

Accurate and precise communication by companies and a high-benefit orientation
of the content are based on the personality trait of conscientiousness (PT). Content
with high usefulness also includes contributions with innovative and inspiring content.
According to the participants, open people particularly benefit from this.

In addition, posts with a high degree of up-to-dateness are recommended, which
benefit the user’s need for information (UGT), promote the need for achievement (SDT),
and increase customer retention.

Finally, participants recommend that companies use emotional and entertaining con-
tent (ET,UGT, customer retention). Emotional content is conveyed, for example, through
the use of storytelling and is promoted through exciting content, astounding stories, and
the use of humor. The use of emoticons also helps to convey emotions better and empha-
size the message. The same applies to entertaining content, which, according to the
participants, can also take the form of anecdotes, funny sayings, small talk, teasers,
games, puzzles, or, for example, a live chat (ET, UGT).

5.3 Community Building

Community building was identified as a further category of recommendations for action
based on the theories presented. This initially includes all measures taken by companies
on their social media sites to offer community-promoting structures.
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These are for example the establishment of community rules and netiquette. People
with high levels of neuroticism and agreeableness (PT) in particular can benefit from
framework conditions in the form of community rules, as these can convey a sense of
security. In addition, community rules can also increase the perceived behavioral control
and social norms in the context of TPB.

Companies can also offer assistance andprocedures for settling disagreements,which
are particularly beneficial for people with a high level of agreeableness. Furthermore,
companies could use moderators from the community to ensure compliance with the
rules. According to the participants, people with a pronounced need for power (SDT)
and high agreeableness and extraversion (PT) appear to be particularly suitable for
becoming community moderators. The opportunity to apply for the moderator position
could be linked to prior conditions, e.g. co-creation.

In order to increase customer retention in particular, companies should promote co-
creation, for example by enabling feedback in the form of platform-dependent types
of interaction with products and services or by actively requesting and discussing sug-
gestions for improvement. Companies can also initiate co-creation projects that involve
customers in the development and design of products. In this context, companies should
actively encourage and demand the creation of user-generated content, e.g. the discus-
sion of the product or service in the form of reviews, experience reports, or images.
If there is sufficient participation, companies could award certain users with reviewer
badges and helpfulness scores. By involving customers through reviews or testimonials,
the personality traits of openness and extraversion (PT, WOM) as well as the need for
achievement (SDT) are again primarily addressed. The same applies to reviewer badges
and helpfulness scores, which also address users’ self-efficacy expectations (SCT) and
perceived behavioral control.

Companies are also advised to allow users to interact with each other. This is mainly
in response to the desire for social interaction (UGT, WOM). For instance, this can
be achieved by encouraging users to help each other. In turn, the promotion of mutual
assistance among users can be explained primarily by the central motivation of altruism
in word-of-mouth behavior.

Alongside this and to strengthen the sense of community, it is advisable to organize
community events. These include, for example, webinars, meetings, or virtual events
that allow the community to get to know each other personally. Once again, the need
for social interaction (UGT, WOM) and affiliation (SDT) form the theoretical basis for
these events.

Finally, the promotion of diversity in the community is alsomentioned. In this regard,
companies can emphasize diversity in their content presentation, for example by showing
people from different age groups, ethnic backgrounds, genders, cultures, and social
classes. Communication should also show a variety of perspectives and alternatives,
avoid stereotypical representations, and accept different opinions. The promotion of
diversity, different points of view, and alternatives can be justified above all by the user’s
need for affiliation (SDT) and the desire for social interaction (UGT, WOM). However,
the perceived social norm of inclusive content and the perceived behavioral control for
pointing out alternatives can also be used as a basis.
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6 Discussion and Analysis

The discussion of the results in the form of recommendations for action and theoretical
foundations is based on the established categories.

The media category can be further subdivided into the areas of vividness and inter-
activity. While some studies find that vividness has a significant effect on CE on social
media, other studies cannot confirm this [32, 33]. Similarly, some studies show incon-
sistent influences on different types of engagement (e.g. likes, comments, shares). Fur-
thermore, correlations between vividness and effect are identified as partly linear, partly
with an optimal degree of vividness [32].

The recommendation to use visual material can mainly be explained by the UGT
and ET. Interactivity, on the other hand, can make use of a wide range of theoretical
foundations. UGT supports the need for information in the form of links, while SDT,
WOM,customer retention, SCT,TPB, aswell as personality traits, underpin@-mentions,
questions, quizzes, and CTAs. It is important to note that vividness and interactivity are
typically located outside of classic behavioral CE theories. In addition to the telepresence
theory [90], this is in specific themedia richness theory and thus the richness of amedium
in terms of channel diversity, directionality, linguistic variety, and personal reference
[95].

Overall, the recommendations on vividness and interactivity not only have a broad
theoretical grounding within CE but also attract substantial research interest in the
literature as success factors [96].

The content category contains CE factors that are frequently addressed in research
using sales promotion methods. The majority of studies attest that campaigns and
incentives have a positive effect on the CE [e.g. 97].

The topic of a post and informative content also influence the CE [98]. Once again,
research finds different effects depending on the type of engagement, e.g. incentives
only affect comments, and informative content tends to affect likes and comments, but
not shares [98]. Communicative means are only occasionally addressed in previous
research and are also recognized as affecting the CE. These include personal address
and appreciation as well as the use of up-to-date content and error-free communication
[33]. The recommendation to agree with users was not found to affect engagement [99].
Emotional and entertaining content as an influencing factor, on the other hand, is widely
accepted and confirmed in research [100].

Overall, sales promotions are primarily customer retention measures, which are
also recommended in the classic marketing literature. Theoretically, incentives can be
seen in the context of UGT, particularly as gratification. They are also justified by
extrinsic motivation (SDT) andWOM behavior. Different thematic orientations can also
be explained by the need for information and the desire for entertainment in the scope of
UGT. The recommendations on communication style are generally based on addressing
different personality traits.

The community-building category includes recommendations such as the establish-
ment of community rules, the use ofmoderators, and the promotionof diversity.However,
to the author’s knowledge, the effects on CE have not yet been sufficiently investigated in
research. Community-building measures are primarily based on motivation, personality,
and attitudinal theories and thus have a broad theoretical foundation.
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Overall, the recommendations show a broad set of possibilities. The categorization
into media and content also reveals similarities with previous overview studies [32, 33].

Based on the available formats in social media, the degree of vividness and interac-
tivity should always be taken into account. As social media mainly addresses identity
and relationship management in functional terms, general motives (SDT), the motive
of social interaction (WOM/UGT), and the motive of self-expression and extraversion
(WOM, PT) appear to be relevant. Incentives are postulated as a success factor or relevant
need in the context of both WOM and UGT. Concerning content, it can also be assumed
that informative and entertaining content is helpful for CE. These can also be found in
the UGT based on the need for information and entertainment. Vividness, interactivity,
and the UGT therefore appear to be a particularly useful basis for recommendations for
action when explaining the CE on social media.

7 Conclusion and Outlook

The study aimed to obtain a set of recommendations for action that would allow com-
panies to make their customer communication on social media more successful. These
recommendations were based on the most relevant theories cited in the literature as the
foundation of CE.

Concerning the research questions, it turned out that the methodological approach
allowed recommendations for action for companies’ social media communication to be
derived directly from the CE’s behavior-oriented theories. Structuring these recommen-
dations led to the categorization according to media, content, and community building.
It also became apparent that many of the recommendations are confirmed in existing
research literature as an influencing factor on CE. Furthermore, it can be seen that most
recommendations for action are covered by several theories. One example of this is
incentives, which are based on media theories, motive theories, and marketing theories.
Overall, the UGT appears to be a good basis for explaining the CE on social media and
for making recommendations for action. Future research can focus on factors of CE that
have been of little research interest to date. These can be found, for example, within the
communication style and linguistic factors. There also seems to be a need for further
research into community-building measures such as the effect of rules, moderators, or
the promotion of diversity. Finally, the question arises as to how recommendations and
factors can be reasonably combined.

Limitations of the study can be found especially in its explanatory power and com-
pleteness, which is due to the unconventional methodology. Accordingly, the recommen-
dations are based exclusively on the selected theories. A broader theoretical approach
would complete the picture.

Disclosure of Interests. The author has no competing interests to declare that are relevant to the
content of this article.
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