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Foreword

This year we celebrate 40 years since the establishment of the HCI International (HCII)
Conference, which has been a hub for presenting groundbreaking research and novel
ideas and collaboration for people from all over the world.

The HCII conference was founded in 1984 by Prof. Gavriel Salvendy (Purdue
University, USA, Tsinghua University, P.R. China, and University of Central Florida,
USA) and the first event of the series, “1st USA-Japan Conference on Human-Computer
Interaction”, was held in Honolulu, Hawaii, USA, 18–20 August. Since then, HCI Inter-
national is held jointly with several Thematic Areas and Affiliated Conferences, with
each one under the auspices of a distinguished international Program Board and under
one management and one registration. Twenty-six HCI International Conferences have
been organized so far (every two years until 2013, and annually thereafter).

Over the years, this conference has served as a platform for scholars, researchers,
industry experts and students to exchange ideas, connect, and address challenges in the
ever-evolving HCI field. Throughout these 40 years, the conference has evolved itself,
adapting to new technologies and emerging trends, while staying committed to its core
mission of advancing knowledge and driving change.

As we celebrate this milestone anniversary, we reflect on the contributions of its
founding members and appreciate the commitment of its current and past Affiliated
Conference Program Board Chairs and members. We are also thankful to all past
conference attendees who have shaped this community into what it is today.

The 26th International Conference on Human-Computer Interaction, HCI Interna-
tional 2024 (HCII 2024), was held as a ‘hybrid’ event at the Washington Hilton Hotel,
Washington, DC, USA, during 29 June – 4 July 2024. It incorporated the 21 thematic
areas and affiliated conferences listed below.

A total of 5108 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1271 papers and
309 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will
be included in the ‘HCII 2024 - Late Breaking Papers’ volumes of the proceedings to
be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2024 - Late Breaking Posters’ volumes
to be published in the Springer CCIS series.
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I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2024 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my sincere
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.
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Preface

The increasing internationalization and globalization of communication, business and
industry is leading to a wide cultural diversification of individuals and groups of users
who access information, services and products. If interactive systems are to be usable,
useful and appealing to such a wide range of users, culture becomes an important HCI
issue. Therefore, HCI practitioners and designers face the challenges of designing across
different cultures, and need to elaborate and adopt design approaches which take into
account cultural models, factors, expectations and preferences, and allow development
of cross-cultural user experiences that accommodate global users.

The 16th Cross-Cultural Design (CCD) Conference, an affiliated conference of the
HCI International Conference, encouraged the submission of papers from academics,
researchers, industry and professionals, on a broad range of theoretical and applied issues
related to Cross-Cultural Design and its applications.

A considerable number of papers were accepted to this year’s CCD conference
addressing diverse topics, which spanned a wide variety of domains. A notable theme
addressed by several contributions was that of user experience and product design from a
cross-cultural point of view, offering insights into design, user interaction, and evaluation
across different domains and how cultural contexts shape user preferences, expectations,
and behaviors. Furthermore, a considerable number of papers explore how individuals
perceive, attend to, and process information within cultural contexts. Furthermore, the
impact of culture across different application domains is addressed, examining tech-
nologies for communication, cultural heritage, and digital transformation and bringing
together cutting-edge research, innovative practices, and insightful studies. Finally, the
influence of culture on emerging technologies is a prominent theme, with contributions
discussing extended reality, aviation and transportation, as well as artificial intelligence,
addressing a multitude of aspects such as narrative design, interaction design, evaluation
of user experience and performance, artificial empathy, and ethical aspects.

Four volumes of the HCII 2024 proceedings are dedicated to this year’s edition of
the CCD conference:

• Part I addresses topics related to Cross-Cultural Design and User Experience, and
Cross-Cultural Product Design;

• Part II addresses topics related to Cross-Cultural Communication and Interaction,
and Cultural Perception, Attention and Information Processing;

• Part III addresses topics related to Cross-Cultural Tangible and Intangible Heritage
and Cross-Cultural Digital Transformation;

• Part IV addresses topics related to Cross-Cultural Extended Reality, Cross-Cultural
Design in Aviation and Transportation, and Artificial Intelligence from a Cross-
Cultural Perspective.
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The papers in these volumes were accepted for publication after a minimum of two
single-blind reviews from the members of the CCD Program Board or, in some cases,
from members of the Program Boards of other affiliated conferences. I would like to
thank all of them for their invaluable contribution, support and efforts.

July 2024 Pei-Luen Patrick Rau
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HCI International 2025 Conference

The 27th International Conference on Human-Computer Interaction, HCI International
2025, will be held jointly with the affiliated conferences at the Swedish Exhibition
& Congress Centre and Gothia Towers Hotel, Gothenburg, Sweden, June 22–27, 2025.
It will cover a broad spectrum of themes related to Human-Computer Interaction,
including theoretical issues, methods, tools, processes, and case studies inHCI design, as
well as novel interaction techniques, interfaces, and applications. The proceedings will
be published by Springer. More information will become available on the conference
website: https://2025.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@2025.hci.international

https://2025.hci.international/ 
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Abstract. This study employs an action research methodology to implement
digital-physical integration curation practically, utilizing the “Creative Life Cor-
ridor” as a physical exhibition space. Through leveraging social media platforms
such as Facebook, Instagram, and Pinterest for digital content curation and pro-
motion, it investigates the characteristics and development of curators, essential
elements of digital-physical integration curation operations, and the conditions
necessary for proficient digital-physical integration curators. The findings indicate
that in terms of the characteristics and development of digital-physical integra-
tion curators, individuals need to possess insight akin to a talent scout, a spirit of
eclectic learning, unique perspectives, and compelling copywriting skills. Addi-
tionally, they should adeptly utilize digital and physical platforms, discern the
meaning behind data, keep abreast of trends, engage in empathetic thinking, and
demonstrate effective communication and leadership skills to facilitate fluency.

Keywords: Curators · Social Media Platforms · Digital Content Curation

1 Introduction

With the development of the internet in the private sector for nearly 30 years and the
continuous rise in the usage of mobile devices, global internet usage has surged to over
80% in less than three decades, as indicated by the recent “2017 Global Internet Usage
Survey Report” jointly released by We Are Social and Hootsuite. The increasing use
of mobile internet has also contributed to the development of social media platforms.
For instance, Facebook has amassed over 1 billion users, with the report highlighting an
average daily usage time of 2 h and 19 min per person on social media platforms. This
underscores the integral role of internet and social media usage in people’s lives, with
over half of global internet traffic originating from smartphones. Consequently, these
trends have influenced information acquisition, learning, and entertainment habits.

Moreover, due to the influence and exposure of Internet communities, many fields
have begun to prioritize managing online communities as part of their operations. Con-
sequently, community management and maintenance have evolved to incorporate the
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concept of curation for information dissemination. As curation extends beyond the tra-
ditional realms of art galleries and museums into the digital world, curators have also
ventured into digital virtual spaces for curation. The rapid development of the internet
has led to endless possibilities and business opportunities, giving rise to new indus-
tries such as Facebook page managers, bloggers, and internet influencers. Among these,
online publishing content is also considered a form of digital content curation. This type
of curation, distinct from traditional physical curation, challenges traditional curators’
adaptation to digital content curation. Thus, exploring the evolution and characteristics
of “curation” in the online sphere is the starting point for this research.

This study is divided into three parts: The first part involves conceptual deriva-
tion, utilizing literature to explore the definition and evolution of curation concepts,
platform transitions and utilization, and the functional transformation of different cura-
tors. Through literature review, the concept of “digital-physical integration curator” is
derived, embodying traits of traditional and general digital content curators. The sec-
ond part entails the execution of curation, employing the “Creative Life Corridor” for
a physical curation experiment combined with digital content curation. Observations,
recordings, random interviews, and deductions regarding the operational characteristics
and benefits of digital-physical integration are made from the experiment. Lastly, the
data collection and analysis phase utilizes expert interviews and focus group discussions
with online and physical visitors. The research will ultimately propose the characteris-
tics and conditions of digital-physical integration curators and the essential elements of
digital-physical integration curation operations.

2 Literature Review

2.1 Application of Physical Curation Concepts in the Online World

Physical curation primarily involves selecting exhibits based on themes andmeticulously
planning and executing the selection, arrangement, and interpretation of exhibits to cre-
ate context and imbue them with new meanings and perspectives (Gaskill, 2011). On
the other hand, digital content curation borrows concepts from physical curation, with
curated content derived from existing online information. It undergoes theme selection,
data collection, filtering, organization, contextualization, and the infusion of new view-
points (Cui, Wang, Zhou & Yokoi, 2013; Floyd, 2015; Mullan, 2020). However, the
final distinction lies in the sharing and resonance generated through the dissemination
via the internet and social media platforms, making the spread faster and broader than
traditional physical curation.

2.2 Emergence of New Types of Curators

The nature of physical curators involves exhibition planning, exhibit selection based
on themes, establishing connections between objects, and conveying perspectives to
viewers. Each exhibition requires considerable knowledge background and extensive
coordination, making physical curators conveyors of knowledge and perspectives and
caretakers of objects. Their traits include profound professional knowledge, leadership
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and communication skills, empathy, curiosity, responsibility, and resilience (Lin, 2013;
Chen, 2016). With the advancement of the internet and social media platforms, digital
content curators have emerged. They curate content and platforms on the internet, known
as editors, bloggers, internet opinion leaders, YouTubers, etc. They utilize social media
platforms to disseminatemessages according to different themes and purposes, engaging
audiences. Their content generation and dissemination process constitute digital content
curation tailored to different audience needs. Their traits include curiosity about new
things, creative and humorous copywriting skills, insightful observation and perspective
abilities, quick response, service enthusiasm, and responsibility. This study suggests
complementary traits between these two types of curators, proposing the concept of
digital-physical integration curators who operate both physical and digital content cura-
tion. Hence, the operation of this curation concept requires the traits of both types of
curators.

2.3 Emergence of New Curation Platforms - Social Media Platforms

In the digital age, the emergence of online communities has significantly impacted vari-
ous fields, breaking geographical barriers and bringing together individuals with shared
interests, beliefs, and ideologies on common online platforms for information exchange
and sharing. With the trend towards platformization of the internet, the development of
social network sites such as Facebook, Instagram, YouTube, and Pinterest has surged.
These platforms, referred to as social platforms in this study, enable cross-platform inte-
gration and connectivity and facilitate digital content curation in the vast expanse of
online information.

Aghaei et al. (2012) and Patel (2013) noted that platforms can transcend, integrate,
and connect due to advancements in networking technology. In response to the need to
stand out amidst abundant information, the digital world has increasingly engaged in
digital content curation, with social platforms emerging as the primary curatorial arenas.
Based on trends and economic viability, this study selects social platforms as the online
platforms for digital-physical integration curation. Considering that the presentation
of creative lifestyles in the gallery channel is relatively static, Facebook, Instagram—
primarily image and hashtag-based—and Pinterest—utilizing its pinning feature for
digital art galleries are chosen as this study’s digital content curation platforms.

2.4 Communication Functions of Social Media Platforms

Regarding social marketing and audience behavior, the study analyzes the relationship
between social media platform operation and audience. Leveraging the function of com-
munity aggregation and the intense traffic guidance of social media platforms, many
enterprises choose social media platforms as channels for marketing and communica-
tion with customers, improving the quality of services for both parties. Compared to
traditional media communication, which is generally harder for the public to access, the
application of social media platform functions has developed into accessible self-media,
allowing the public to participate in media communication and production through plat-
forms. This has become a bridge tool for individuals, artists, museums, and enterprises
for marketing and communication with the public, and depending on platform attributes
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and functions, it also affects the presentation of content, allowing audiences to choose
information reception based on their preferences (Cheng, 2016).

2.5 Driving Social Marketing with Curation Concepts

The considerations in social marketing can be divided into platforms, content, managers,
and users, with content presentation and interaction being the critical factors for suc-
cessful social marketing. Social managers who manipulate content are crucial. Social
marketing success depends on the audience’s response and interaction with the con-
tent. Social managers need to consider the nature of audience engagement on social
media, such as information exchange and acquisition, learning, leisure, socializing, self-
realization, and expression, as the basis for content creation. This influences audience
behavior to achieve the purpose of social marketing (Ashley & Tuten, 2015). This study
integrates the concept of digital-physical curation into social marketing, serving as the
basis for community management.

From the literature review, it is evident that the development of digital content cura-
tion is a significant trend for the future. While its concept originates from physical
curation, existing practical cases mostly explore content presentation in digital content
curation. There are fewer studies on the operational methods of combining physical and
digital curation. Therefore, this studywill utilize the digital-physical integration curation
proposed in the literature to conduct experiments using the Creative Life Corridor as
the physical venue, combined with social media platforms. It aims to explore the future
trends and market of digital-physical integration curators, operational benefits, and the
relationship between curators, platforms, and curation subjects, providing a reference
for future operations integrating physical curation with digital content curation.

3 Research Methodology

This study utilizes the “Creative Life Corridor” at the Department of Creative Living
Design, National Yunlin University of Science and Technology, Taiwan, as the venue for
action research, abbreviated as the “Corridor.” The display cabinets along the corridor
were originally intended to showcase students’ design works, serving as inspiration,
aesthetic cultivation, and teaching aids for students. The corridor is a mandatory route
for students of the Creative Living Design Department, similar to this study’s proposed
physical curation function. Since the exhibits in the cabinets are periodically replaced
and lose their original display function, and because this venue is easily accessible
to people, it was chosen as the platform for the physical curation experiment in this
study. Integrating digital content curation is aligned with the trend of using internet
communities and platforms. Thus, the experiment involves the practical operation of
digital-physical integration curation and is renamed as the “Creative Life Corridor.” The
researcher assumes the role of curator, collects data, and performs analysis through the
experiment.

The research adopts an action research cycle consisting of three iterations. Each
iteration includes planning, execution, observation, reflection, and adjustment. The first
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iteration, “Everyday-Illustration Exhibition x Carpe Diem,” is a pilot phase. After com-
pleting the first cycle, adjustments and corrections are made based on reflections from
the first iteration, preparing for the second iteration, “Tao Hao-Good Daily Exhibi-
tion.” The second iteration focuses on correction, utilizing experiences from the first
iteration for adjustment and observation. After the first and second iterations, a com-
prehensive review and strategy adjustment are conducted. The final iteration, “Artisan-
Commonplace” serves as the period for overall strategy reorganization. Data collection
and analysis are performed using three cycles.

Each iteration involves three main stages: theme exploration, pre-phase, and execu-
tion and reflection. During the theme exploration phase, the curator selects the theme
and conducts physical and digital content curation as preparatory steps for producing
viewpoints andwriting content. The first step is theme collection and screening, followed
by collecting and filtering online data related to the chosen theme, facilitating data orga-
nization and contextualization in the next stage. This phase lays the groundwork for
content collection for physical exhibition posts.

In the pre-phase of physical curation, the exhibition concept is designed and devel-
oped based on the theme, influencing exhibits’ collection, filtering, organization, and
contextualization. The digital data organization and contextualization stepsmay be influ-
enced by the exhibition concept and exhibits, prompting a return to the previous step for
additional data collection and filtering to generate viewpoints, content writing, and value
assignment. The third part involves the execution phase of digital and physical content
curation, using virtual and physical platforms to connect and share with the audience.
Feedback from the audience, continuous observation, and reflection are utilized for
subsequent curation adjustments (Table 1).

Table 1. Data Collection and Coding.

Identity Code Research Period Code

Digital-Physical Integration Curator (C) Pre-experiment Period (E1)
2017/9/28–2017/12/27

Physical and Digital Audience Code A (A1, A2, and
so forth)

Post-experiment Period (E2)
2017/12/28–2018/5/25

Social Media Audience Code D (D1, D2, and so forth)

Expert Coding: (P1, P2, P3)

Data Coding: Post Observation Reflection Form J,
Random Interview I, Group Focus Interview GI,
Expert Interview PI

4 Research Analysis

4.1 Traits and Development of Curators

Ability to Select Curatorial Themes. The selection of themes was a crucial aspect
during the initial phase of the action research. For the first exhibition theme selection,
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due to the repositioning of the corridor space and its significance as a passage for stu-
dents majoring in Creative Lifestyle Design, which integrates graphic, product, and
spatial design, there was a wide range of interests among the students. As the curator
of this research, through regular observations of the audience, it was noticed that while
the corridor was a part of the daily lives of Creative Lifestyle Design students, it was
neglected in terms of maintenance, and most passersby did not have a significant impact
from it. To make the corridor audience rediscover this space and generate resonance and
discussion more efficiently, it was decided to select “Everyday Life” as the core concept
for this space and “Illustration” as the primary curatorial theme for the first exhibition.
Everyday, quickly observable items, issues, designs, crafts, and arts from everyday life
were utilized to connect with the audience and resonate with them.

Starting from Everyday Items Among the Audience Facilitates Resonance. The
first to the third exhibitions were respectively titled “Everyday-Illustration Exhibition
x Carpe Diem,” “Tao Hao-Good Daily Exhibition.” and “ Artisan-Commonplace “. In
the first exhibition, commonly accepted illustrations were linked with the core concept
of the corridor, “Everyday Life,” marking the beginning of the first digital-physical
integration curation. As it was the first attempt at digital-physical integration curation,
manyaspectswere still in the experimental stage.During communicationwith illustrators
to collect exhibition works, “Everyday Life” served as the basis for collecting exhibits
and determining the theme of the first exhibition. “Everyday Life” also became the
central axis for subsequent social media posts and exhibition themes, including “Tao
Hao-Good Daily Exhibition.” and “ Artisan-Commonplace,” as well as the primary
focus for subsequent image exposures and positioning of the corridor (Figs. 1, 2 and 3).

Fig. 1. “Everyday-Illustration Exhibition x Carpe Diem,” poster and actual exhibition
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Fig. 2. “Tao Hao-Good Daily Exhibition.” poster and actual exhibition

Fig. 3. “ Artisan-Commonplace” poster and actual exhibition

Insight into Audience’s Daily Life to Find Themes. The “Everyday-Illustration Exhi-
bition x Carpe Diem” exhibition ran from 2017/10/18 to 2017/12/20, emphasizing the
repositioning and activation of the hallway. Before showcasing physical artwork, the
promotional groundwork was laid on three digital community platforms: Facebook, IG,
and Pinterest. Additionally, invitations, likes, exposure, and promotions were initiated,
leveraging the curator’s social network. The hallway’s illustration image was utilized as
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native content posts to attract audience attention and increase anticipation. This image
also became the symbol for subsequent digital content curation and theme alignment.
To maintain its image, the curator also crafted copy based on the hallway’s curation
core and theme. The audience’s response to the “everyday” theme was positive (E1-A3-
I3). Moreover, the second event, “Tao Hao-Good Daily Exhibition,” was relevant to the
audience’s daily life and provided benefits, effectively attracting attention (E1-A1-I10;
E1-A5-I1; E1-A4-I2).

Outward to Inward Focus in Copywriting. After selecting themes and collecting
online data, three interconnected aspects influence each other: digital content curation’s
data organization and contextualization, physical curation’s design development, plan-
ning, exhibit collection, filtering, organization, and contextualization. Only then can
viewpoints be generated and copywriting initiated. These parts interact and adjust dur-
ing practical operation. However, once these three parts are preliminarily determined,
the advantage of the speed of digital content curation is utilized to initiate viewpoint
generation and copywriting. This refers to the primary curation copywriting for each
exhibition. At this point, posts are first published and promoted on online social plat-
forms, initiating the first interaction with the community to observe audience reactions
and adjust the direction of subsequent posts.

Early Exposure to Gather Attention. After collecting and filtering online data rele-
vant to the theme, the design, and planning of physical exhibition concepts, as well as the
organization and contextualization of exhibits, interact and adjust with the filtered online
data organization and contextualization. If data inadequacies or mismatches are discov-
ered during organization and contextualization, returning to the previous step for online
collection and filtering is necessary. Before executing the physical exhibition, a primary
copy is officially released through online social platforms, serving as the pre-exhibition
promotion period and setting the direction for promotion.

Diverse Presentation, Conciseness, and Focus on Daily Life. The ability to describe
outwardly focused, point-based copy is essential for curators. Post-description skills are
the first step in influencing whether the audience wants to click and effectively attract
them, helping them understand the content (E2-A11-GI6; E2-A11-GI7; E2-A14-GI6).
Given the rapid flowof information, concise narrative skills are crucial (E2-A11-GI9; E2-
A11-GI10). A narrative or presentation also helps increase reading length and attention
(E2-A12-GI9). In addition to text, appropriate graphics are necessary, and the curator’s
ability to respond quickly is essential, allowing the audience to understand the content
more quickly amidst a large volume of information (E2-A13-GI26).

Perspectives and Providing Diverse Information—Facilitating Topic Creation
and Increasing Audience Engagement. After the exposure of primary curation copy
posts, other posts mainly use daily concepts for presentation. These posts also require
factors such as copy, topics, discussions, events, etc., to attract audience attention. Key
operations include: understanding audience interests, finding suitable post types, lever-
aging theme associations to evoke resonance and create topics, timely changing tastes
to stimulate curiosity and providing unique insights on daily events.
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Knowledge Accumulation and Exhibit Selection Contribute to Maintaining Fan
Page Image, Direction, and Quality. As mentioned earlier, under the mutual influ-
ence of the curator’s understanding of the exhibited works, exhibition concepts, and
existing online information, viewpoint generation is a prerequisite task. After the phys-
ical exhibition, the overall process primarily focuses on the cycle of digital content
curation, while the physical aspect influences the interaction between data, exhibition
concepts, and exhibited works. Since the audience of the hallway mostly has a design-
related background, the curator must have the ability to select and design data andworks,
as well as organize and contextualize existing online information, leading to viewpoints,
copywriting, and value attribution. The choice and category of exhibits will also deter-
mine the audience’s retention (E1-A1-I9). Therefore, key operations include providing
professional knowledge, creating resource sharing, using exhibits to extend knowledge,
maintaining curation quality and image, and using curiosity and empathy to acquire
broad knowledge and select exhibits to maintain quality.

Broad Knowledge Accumulation and Exhibit Selection Contribute to Maintaining
Fan Page Image, Direction, and Quality. The final step in curating digital-physical
integration involves audience interaction and feedback. This encompasses sharing, con-
necting, and delivering messages to the audience, as well as receiving feedback, observ-
ing, and reflecting. It also marks the period between posting digital content and the
subsequent post. This phase serves as an opportunity for observation, information gath-
ering, and adjustment. In random interviews conducted after the initial phase, some
audience members noted that curators often attempt to narrate articles of similar types
in new ways but with unsatisfactory results (E1-A1-I3). This can be attributed to the
fact that the initial phase is still exploring the audience. The overall content of the posts
primarily focuses on introducing exhibits, and excessive similarity among the posts leads
to audience fatigue. This phase tests the curator’s insight, which includes understanding
the relationship between the audience, current events, post content, and exhibits, and
how to discern and capitalize on trending topics.

Following trends is a powerful tool for creating topics and is considered a fundamen-
tal skill for corridor curators (E2-A13-GI5; E2-A13-GI10). As mentioned in the above
analysis, utilizing the famous game character as a starting point to write posts, as seen in
E2-C-J110, is an example of leveraging trends. Bringing the “Travel Frog” puppet into
physical display cases creates topicality in the physical realm, thereby influencing the
community (E2-A13-GI19). Simultaneously, it adds interest, readability, and stickiness
to task-oriented posts introducing exhibits (E2-D1-I6). However, mindlessly following
trends is only sometimes necessary. It is essential to grasp the trends based on corri-
dor management strategies, harnessing trends to create topics (E2-A11-GI27). There-
fore, understanding the relationship between the audience’s environment, events, and
exhibits and effectively utilizing trend-following is a crucial fundamental characteristic
for curators.
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4.2 Elements of Digital-Physical Integration Curatorial Operations

In the operation of digital-physical integration curation, it is necessary to integrate the
elements of both physical and social media platform curation. Additionally, it is essential
to effectively transform the content of both curation types to enhance efficiency. This
involves identifying the interests and values that attract the audience from the physical
aspect of presentation form and content and utilizing technology to extend into social
media platforms for presentation.

Lighting and Ambiance Creation. In physical curation, corridors affiliated with aca-
demic units are subject to spatial and temporal constraints. The primary spatial limi-
tations include lighting, long corridor spaces, and display cabinets. Expert P1, who is
both a physical storefront operator and utilizes social media for marketing, shares simi-
larities with the digital-physical integration curation discussed in this study. Expert P1
emphasizes decoration, display, and lighting in physical curation, focusing on creating
ambiance and utilizing lighting as critical elements to attract audiences. While the use
of lighting in corridors primarily emphasizes display lights within cabinets, expert rec-
ommendations suggest that besides cabinets, corridors could also focus on enhancing
overall space lighting (E2-P1-PI21). Audience feedback from focus interviews indicates
that lighting in corridor physical spaces is indeed one of the attractive elements (E2-A11-
GI1; E2-A12-GI3). Hence, lighting emerges as one of the essential elements in physical
curation.

Digital-Physical Transformation for Enhanced Effectiveness. Besides lighting and
ambiance, the next step is transforming the atmosphere created by physical exhibitions
and creativity into valuable social media content. At this point, curators need to uti-
lize internet communities and technology to overcome physical curation’s spatial and
temporal constraints. First and foremost, before transforming into online community
content, curators must utilize their insight into what interests the audience, understand-
ing the personalities and preferences of the audience. As the style of the corridor is
oriented towards design and art knowledge-based communities, curators must consider
how to transform the physical into valuable and relevant information for the audience
(E2-P2-PI1; E2-P2-PI2), thereby achieving the benefits of digital-physical integration.
Therefore, the primary operational element for physical entry into online communities
is insight into the relationship between the physical and the audience and transforming
it into beneficial and valuable information.

After gaining insights into the relationship between the audience and the subject, the
next step is to use online community platforms as a medium to overcome the limitations
of physical curation. At this stage, curators need to harness the power of technology, such
as using fast-editing apps as marketing tools (E2-P1-PI30), the built-in categorization
features of online communities (E2-P3-PI11), or innovative content strategies like the
ones used in this study (E2-C-J122) to create interaction. This extends the physical
curation into online communities, facilitating communication with the audience, asking
questions, and maintaining audience relationships through social media platforms (E2-
P3-PI10).
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Platformization Trends, Echo Chamber Benefits, and Sustainment. Integrated cura-
tion of physical and digital realms can complement and leverage the strengths and weak-
nesses of physical and online community aspects. For instance, the speed of information
dissemination in online communities can compensate for the spatial and temporal limi-
tations of physical curation. The sense of presence in physical curation is more complex
to achieve in online communities. In contrast, online communities can serve as a free
marketing platform and promote physical curation content. This section will analyze and
discuss the benefits and sustainability of integrated curation. In the overall integration of
physical and digital curation, it is evident that due to the internet platformization trend,
online communities have become the preferred choice for the masses to receive infor-
mation (Walker, 2016). Expert P3 has also found in their own business experience that
many collaborators and clients primarily use social media to communicate and inquire
about issues (E2-P3-PI9).

Understanding Community Platform Origins to Capture Attention
Effectively. Therefore, many museums, galleries, and even physical businesses and
storefronts opt for social media as their choice of self-media for promotion (Gillmor,
2006). Utilizing physical spaces, issues, and current events as original content combined
with relevant apps as aids, along with the connectivity and interactive features of social
communities, creates the benefits of integrated curation.

Although online community platforms are rapid and convenient in message delivery,
audiences, bombarded with a plethora of information, have relatively brief windows in
which they choose to consume information. Expert P2 believes the critical seconds to
attract audience attention range from 0.3 to 3 s (Fan, 2018), while expert P1suggests
it is between 3 to 7 s (E2-P1-PI10). Within this short period of less than 10 s, as
mentioned earlier, curators must craft content to be concise, impactful, and brief to
swiftly capture audience attention amid the information flood (E2-P2-PI8). To leverage
the characteristic of online communities to attract audience attention for efficiency,
it’s crucial to understand that these platforms are not sales platforms but information
exchange platforms for promotion and advertising. Merely bombarding audiences with
directmessages about products or subjects can easily lead toneglect and aversion from the
audience (E2-P3-PI19). Therefore, the role of content copywriting lies in using precise
words, images, and videos to engage the audience. It requires long-termmaintenance and
accumulation, akin to managing reputation and brand (E2-P1-PI36).

Maintaining Warmth within Echo Chambers. Buildingupon theprevious discussion,
the primary motivation for most online community users lies in exchanging messages,
experiences, and viewpoints, obtaining entertainment, and maintaining social connec-
tions (Koh & Kim, 2004). Therefore, it is essential first to meet the audience’s needs
mentioned above and motivations. As mentioned earlier, curators need to accumulate a
wealth of humorous, concise, and diverse information to provide varied content, which
can then persuade the audience to engage in interaction or even make purchases.

The audience gathered on online community platforms through integrated curation
forms what is known as an echo chamber. Experts emphasize the importance of creating
content from the audience’s perspective within these echo chambers, using different
topics and common language to convey messages (E2-P1-PI28). This helps maintain
cohesion among the audience in the curated online community and even attracts them
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to physical venues or storefronts through content shared within the echo chamber (E2-
P1-PI38). The benefit of echo chambers lies in their ability to use the audience to find
potential new audiences, such as using advertising targeting features to select friends of
the audience (E2-P3-PI15).

Regarding echo chambers, Expert P1 manages different platforms, while Expert
P3 utilizes different platform features. For example, Expert P3 utilizes Instagram’s “#”
feature to break through echo chambers and algorithmic restrictions to reach new audi-
ences (E2-P3-PI17). Expert P3 also points out that Instagram’s “#” keyword function
and image-based layout, compared to Facebook, can help reach audiences beyond Tai-
wan (E2-P3-PI18). Therefore, it is evident that the benefits of integrated curation can
be achieved through the functionality of different platforms and the diversity of echo
chambers on these platforms.

Incentives and Audience Benefits Facilitate Interaction. Taking Expert P1 as an
example, their primary goal in managing communities is to promote the products sold in
their physical storefront. Therefore, besides empathizing with the audience’s needs and
finding relevant topics for their benefit (E2-P1-PI33), incentives play a crucial role in
attracting attention. Expert P1 offers gifts and tangible benefits to create audience interest
and encourage interaction through comments and questions (E2-P1-PI29; E2-P1-PI32).
As interaction occurs within online communities, the algorithms of these platforms can
generate free promotional benefits (E2-P1-PI31). Thus, generating interaction leads to
promotional benefits in community marketing operations.

For curators involved in community marketing, incentives and audience benefits are
two primary tools in their operations. These incentives and benefits stem from under-
standing what consumers care about and transforming it into genuinely helpful and
valuable information for the audience (E2-P2-PI1; E2-P2-PI2).

Understanding incentives and audience (consumer) benefits as the two primary tools
for community content,whenutilizing online community content for communitymarket-
ing, Fan (2018) proposed the following posting principles and focus points for Facebook
to attract audience attention and achieve community marketing benefits:

Posting principles: Keep it concise and regular.
Posting focus points: Timing, algorithms, and post content.
Post content categories: Direct promotion, indirect promotion, providing informa-

tion, and lifestyle sharing.
Tips for engagement: Design content that sparks high-interaction comments and

native content, optimize videos (self-made videos), seize trends at the right time, and use
the proper methods to increase fans and friends (without buying fans with money).

Facebook is just a platform medium; content and copywriting are key.
Regarding the third point about post content, its effectiveness ratio is 1:4:3:2. This

means that, compared to directly promoting products or conveying messages, indirect
promotion and providing valuable information are the incentives and consumer benefits
for the audience. Indirect promotion refers to the power of outward-inward copywrit-
ing, where the audience is more interested in content composed of peripheral relevant
information (Feng & Cheng, 2015), such as integrating current events, gift events, and
lifestyle topics into content, or designing original posts that are interesting and can
prompt interaction. Therefore, integrating the above analysis, the operational model of
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community marketing and attracting audience attention mainly revolves around under-
standing the audience and using incentives and consumer benefits to generate interaction.
The generation of interaction requires curators to combine the posting as mentioned ear-
lier principles and focus points to spark interaction, thereby achieving the marketing and
promotional benefits of integrated curation.

4.3 Qualifications of Integrated Curators in the Virtual and Real World

Insight into Platforms to Reach Audiences and Create Benefits. In expert interviews,
it was found that insight is used in three dimensions: platforms, audiences, and subjects.
Insight into platforms is crucial to understanding various platforms’ attributes and their
audiences’ usage habits (E2-P1-PI2; E2-P1-PI3). For example, all three experts believe
the best time to use social media is from 9 pm to 10 pm (Fan, 2018; E2-P1-PI5; E2-
P3-PI20). However, the timing speculation also needs to consider the usage habits of
one’s community audience. Understanding the characteristics and needs of the audience
and thinking from their perspective helps create “consumer benefits” (E2-P1-PI14). For
example, based on the analysis of the “Daily” illustration exhibition x Carpe Diem and
the “Good Pottery, Pleasing Daily Life” exhibition, it was found that the audience of
the community is more interested in knowledge, fun, and tasks. Therefore, the content
was adjusted in the third exhibition to include tasks combined with knowledge and fun,
creating beneficial content for the audience (E2-P1-PI19).

Insight into the Subject to Identify the Stage. Insight into platforms and audiences is
essential to understand audience needs clearly. Therefore, curators can express appeals
more clearly, provide beneficial and valuable information, and achieve goals based on
the audience’s needs, habits, and concerns (E2-P1-PI17; E2-P2-PI1). Curators also need
insight into the attributes, suitable platforms, market, and audience of the subjects they
want to appeal to (E2-P1-PI9; E2-P3-PI14). This insight helps curators resonate with
the audience using the same language and precise copywriting (E2-P1-PI6; E2-P1-PI8).
Therefore, insight is a necessary condition for curators, and the target of insight must
include the audience, the platforms used by the audience, and the subjects. These three
must be connected by the curator’s insight to generate benefits through the platform.

Brief and Humorous Content Expression. Digital integrated curation involves trans-
forming physical entities with spatial limitations into online content distributed on social
media platforms. However, the information on the Internet is like a flood to the audience.
Therefore, curators must capture the audience’s attention quickly and convey messages
to them in a short time. Concise text expression is essential to immediately convey the
intended content to the audience (E2-P1-PI7). In addition to understanding the audi-
ence, experts also emphasized that the key to content delivery lies in a single appeal and
purpose, conveying only one point to the target audience clearly at a time (E2-P2-PI4).

Utilizing the Internet to Absorb Information and Knowledge
for Inspiration. Besides insight into platforms, audiences, and subjects, extensive
knowledge and diverse information accumulation are necessary for curators to provide
quality, diverse, and creative content to the audience (E2-P1-PI16; E2-P1-PI20). Cura-
tors must also pay attention to current events, famous phrases, and timely trends to create
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content that resonates with the audience (E2-P1-PI19). This knowledge accumulation
requires continuous training and accumulation of knowledge similar to traditional
physical curators. However, digitally integrated curators need to utilize the power of the
Internet to accumulate information quickly and keep up with trends to cope with the
rapidly flowing information on social media. This enables them to use knowledge to
transform the wording and communication frequency suitable for the target audience,
ensuring a constant flow of inspiration and content (E2-P1-PI19).

Not Blindly Following Trends or Over posting. While following trends can break
the echo chamber of social media and find new potential audiences, relying too much
on trends can lead to losing focus. Quality content and maintaining relationships with
the audience are crucial, especially during downtime. Providing diverse daily topics is
essential for maintaining audience engagement (E2-P1-PI35). Moreover, depending on
the attributes of one’s subject and audience habits, curators must find the appropriate
frequency for community content to avoid excessive posting that lacks quality (E2-P3-
PI12).

Multitasking Skills to Shape Style. Providing quality virtual and actual content
requires multitasking skills. In addition to being content creators, curators act as gate-
keepers (E2-P3-PI12). They need to have skills in copywriting, photography, video edit-
ing apps, and visual comprehension to create engaging posts (E2-P1-PI18; E2-P2-PI9).
By integrating the subject of physical curation, writing skills, and photography and edit-
ing abilities into online community management, curators can create high-quality con-
tent,maintain their image andquality, and shape their style. Therefore, integrated curators
are multitasking gatekeepers, andmaintaining the image and style of the community acts
as a barrier to filtering the audience (E2-P2-PI6).

Style as a Filter. Regarding style and image, the community focuses on providing
knowledge, fun, and topics related to design and art. Therefore, the audience belongs to a
community-oriented toward design, art, and knowledge. Among the experts interviewed
in this study, expert P3’s community has a strong style and image. As a professional
glaze craftsman and community manager, P3 adopts a question-and-answer format in
community content and uses authentic Taiwanese dialect to connect with the audience.
The style shaped by expert P3 comes from an extension of a series of works and has
been set as a style and feature due to its excellent effectiveness (E2-P3-PI1). Expert P3’s
use of a question-and-answer format in posts creates a unique style and generates topics,
increasing audience browsing and dwell time (E2-P3-PI3). Moreover, the unique style
and operating methods act as barriers to filter the audience and attract the right audience
(E2-P3-PI8; E2-P3-PI13).

Expert P3’s community page has accumulated positive impressions due to its partic-
ular style and high-quality content, even resulting in audiences actively searching for and
viewing posts on the fan page despite changes in the algorithm prioritizing friend posts in
2018 (E2-P3-PI6). Expert P3 relies on their aesthetic sense and editing skills to generate
graphics and text, treating community content as creative works with their image and
style (E2-P3-PI22). Style and image are essential for curators to control and filter the
audience, ensuring the delivery of quality, good, and correct information. Through the
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above analysis and examples, it can be seen that curators act as gatekeepers for informa-
tion reception by the audience and maintainers of community image and style, acting as
filters for the audience (E2-P2-PI6).

5 Conclusion and Recommendations

Insightful Topic Selection. Curators must demonstrate sensitivity and insight in select-
ing themes and topics, considering their relevance, novelty, and audience appeal. This
is especially crucial when combining physical exhibitions with online community cura-
tion, as each periodical exhibition has its theme. After the physical exhibition, online
community curation involves selecting exhibited items, related topics, and knowledge
for social media posts, continuing until the exhibition period ends. Therefore, curators
must carefully evaluate the value, significance, topicality, and feasibility of selected
themes and related topics before execution. Utilizing existing online data and prelimi-
nary conceptual design is also essential at this stage, requiring insightful collection and
filtration of relevant information to lay the groundwork for the communication process
with the audience.

Polymathic Spirit Facilitating Insight and Unique Perspectives. Curatorsmust orga-
nize and contextualize selected data, integrating them with physical exhibition concepts
and items. This process, akin to a polymath’s approach, involves comprehensive insight,
organization, and contextualization of data, exhibition concepts, and items, fostering
the development of unique perspectives. While traditional physical curators require aes-
thetic sensibilities and background knowledge, digital-physical integration curators can
leverage online data with lower entry barriers. However, they must rigorously filter the
information for accuracy. Therefore, maintaining curiosity and seeking verification from
experts or relevant literature are crucial steps in this process, ultimately leading to diverse
perspectives.

Copywriting as the Initial Attraction. Crafting engaging copy is the first step in
attracting audience attention, whether for physical exhibitions or online communities.
The copy is the first impression for each curation cycle, conveying design trends, artis-
tic viewpoints, craftsmanship, and other relevant knowledge. Given the abundance of
information and the audience’s shortened attention span, adequate packaging through
copywriting is essential. Curators must possess concise, humorous, and engaging writ-
ing skills to organize and focus the content, guiding the audience to understand the
intended message comprehensively. Additionally, visual elements like images, graph-
ics, and video editing complement the textual content, making copywriting a powerful
tool to stand out amidst the information overload.

Leveraging Platforms and Interpreting Data. With well-crafted copy, curators must
utilize various platforms to disseminate content to the audience. This requires a deep
understanding of platform characteristics and functionalities, enabling the strategic
placement of content on suitable physical or online platforms. Leveraging backend data
for audience insight is essential, as it informs content customization, optimal posting
times, and adjustments for future curation cycles.
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Trend Awareness and Responsive Content Creation. Curators should stay updated
on online trends, internet jargon, and current events to maintain relevance and audi-
ence engagement. Responsive content creation, aligned with trending topics, demands
quick decision-making and content generation while ensuring suitability for the target
audience.

Empathy, Communication, and Leadership Skills. Throughout the curation process,
curators must demonstrate empathy, communication, and leadership skills to understand
the audience’s perspective, meet exhibitors’ needs, foster positive collaborations, and
address challenges effectively, ensuring smooth execution and timely completion of the
curation process.

In summary, developing digital-physical integration curators requires a combina-
tion of insight, polymathic spirit, copywriting skills, data interpretation abilities, trend
awareness, and communication and leadership skills. Unlike traditional physical cura-
tors, digital-physical integration curators face lower entry barriers but rely heavily on
audience engagement and feedback. Therefore, continuous learning, curiosity, platform
trend awareness, and content creation are essential for survival and success in the com-
petitive online environment. The curator’s journey involves continual adaptation and
self-improvement to maintain creativity, perspective, and productivity.
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Abstract. Guangxi is one of the birthplaces of bronze drum culture, and bronze
drum culture is rich in resources, which provides precious cultural genes for the
research and development of cultural creative products. However, at present, the
relevant products are not personalized enough, the expression form is single, and
the culture and connotation contained in them are difficult to be understood and
cognized by most people, and the empathy degree between the products and con-
sumers is low. Based on this phenomenon, this thesis will explore the methods and
strategies of AR technology intervention in the design of Guangxi bronze drum
tourism cultural and creative products, so as to empathize with consumers in an
interactive way and let users feel the experience of rich culture in the interaction,
thus providing new ideas for ethnic minority cultural and creative products to
increasingly go digital, mobile, scenario-based and experience-based.

Keywords: Augmented Reality · interaction design · Guangxi Bronze Drum ·
cultural and creative products

1 Introduction

With the advancement of technology and the development of China’s cultural and cre-
ative industries, the design of cultural and creative products has evolved from content
design to experience design. The focus of design has shifted from a product-centric app-
roach to a human-centric experience design. Traditional cultural and creative products
primarily showcased static displays of objects, whereas modern cultural and creative
products emphasize the integration of technological means. They accentuate interactive
experiences that allow consumers to better perceive and understand the cultural context
of products, guiding them to establish an emotional connection with the product dur-
ing the experience, thereby achieving a higher level of cultural awareness. Augmented
Reality (AR) technology, which combines virtual information with the real world, can
add more interactivity, fun, and experiential elements to cultural and creative products.
This paper will discuss the methods and strategies of integrating AR technology into the
design of cultural and creative tourism products related to the Guangxi Bronze Drum,
incorporating the historical and cultural aspects of the Guangxi Bronze Drum into digital
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and gamified cultural and creative mediums. This allows users to be culturally enriched
through interactive experiences. Such an interactive approach to cultural and creative
design provides a new methodology for the preservation and transmission of minority
cultures.

2 Research on the Cultural Resources of the Guangxi Bronze Drum

The bronze drum is a crystallization of the ancient and splendid culture of China, sym-
bolizing the wisdom of the Chinese ethnic minorities. It embodies a combination of
metallurgy, casting, carving, painting, decoration, music, and dance, and is regarded as a
“living fossil” of the Zhuang ethnic group’s culture, representing one of their significant
cultural symbols. The culture of the bronze drum among the Zhuang people has persisted
and evolved from the Spring and Autumn and Warring States periods through the Song,
Yuan,Ming, andQing dynasties. Historically, the bronze drum has been closely linked to
the lives of the Zhuang people. Originally used as cooking utensils, these drums evolved
into percussion instruments and ultimately ceremonial objects, embodying functions
such as warding off evil spirits and attracting blessings. Additionally, the bronze drum
also symbolized the status, power, and wealth of the nobility among ethnic minorities.
Throughout history, the bronze drum has not only been valued for its historical and
cultural significance but also for its artistic merit. Particularly noteworthy are its unique
design, exquisite decorative patterns, and excellent casting techniques, all of which high-
light its enduring artistic charm. The bronze drum is a unique gem within the realm of
Chinese ethnic minority art.

2.1 The Design of the Bronze Drum

The bronze drum is a hand-cast bronze artifact, each crafted individually with few
repetitions. However, all bronze drums share certain common features: they are entirely
made of bronze, with a flat curved waist, a hollow baseless body, and four lugs on the
sides. A bronze drum is divided into two main parts: the drumhead and the drum body.
The drum body is further subdivided into four sections - the drum chest, drum waist,
drum ears, and drum feet. Bronze drums from different periods and regions each have
their unique characteristics. For instance, the Shizhaishan-type bronze drum unearthed
in Xilin County, Guangxi, has a broad chest that protrudes outward, with the largest
diameter positioned higher up, a trapezoidal drum waist, and relatively short drum feet,
resulting in a small yet slightly taller overall shape. The Lengshuichong-type bronze
drum from Teng County, Guangxi, features a slender and tall body with a larger drum
section. Meanwhile, the Lingshan-type bronze drum, popular from the Eastern Han to
the Tang dynasty in Guangxi, has a more rounded drum chest with smoother transitions
between the drum chest, waist, and feet, presenting a solid, heavy, and delicately shaped
appearance.

Originating from cooking utensils, the bronze drum, whether it be the mature
Shizhaishan type or the flourishing Lengshuichong, Beiliu, and Lingshan types, still
retains the design characteristics of bronze cauldrons. As the bronze drum evolved into
a musical instrument and a ceremonial object, the drumhead gradually increased in size.
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Its design progressively embraced the concept of ‘bigger is better,’ leading to a robust
and taller physical form.

2.2 Layout and Patterns of Bronze Drum Decorations

The decorative patterns on the bronze drum are a physical representation of the ethnic
cultural connotations under specific conditions.Whether it be geometric patterns like sun,
cloud and thunder, or sawtooth patterns, or figurative patterns like flying heron, rowing,
dancing, and deer patterns, they all represent a refinement, summarization, abstraction,
and evolution of natural reality. These patterns reflect the ancient social life of the
ancestors of the Guangxi Zhuang ethnic group and their aesthetic pursuits rooted in
survival.

Both the drumhead and the drum body of the bronze drum are adorned with unique
and exquisite decorative patterns. The arrangement of these patterns exhibits rhythm and
rhythmic beauty, serving as a direct carrier of the cultural essence of the bronze drum.
The center of the drumhead features a sun pattern, surrounded bymultiple layers of halos.
Between these halos, various decorative patterns such as cloud and thunder, concentric
circles, mat patterns, water wave patterns, and flying crane patterns are used, creating a
multi-layered, complex, and splendid drumhead image andpattern. Thedrumchest, drum
waist, and drum feet of the drum body all feature symmetrical decorative patterns. These
include realistic patterns like dancing, rowing, deer patterns, and geometric patterns like
water wave, dot, and concentric circle patterns. The patterns are arranged in a two-way
or four-way continuous style to form decorative scenes. The layout of these decorations
is well-ordered, maintaining a high degree of harmony with its structure and design, and
is rich in overall aesthetic beauty.

Geometric patterns are the earliest and most consistently present designs on bronze
drums, among which the sun pattern is the core pattern on the drumhead. Positioned at
the center of the drumhead, it is a simplified representation of the sun, composed of rays
and spikes, and is both the earliest and most fundamental decoration on the bronze drum.
The cloud and thunder pattern is divided into cloud and thunder parts, representing the
reverence and worship of the Zhuang ancestors towards the gods of thunder and rain, as
well as their wishes for favorable weather.

The surface of the bronze drum features not only geometric patterns but also many
vivid human and animal decorations. These figurative patterns depict scenes of sacrifice,
entertainment, production, and life among the Zhuang ancestors, imbued with a strong
sense of life and humanity, representing a refinement and simplification of real life.
Among these, the feathered-human pattern is a primary human image on the bronze
drum. Its distinguishing features include figures adorned with feather decorations and
wearing feathered crowns, highlighting the scenes of worship and entertainment being
depicted. The content includes boating, sacrifice, herding, dancing, etc., truly reflecting
the life of the local ethnic groups. The boat pattern is one of the more complex designs
on the bronze drum. Centered around boats and the people on them, it is distributed on
the curved surface of the drum chest. It depicts the water activities of boat racing and
worship in the southwestern ethnic regions. The boats have upturned ends, are slender
and long, and are overall arc-shaped, with characters such as shamans, paddlers, and
helmsmen on board. The boat patterns are interconnected and wrap around the drum
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body in a cyclical pattern, making the entire scene vibrant and rhythmically rich. The
flying heron holds auspicious significance for the Zhuang ancestors. In the flying heron
pattern, the herons with long beaks, long tails, and outstretched necks, fly around the
sun pattern in a counterclockwise direction, forming a ring-like pattern that conveys a
sense of dynamic beauty1.

3 Research on the Interaction Design Logic of Guangxi Bronze
Drum Cultural and Creative Tourism Products

With the advent of the experience economy, consumers’ demand for cultural and creative
design has undergone a change. When interacting with cultural and creative products,
users are engaged not only in usage but also in aesthetics, interpretation, and ultimately
spiritual enjoyment. Contemporary cultural and creative products emphasize the mutual
integration of technology, culture, and creativity, where interactive digital cultural and
creative products have more competitive strength compared to traditional cultural and
creative products. The rapid development of digital technologies such asAR/VR/MR, 3D
holographic projection, andmotion capture provides technical support for the interactive
experience of cultural and creative products. Based on this, the interaction design strategy
of the Guangxi Bronze Drum tourism cultural and creative products aims to disseminate
the Bronze Drum culture and enrich the sensory experiences of consumers, focusing
on technological intervention, cultural innovation, and user experience. This approach
makes the ancient Bronze Drum culture more approachable and contemporary, while
offering richer and more interesting cultural experiences for the new generation.

The interaction experience logic of Guangxi Bronze Drum tourism cultural and
creative products involves the interaction between the user and the product, as well as
providing a pleasant, intuitive, and effective user experience. The logic of its interaction
design primarily considers the following aspects.

Consumer Demand of Users: Understanding the characteristics, needs,
and usage scenarios of target users is fundamental to designing interactive
experiences. Firstly, it is crucial to identify the target audience for Bronze Drum cul-
tural and creative products and analyze their emotional needs. The interactivity in the
design of Bronze Drum tourism cultural and creative products lies in building a bridge
of communication between the product and the user, enabling the user to resonate with
the Bronze Drum culture embodied in the product and gain a pleasurable experiential
feeling. The primary users of these cultural and creative products are young people. The
changing times of consumption and the development of technology and the internet have
shaped China’s young consumers who are diverse in interests, value individuality, and
are concerned with aesthetics. The design of Bronze Drum tourism cultural and creative
products should take into account the preferences of young consumers, reinterpreting
and creatively expressing the Bronze Drum culture based on their emotional needs.

Emotionalized Experience Content: Expand the content of cultural and creative
products to enrich the emotional interaction experience of users. Cultural and cre-
ative products represent cultural consumption. When consumers purchase these prod-
ucts, they value not only the functional value of the products but, to a large extent, pay
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for the artistic and cultural value of the products. Therefore, it is necessary to create
an IP image that encapsulates the Bronze Drum culture and possesses contemporary
aesthetic appeal, build brand culture, and creatively transform elements of the Bronze
Drum culture such as symbolism, color, and design. This approach leads to the deriva-
tion of different types of cultural and creative products, extending from everyday items
like pillows, water bottles, phone cases, and fridge magnets to other formats such as art
picture books, emoticon packs, games, etc., thereby stimulating the consumption desire
of cultural and creative consumers who are keen on pursuing personalized consumption
and novel experiences.

Immersive Design Approach. Cultural and creative products can provide immer-
sive and narrative experiences, using visual, auditory, and interactive elements
to create engaging storytelling experiences. This can make the interaction with
Bronze Drum cultural and creative products more convenient and enjoyable. Currently,
the cultural industry is showing a trend of development that is predominantly digital,
combining both online and offlinemodes.More andmore cultural and creative works are
establishing interactive experiences through digitalization, gamification, and intelligent
design. However, traditional Bronze Drum tourism cultural and creative products pri-
marily use printed patterns as the main method, with a single product carrier and form,
weak interactivity, and insufficient experiential feel, leading to a very limited cultural
connotation felt by the users. Therefore, by leveraging modern technological means to
expand the forms and carriers of Bronze Drum tourism cultural and creative products,
rich interactive experiences can be created through digital and intelligent operations, fur-
ther stimulating consumers’ enthusiasm for purchase and their desire to explore cultural
connotations. For example, the use of augmented reality technology in Bronze Drum
cultural and creative products canmerge the physical products with virtual Bronze Drum
scenes, creating an interactive experience that makes these products more interesting2.

4 Feasibility Analysis of Applying AR Technology to Guangxi
Bronze Drum Tourism Cultural and Creative Products

4.1 Analysis of the Current Application of AR Technology

AugmentedReality (AR) technology is characterized by the integration of virtual and real
environments, real-time interactivity, and the ability to position virtual objects within
three-dimensional spaces. AR technology has been widely applied in fields such as
cultural tourism, entertainment, education, and commerce. For instance, in the realm of
entertainment gaming, AR technology allows players to see virtual scenes and characters
within the game and interact with them, thereby enhancing the immersion and fun of
the game.

In the context of cultural tourism, AR technology not only provides guided tour
services for visitors at cultural heritage tourism sites but also enables them to gain
an in-depth understanding of the cultural characteristics and historical background of
these sites. In museums, visitors can use AR technology to view virtual exhibits and
interactive information or experience digitally reconstructed historical scenes within
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the real environment, thereby enhancing their visiting experience. In the commercial
retail sector, consumers can use AR devices to scan products in stores, seeing virtual
product displays and introductions,which enhances theirwillingness to buyand shopping
experience. In the field of education, AR technology enables students to see virtual
models and demonstrations while learning, thus aiding in a better understanding of
complex concepts and knowledge. The application of AR technology is increasingly
penetrating various fields, bringing more convenience and innovation to people’s lives
and work.

4.2 Analysis of the Value of Applying AR Technology in Cultural and Creative
Products

Firstly, it can enhance the fun and educational aspects of cultural and creative products.
AR technology offers new ideas and methods for the inheritance and promotion of
traditional culture. Cultural and creative products, with their core focus on cultural
dissemination, gain a distinct advantage when integrated with AR technology compared
to traditional products. The combination of traditional culture and AR technology can
innovate the ways traditional culture is communicated and experienced. The use of AR
technology not only enhances the educational value of cultural and creative products
but also increases their experiential feel and attractiveness, thereby enhancing the added
value of these products and making people feel closer to and more affectionate towards
traditional culture.

For example, the ZhejiangNaturalMuseum, focusing on cultural and creative animal
IP themes and utilizing its collection of precious resources as product prototypes, has
developed cultural and creative products such as the Anshun Dragon AR 3D Paper
Model, Parrot-Beaked Dinosaur AR Graffiti Book, Great White Shark AR Plush Pencil
Case, and Asian Elephant AR Diamond Blocks. Supported by AR technology, internet
technology, and real-time online interactive technologies, these products are not only
artistic and fun but also have educational significance in science popularization.

Secondly, it can enhance the participation and immersion of users in cultural and
creative products. AR technology, with its characteristics of combining the virtual with
the real, real-time interaction, and three-dimensional immersion, brings a strong sense of
presence and participation to the experiencer. Through AR technology, virtual cultural
information is displayed in the real world, allowing experiencers to interact with this
virtual information. Technological means are used to seamlessly integrate reality with
virtual information, constructing a three-dimensional scene to display objects that do
not exist in reality, which interconnects with real life. This makes the virtual space
synchronize with the real space, fostering a consistent and stronger interaction.

For example, the Henan Satellite TV stage play “Night Banquet in Tang Dynasty
Palace” utilizes 5G and AR technology to combine virtual scenes with the real stage,
creating an immersive experience that makes the audience feel as if they are part of the
scene. As the scenes change, the dance and history blend perfectly, and together with
the constructed magnificent Tang Dynasty palace scene, it gives the audience the feeling
of being in a time tunnel of technology and history.
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4.3 Interaction Methods in Cultural and Creative Product Design Using AR
Technology

AR technology can provide a variety of interactive methods in the design of cultural and
creative products, offering users a more immersive and innovative experience.

It provides real-time interaction for users, enabling object recognition
and tracking. By embedding AR recognition markers in cultural and creative prod-
ucts, viewers can scan these markers using smartphones or tablets. Then, utilizing AR
technology, they can access virtual content related to the exhibit and interact with vir-
tual elements in real-time. For example, users can view virtual cultural artifacts, alter
their appearance, rotate them, or interact with them. They can also view virtual overlays
of related cultural content. The application of AR technology assists users in compre-
hensively understanding the full picture and background knowledge of the cultural and
creative products. Furthermore, by adding animation effects to cultural and creative
products through AR technology, users can experience the dynamic scenes described
by the products in a real-world environment. This makes the products more vivid and
enhances users’ perception of cultural venues.

ProvidingUserswithVirtualAssembly. For some complex cultural and creative prod-
ucts, such as models and toys, AR technology can facilitate a virtual assembly process,
allowing users to operate and experience these in a real-world setting. Users can see
virtual models through AR devices and manipulate them using gestures or touchscreen
interactions. This interactive method enhances the product’s appeal and interactivity.

Facilitating Social Interaction for Users. AR technology supports multi-user collab-
oration, enabling several users to jointly engage with cultural and creative products. In
the design of these products, simple interactive gaming elements can be incorporated,
realized through shared virtual elements, interactive games, or collaborative creation.
Additionally, by integratingAR technologywith socialmedia, cultural and creative prod-
ucts can be linked to social platforms. Users can scan AR recognition markers on the
products to access related virtual content and engage in social interactions such as shar-
ing, commenting, and liking, thus enhancing the social attributes and communicability
of the products.

Offering Users Various Interaction Methods. For instance, gesture control allows
AR technology to capture user gestures through cameras and sensors, turning them
into a means to interact with virtual elements. Voice Recognition: Integrating voice
recognition technology enables users to interact with AR cultural and creative products
through voice commands. Users can inquire about information on artworks, request
navigation, or perform other actions3.

4.4 Interaction Content Strategy in Guangxi Bronze Drum Tourism and Cultural
Creative Product Design Using AR Technology

The integration of AR technology in the design of Guangxi bronze drum tourism and
cultural creative products offers a multisensory, interactive experience that blends vir-
tual experiences with the real world. This approach provides a three-dimensional and
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immersive sensory experience, making the ancient bronze drum cultural heritage more
accessible and engaging.

In terms of interactive carrier design: Designers should consider the psychological
needs and emotional experiences of users in the design of Guangxi bronze drum tourism
and cultural creative products. They should effectively integrate the traditional cultural
element of the bronze drum into modern life. For example, using the unique shape of the
bronze drum and its distinct ethnic patterns, designers can create products with bronze
drum characteristics such as speakers, bronze drum-themed creative books, decorative
items and daily utilities incorporating bronze drum patterns, and bronze drum music
education products.

In terms of interactive content: As AR technology can provide rich and engaging
interactive content in cultural and creative design, the interactive content for Guangxi
bronze drum culture should focus on incorporatingAR technology and closely alignwith
the theme of Guangxi bronze drum culture. For instance, users can use AR technology to
viewvirtualmarkers on the cultural and creative carriers, accessing historical information
about the bronze drum culture. Designers can create animations or games featuring
virtual bronze drumpatterns, the craftsmanship of bronze drummaking, andperformance
scenes to interact with users. By providing an immersive interactive experience, these
elements can attract users’ interest and attention, thereby enhancing user engagement.

In the design of interaction methods: In the design of Guangxi bronze drum tourism
and cultural creative products, appropriate AR interaction methods should be selected
based on the product characteristics and user needs. These methods could include smart-
phone scanning, gesture recognition, touchscreen interactions, and voice control. It is
important to consider the compatibility and interoperability of different devices to ensure
the stability and reliability of the interaction methods.

5 Practice in Guangxi Bronze Drum Tourism and Cultural
Creative Product Design

5.1 Design of Carriers for Bronze Drum Tourism and Cultural Creative Products

The design of Guangxi bronze drum tourism and cultural creative products aims to
disseminate the culture of Guangxi bronze drums, integrating AR technology into the
creative product design. The physical aspect of this design can be divided into two parts:
First, the design of the product’s main body. Overall, the physical component of the
design uses a mug as the carrier, drawing from the traditional bronze drum’s edge lines,
appropriately deformed and transformed to enhance visual stability. The handle’s inspi-
ration comes from the flying heron patterns found in traditional bronze drum designs,
transforming a flat pattern into a three-dimensional form, thereby achieving an organic
integration of form and function. Second, the pattern design. The lid pattern of this
design retains the basic ornamental layout centered around the drum’s sun pattern, using
a circular array to orderly arrange patterns like rowing and dancing, presenting sym-
metrical beauty. The body pattern involves new design pathways for common bronze
drum ornaments such as rowing and auspicious heron patterns, modernizing them while
retaining their sense of order. The end of the accompanying spoon is decorated with a
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cute frog head, echoing the three-dimensional sculpture of the squatting frog on the real
bronze drum surface. The color scheme uses sober black and white to emphasize the
cultural significance (Figs. 1 and 2).

Fig. 1. The evolution of modeling

Fig. 2. Patterns inspiration

5.2 Analysis of the Interaction System

Users, through mobile devices equipped with AR technology capabilities such as smart-
phones or tablets, can gain an in-depth understanding of the product from any loca-
tion. On these devices, users can touch virtual buttons with their fingers to extensively
learn about the culture, historical background, and manufacturing methods of Guangxi
bronze drums. Additionally, users can interact with three-dimensional data models on
their phones by touching and executing a series of command keys, creating animated
effects within the scene, thereby offering a richer perceptual experience.

5.3 AR Cultural and Creative Product Design Practice

Three-Dimensional Model Creation. For the Guangxi bronze drum cultural and cre-
ative mug design, a three-dimensional model is created using Rhino 3D software to
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model the product’s appearance. During the modeling process, product details are opti-
mized to ensure the mug’s optimal comfort in hand. Considering the common size of
mugs in the market, the bottom diameter is set at 110 mm, the mouth diameter at 70
mm, and the height at 110 mm. To meet the requirements of a comfortable grip, a handle
with a smooth, curved design is used, more closely resembling the shape of a human
hand. The 3D model completed in Rhino software is exported as a 3dm format file, then
imported into Keyshot software for rendering the product scene. This step involves giv-
ing the product realistic materials, adjusting lighting and camera positions, and creating
graphic effects. AI software is used to draw the lid and body patterns of the mug and to
design the interactive interface, thereby completing the implementation of the product’s
interactive functionality (Figs. 3 and 4).

Fig. 3. Modeling through Rhino software

Fig. 4. Visual effect of a mug with traditional patterns
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Implementation of AR Interaction. After the completion of the three-dimensional
model and the physical production of the cultural and creative product, the practice
enters its final stage—integrating AR technology into the design of the cultural and
creative product. In terms of application scenarios, to ensure seamless use and deep
engagement with this AR interaction by a broad range of users, it’s essential first to
determine the operating platform. The author selects thewidely used smartphones among
young people, equipped with camera functionality. Users need only utilize the camera
function of the smartphone to recognize real-world objects or images to activate the
program.

In selecting the objects of recognition, there are two main concepts. First, the phys-
ical body of the cultural and creative product itself is considered as the object for AR
recognition. Once the phone’s camera captures the outline and shape of the actual object,
the system can enter an interactive state. Users can trigger corresponding pop-ups by
clicking on various parts of the model displayed on the screen. Second, the more com-
monly used QR code is employed as the AR recognition object. Users can recognize QR
codes laid out on a tablewith the phone’s camera, thereby displaying a three-dimensional
model that can be dragged, rotated, and observed on it. Subsequently, by clicking on
various parts of the digital model on the screen, users can trigger related introductory
pop-ups.

In the final implementation, the author chose the first method of AR recognition
mentioned above. The main reason is that although QR codes as recognition objects
are more conducive to recognition, their display method is relatively singular and can
hardly be effectively integrated with the product itself, thus breaking the product’s form
consistency. Directly allowing the smartphone camera to recognize the real cultural and
creative product can provide users with an immersive experience, a display method with
strong interactive properties. This study intends to explore the feasibility and possibility
of combining cultural and creative product design with AR interaction design to pop-
ularize knowledge about the Guangxi bronze drum culture. Therefore, in this research,
the direct scanning of the product is initially attempted as the object of recognition.

Interaction Logic. In terms of interaction logic and process, the author systematically
organized the information based on the previously mentioned scenarios and user needs,
resulting in a specific plan for the interaction process. Specifically, users trigger the inter-
action program by using their smartphones to recognize the main body of the mug. Sub-
sequently, the three-dimensional model of the Guangxi bronze drum will be displayed
above the mug. At this stage, users can flexibly choose to drag the three-dimensional
model of the bronze drum in any direction, allowing for a comprehensive appreciation
of its design. Additionally, users can trigger the display of specific introduction pages by
clicking certain buttons. Once clicked, the introduction page will float around the three-
dimensional model, and if the user clicks the same spot again, the current introduction
page will immediately disappear. The design of this interaction process aims to provide
a smooth and intuitive interactive experience for users, enabling them to deftly interact
with the three-dimensional model of the Guangxi bronze drum cultural and creative mug
and obtain related information.

Design Outcome Display. A three-dimensional scan of the actual bronze drum was
conducted, endowing it with specific materials and textures to obtain the corresponding
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three-dimensional model. This model, along with the related interactive interface, was
imported into AR generation software, such as Unity or Kivicube, for programming and
outputting the interactive program. Ultimately, the use of AR technology to introduce the
culture of Guangxi bronze drumswas completed, achieving a popular science interactive
design that imparts knowledge about the shape and patterns of Guangxi bronze drums.
The successful operation onmobile devices and comprehensive testing of the interaction
process validated the design’s efficacy and feasibility. This process utilized modern
technological methods to achieve a technological presentation and knowledge transfer
of cultural products (Fig. 5).

Fig. 5. Scanning process

6 Conclusion

The design of Guangxi bronze drum tourism and cultural creative products based on AR
technology embodies the organic integration of culture, modern technology, and market
forces. By thoroughly sorting through the cultural resources of the Guangxi bronze
drum, this approach involves a profound study of the drum’s form, color, patterns, and
cultural connotations. It systematically extracts elements from the drum and innovatively
reinterprets them to align more closely with contemporary aesthetic standards. The
creative process aims to produce tourism and cultural creative products that possess both
a cultural and artistic atmosphere and practical functionality. The combination of cultural
and creative product design with AR interaction is intended to promote knowledge of
Guangxi bronze drum culture among modern young people, sparking their interest in
actively exploring its underlying meanings. The innovation in this design method lies in
blending traditional culturewith advanced technology,making the culture of theGuangxi
bronze drummore appealing to the younger generation and encouraging them to engage
in a deeper study and experience of this rich cultural tradition.

Acknowledgments. This study was funded by Guangxi Philosophy and Social Science Program
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Abstract. The purpose of this study is to try to use the timeline of the development
of VR wearable device products, distinguish the representative characters of past
product designs with English words starting with 5 F as their characteristics,
explore the impact of technological evolution on product design features and
value, and then explore This article reviews and comments on product design
trends from the perspective of “perceptual design” and discusses how perceptual
design has become an important design thinking under the influence of human life
styles. It is hoped that it can provide some conceptual help in related design fields.

Keywords: 5F · VR wearable devices · perceptual design

1 Research Background and Purpose

1.1 Background

In recent years, due to the advancement of technology, on-site exhibitions can be vir-
tualized and are no longer limited to on-site visits. This virtualization method includes
web pages, interactive web pages, online videos and VR. Now, with the development of
virtual reality technology, we can look at VR from different design perspectives. At the
end of 2021, Mark Zuckerberg proposed that Facebook would strive to create a set of
maximized, interconnected experiences directly derived from science fiction—a world
called the Metaverse. This sentence is deeply rooted in people’s hearts and created VR
wearable devices are at the stage where hundreds of schools of thought are contending;
until the launch of Apple’s first VR wearable device, Vision Pro, in February 2024, VR
wearable devices have finally entered the era of humanized and considerate design, so
[technology always comes from human nature], or [humanized technology] The con-
cept has always been regarded as the standard for technological products. Technology,
humanity and design are closely related.
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1.2 The 5 F’s of Technologically Evolved Products

The design and aesthetics of the 20th century underwent a transformational journey.
Initially, functionalism prevailed with the principle of “form follows function” in the
1930s, considered the paramount guiding principle of design. However, following the
end of World War II, people grew tired of design dictated solely by functionality. Thus,
in the 1950s, the rise of ergonomics led to a shift towards designs that catered to human
needs and comfort, known as “form follows friendly.” With the advent of personal
computing in the 1980s, the focus shifted towards “user-friendly” designs, emphasizing
user-friendliness and convenience, i.e., “form follows friendly.” Subsequently, there
emerged a trend of playful and personalized designs, advocating for “form follows fun”
and “form follows fancy,” respectively. Entering the 21st century, the proliferation of
digital technology emphasized the importance of “human-centric” design, prioritizing
the consideration of users’ emotions and experiences, encapsulated in the concept of
“form follows feeling.” These evolutionary shifts in design philosophies and values
reflect the dynamic nature of design thinking throughout different eras. In the world
of technology, design based on “humanity” is more important, that is, the so-called
perceptual form (form follows feeling) (Lin, 2005).

• (Design for Function)
• (Design for user Friendly)
• (Design for Fun)
• (Design for Fancy)
• (Design for Feeling)

1.3 Research Purpose

The purpose of this study will be to explore VR wearable device products through the
five Fs from the perspective of qualitative research on perceptual design.

2 Literature Discussion

2.1 The Evolution of Technology and Its Impact on Products

Design is a longstanding activity that can be traced back to early human civilization.
Industrial design emerged in the 1920s and1930s primarily due to the rise of the Industrial
Revolution,which introduced newmethods of division of labor.With the advancement of
mechanized production, productivity of products increased, while also altering the work
environment and leading to the emergence of professional designers. Therefore, when-
ever there are well-known art and design-related movements in society, certain design
movements do indeed have direct relations with the global economy (see Slack Laura,
2008). As shown in Fig. 1, when significant events, movements, and breakthroughs in
key technologies occur, representative products are produced. The figure is based on sig-
nificant events and movements, as well as representative products, from Slack Laura’s
“What is product design?” and also incorporates the analysis of VR products that will
be conducted in this study.
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2.2 The 5F Theory Basis of VR Products

Norman. Design is always human-centered. Good designmust be built on a partnership
between designers and users, fostering a natural inclination for sharing and collaboration,
which will help us pursue a good life in a complex world.

Lin, 1996. The design philosophy of “human-centeredness” emphasizes that the pur-
pose of design is people, not products. The consensus on future product design is how to
integrate the human lifestyle into the sensory products of technology. Visually appealing
products are the most direct and effective way to impress consumers, and culture is also
an important criterion for design evaluation.

Maslow. Maslow proposed the Hierarchy of Needs theory in human motivation.
The 5 needs are arranged like a ladder, ascending from high to low, but the order is

not fixed and can vary, with various exceptions.
Generally, when one level of needs is relatively satisfied, individuals tend to develop

towards higher levels, and the pursuit of higher-level needs becomes the driving force
behind behavior.

The 5 needs can be divided into two levels of high and low. Physiological, safety, and
belongingness needs belong to the lower level, which can be satisfied through external
conditions. Esteem and self-actualization needs are higher-level needs, which can only
be satisfied through internal factors, and an individual’s pursuit of esteem and self-
actualization needs is endless.

The structure of needs for the majority of people in a country is directly related to
the country’s level of economic development, technological development, culture, and
level of education of the people. In underdeveloped countries, a higher proportion of
people have lower-level needs, while a lower proportion have higher-level needs. The
opposite is true in developed countries.

Qianzhan Design. First of all, the indication when using the product. That is to suggest
the use of the product, operational procedure, etc. of this product. It should also show
the symbolic of the product. This is mainly reflected in the grade, nature and fun of the
product itself. Make full use of the achievements of modern ergonomics and aesthetics,
and scientifically increase the emotional factors in product tool design.
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Fig. 1. Maslow’s Hierarchy of Needs & Science and technology development

From the perspective of the trend curve representing human physiology to psycho-
logical, science and technology as shown in the right half of Fig. 1 will continue to
evolve, and human beings cannot break away from humanity like a science and tech-
nology leap. The Maslow’s Hierarchy of Needs still exists so far. In fact, the five -level
demand of 5F product style is echoing each other’s five -level needs. As shown in the left
half of Fig. 1, from the perspective of human nature and the evolution of technology, the
changes in product design trends, product design trends, and finally How will it evolve?

3 Research Methods and Structure

3.1 Research Methods and Processes

This study is a case analysis of qualitative research, using literature and product data to
analyze VR wearable device products through 5F of perceptual design.

Analyze the creative and perceptual design analysis results of VR wearable device
products through the semantic, effect, and technical aspects of the product.

The overall research process of this study is shown in Figs. 1 and 2:
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Fig. 2. Overall research process

3.2 Research Structure

Fig. 3. Research structure

All advertising behaviors can be regarded as the encoding and decoding of symbols.
Advertising is essentially a process of encoding messages to transmit messages by the
sender, which is transmitted to the audience by various vectors or media to the audi-
ence, and the audience will decode after receiving the message. From the perspective
of information dissemination, the straight -line communication mode of Shannon and
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Weaver (1949) (1949) is a bit similar to the classical restriction stimulusmode. However,
Considering the factors, it forms a triangle relationship (Newcomb, 1953) (Fig. 3).

Further further into the coding and decoding process of the cognitivemode of “Poetic
Love”. If you describe his poetic and paintings in the language that everyone knows, it is a
process of decoding.How the same painter converts poetry into a poetic painting painting
is a process of coding (Lin Rong tai, Li Xian mei, 2015). So the same reason, how a
designer converts “poetic and painting” into a poetic painting indoor space design work,
is also a process of decoding to coding. A process of re -coding the spatial function
and personality needs of listeners or owners, the same product design is the same as
consumers.

The category of “image symbol interpretation” contains three stages: “Interpretation
Prerequisites”, “Any of Interpretation” and “differences in meaning interpretation”. The
premise of interpretation is to lead to the interpretation attraction point through the
interested aspect of the viewer. It is guided by the connotation of the context of the symbol
appearance andmoved, and then understands the content of themessage (ChenMeirong,
2001). Perception includes aesthetics, Lin Rong tai (2015) mentioned the cognition of
three modes in the perception mode of poetic and painting, 1. Style perception (five
senses) 2. Septing recognition 3. Expected effect. Perception behavior is an emotional
functionor emotion,which canbedivided into situation (referring to functional function),
message (poetic function), contact (social function), rune code (ultra -language function),
and finally reached an attempt to be reached (Gao Ya juan, Yan Huiyun, Lin Rong tai,
2017).

3.3 Communication Matrix Architecture of VR Products

Fig. 4. Communication matrix architecture
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The solution of perceptual design is not related to the evolution of the times of the
times, but theway of presence of contemporary technology products does not necessarily
have to be a so -called sense of rational technology, because there are many human
ethnic groups and different culture. The taste style is full of diversified markets, and
the model of interaction with products and experience products in recent years is very
popular with consumers. From the 5F research and analysis of VR products (as shown in
Figs. 4 and 5), you can glimpse this trend; a variety of choices to create a different life of
different lives Form, this is also a very important exposition inMaslow’s level of demand
theory. Moreover, human psychological needs are more complicated and changeable. To
achieve the goal of self -realization in your own heart, you must experience it yourself to
experience it to affirm your realization. This is also the preciousness of human thinking,
because the pursuit of self -realization makes human life and richness. Some researchers
have expressed the product experience in the field of user experience and interactive
design.

3.4 VR Product Creation and Cognitive Model

Fig. 5. VR product creation and cognitive model

4 5F Over All Analysis of VR Products

This article focuses on analyzing commonly owned products in daily life, with VR
wearable devices as the subject of analysis. VR wearable devices belong to the category
of portable mobile display products. In dividing the 5F categories, besides considering
the chronological sequence, reference is made to the current (2023) state of technology
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and design trends as the criteria for assessment. VR products are categorized into five
styles corresponding to different user needs.

Table 1. 5F over all analysis

5F VR wearables

Function At this time, VR equipment was bulky and had complex functions that required
manual operation. The operating interface was a mechanical knob that used lenses
and pictures to achieve a three-dimensional effect

Friendly Enter the curved shape of glasses, improve functions, and integrate interfaces,
focusing on military applications and experimental use

Fun The first commercial VR product, a wearable VR device was launched, which can
be worn anywhere without feeling too burdensome. It presents fun and novelty in
appearance and interface, and begins to be integrated with mobile phone functions

Fancy The types of VR wearable devices at this stage can be described as mushrooming,
ever-changing, and booming

Feeling Apple launches Vision Pro. The screen can become transparent according to the
dynamic changes of the outside world, allowing the eyes to see the outside world
and facilitate interactive communication. The shape is designed to be simple and
fashionable like goggles

The focus design is to put forward unprecedented new concepts and put aside the past
technical baggage, because technology is changing with each passing day. Prospective
technology comes from people’s innovative ideas, such as inventing Edward Samuel
“ED” CATMULL) and Ivan · Ivan Edward Sutherland: They are one of the pioneers in
the field of virtual reality, and they have developed some early VR technology in the
late 1960s and early 1970s. Among them, Ivan Sel created the world’s first VR and
AR headset display “Sword of Damocles” in 1968. Complete this innovative product
with the concept of electronics. Great technology is back bun, so as to make the product
design more human emotional closer to users. You can be free to close to VR without
danger. Space operations make work and leisure travel comfortably. Apple’s VR series
products are very popular with the consumer market for many reasons, but from the
perspective of product design, it fully meets the emotional design model in 5F (Fig. 6
and Table 1).
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Fig. 6. 5F over all analysis

5 Conclusion and Suggestion

5.1 Conclusion

The conclusions of this study can be summarized as follows:
VR product design must at least be Functional and Friendly, as well as meet peo-

ple’s basic needs. The first generation of products are mainly functional, and then the
improvement direction will be based on human considerations to comply with the basic
physiology and safety of human nature. need.

When VR products mature and become smaller, lighter and cost-effective, a large
number of product styles such as functions, shapes, materials and colors are created to
create different tastes. Whether it is Fun or Fancy, they are all Feeling and VR products
that satisfy consumers of different ethnic groups. Because of Apple’s innovation, the
current design style and usage model of VR products are almost the same.

Perceptual design is the trend and thinking of VR product innovation and reform.
It must make consumers feel zero distance from technology. VR products must come
from perceptual design thinking of humanized use. Product innovation challenges come
from changes in consumer lifestyles.

Digital integration improves the thinking of product design, such as the integration of
digital cameras andmobile phones. Future productswill beDesign for Feeling, providing
a new lifestyle service chain as an option. VR products must be humane, technological,
and timely. The focus on the latest technology and the human level is also the focus of
perceptual design.
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5.2 Suggestion

In addition to further reflecting on the problems that still exist in the research process and
the areas that need improvement during the implementation process, this study further
puts forward the following suggestions:

There are several limitations, mainly focusing on the appearance of VR products
based on daily life needs. If a larger amount of data can be obtained through random sam-
pling, and then through accurate statistics, the research results presented will definitely
be able to more accurately infer the 5F of VR products.

If the number of qualitative research samples is expanded, more oriented attribute
correlation analysis and more accurate conclusions can be statistically obtained.

VR image samples are mainly sampled from web pages. If works from web pages
from different periods are used, the image composition, shooting and color use may be
different, and the display effect in the exhibition environment may be different from that
of this study.

In the future, the research team can evaluate the opinions of men, the elderly and
other ethnic groups on the 5 Fs of VR products to further understand the differences in
opinions of VR5Fs between different subjects.

In-depth discussion of the design and application of VRwearable devices in different
periods, and demonstration of practical applications and empirical research.

Finally, I hope to provide VR5 F opinions and suggestions for reference by future
researchers.
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Abstract. Objectives: With the advancement of globalization and the develop-
ment of science and technology, cultural exchanges betweenvarious countries have
becomemore andmore frequent, and cross-cultural communication has become an
important phenomenon in today’s society, which can help to better understand and
appreciate the uniqueness of different cultures, and promote cultural exchanges
and integration. Therefore, intercultural communication has become an important
research field. However, in the process of cross-cultural communication, due to
geographical limitations, people cannot feel the charm of different cultures in their
own situation, and their understanding of culture stays on the visual surface, and
the experience of watching only throughwords, pictures and videos will be greatly
reduced. The use of virtual reality technology can break this limitation, so that
people from different cultural backgrounds can have a more intuitive and in-depth
understanding and experience of different cultures, and promote communication
and understanding between different cultures. This paper takes “virtual reality
technology” as the core of the research, explores the application of virtual reality
technology in the process of short video production, analyzes the advantages and
shortcomings of virtual reality technology in short video production, and predicts
the development trend of virtual reality technology in the future, so as to provide
reference experience for the video creators, and to promote the understanding and
integration of different cultures.

Virtual reality technology is characterized by interactivity, immersion and
multi-sensory, and its development affects our life. In recent years, virtual reality
technology has been increasingly used in various fields, not only in film and
television, entertainment, education, medical care, military and other fields, but
also in short video production. Short videos have become an important part of our
lives due to their short duration and the fact that they can bewatched in fragmented
time. Moreover, its short and concise nature, fast dissemination speed and ease of
sharing have also contributed to the rapid dissemination and exchange between
different cultures.

Currently, short videos have dominated the social media field, and people
commonly use cell phones to watch these video contents. However, on the tra-
ditional cell phone screen, there is usually only a fixed perspective, and users
can only browse short videos by clicking and sliding, which does not allow for a
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360-degree panoramic view, and the production method is also relatively process-
oriented and single shooting method. With the continuous progress of the times,
people’s demand for media content is constantly upgraded, and the audience is
no longer satisfied with traditional print media, but expects to experience more
immersive and more realistic media content. Therefore, a new form of media,
virtual reality technology is gradually emerging. The perfect integration of virtual
reality technology and short video, the user can feel the scene and atmosphere of
the video, this new experience will make the user more in-depth understanding
and feeling of the content of the short video, so as to enhance its dissemination
effect and influence. Virtual reality technology provides new possibilities and
opportunities for the production of short videos, and at the same time, the produc-
tion of virtual reality short videos provides new tools and platforms for cultural
communication.

Methods: In this study, 200 questionnaires were distributed to the audience
using the questionnaire method, aiming to investigate how much they know about
virtual reality technology, their perceptions and attitudes towards virtual reality
technology in the production of short videos, and how they perceive the impact
of short virtual reality videos on cross-cultural communication. After collecting
the data, statistical analysis tools were used to process and analyze the data and
produce results.

Results: Through the statistical analysis of the questionnaire data, this study
found thatmost of the audience believes that comparedwith the traditional sense of
the short video, the short video produced using virtual reality technology, the two-
dimensional video to 3D imaging expression, the scene experience whenwatching
the feeling of a more realistic, you can experience a more immersive audio-visual
effect, improve the video viewing and interactivity. It is believed that virtual reality
short videos are more capable of enabling people to experience different cultures
and traditional customs across geographical barriers and promote cross-cultural
communication.

Conclusions: This study found that by applying virtual reality technology
to short video production, short video content can more vividly and imagina-
tively display the cultural landscape and cultural traditions of different places, and
increase the real experience of immersion.

Short videos combined with virtual reality technology create a unique cross-
cultural environment, which can help people better experience different cultural
characteristics around the world, enhance their interest in and identification with
different regional cultures by means of visual and auditory perception, understand
the values of other cultures, and reduce the inconvenience of cultural exchanges
due to geographical restrictions. This experience helps to enhance people’s cross-
cultural awareness and bemore tolerant ofmulticulturalism.With the development
of science and technology, the future of virtual reality technology in short video
production has a wide range of prospects for application, and the way of producing
and watching videos will also change, which can provide new ways and means
of cultural exchange and dissemination. However, at present, the virtual reality
technology innovation is fast, the technical threshold is high, and the popularity
of virtual reality technology is low, so how to make better use of virtual reality
technology in the production of short videos in the future and how to use VR short
videos to promote cross-cultural exchanges still need to be further researched.
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1 Introduction

In recent years, virtual reality technology has been increasingly used in a variety of
fields, not only in film and television, entertainment, education, medical care, military
and other fields, but also in the production of short videos, which has injected new
vitality into the short video industry. VR combined with short video, as a medium of
information content dissemination, is more specific and vivid than the previous way of
data dissemination, with a larger amount of data and a stronger practical effect [1]. VR
environments differ from traditional desktops in that they embed the user in a computer-
generated data environment. The creation of a simulated virtual scene that is infinitely
close to the real world, simulated through imaging technology, allows for a more holis-
tic perceptual experience [2]. It has the key attributes of presence and immersion, 3D
representation and perception, and real-time spatial interaction. Therefore, the integra-
tion of virtual reality technology into short video production plays an important role in
cross-cultural communication. Through virtual reality technology, people from different
cultural backgrounds can communicate and interact in the same virtual space. At present,
cross-cultural exchanges and integration are becoming more and more frequent, and vir-
tual reality technology, as an emerging form of artistic expression, provides a brand-new
possibility for cross-cultural artistic exchanges. The purpose of this paper is to explore the
new creation mode and expression means brought by virtual reality technology for short
video production through the research on the application of virtual reality technology in
short video, which is of great significance for promoting cross-cultural communication
and the development of artistic innovation.

2016 is the first year of the explosion of short videos. Short video has gradually
become a window for people to understand the world due to its communication char-
acteristics. However, traditional short videos cannot realize 360° all-round immersive
experience, and the way of displaying special cultural content with the help of tradi-
tional short videos cannot make the audience experience the charm of culture, which
will lead to cross-cultural communication and dissemination effect is greatly reduced.
Culture is a crucial factor in communication. With the development of globalization,
cross-cultural artistic communication is becoming more and more important [3]. Film
and television art does not distinguish between national boundaries, how to use short
video art to disseminate regional culture, enhance the sense of participation and identity
of culture has become a problem that needs in-depth thinking. The application of vir-
tual reality technology in short video can better complete the cultural communication
process from ornamental to experiential transformation, realizing the “zero distance”
virtual visit experience. Constructing a virtual reality art space by means of VR can
overcome the previous regrets due to the different space for art dissemination. People
enter into the virtual video image through practical operation and realize panoramic
viewing experience with the help of VR equipment. The development of VR short video
provides a new way for the dissemination of culture, through the innovative way of “VR



Research on the Application of Virtual Reality Technology 47

+ short video” to publicize culture, can give people a strong sense of reality, so that
people in the process of accepting the culture of the visual and sensory experience, and
at the same time, will increase the people’s sense of participation in the culture and a
sense of identity.

2 Literature Review

2.1 Cross-Cultural Arts

Cross-cultural arts are a field of study that is receiving increasing attention,which focuses
on artistic exchanges, influences and integration in different cultural contexts. Gudykunst
William B., a professor at the University of California in the United States of America
and a leading international researcher inCross-cultural communication and interpersonal
studies, has defined “Cross-cultural” as a part of cultural anthropology, which focuses
on the comparison of cultures and encompasses the presentation of cultures or texts
to any degree, as well as interpersonal exchanges of different cultures at any level [4].
Howard McConaughey, professor in the Department of Art Education, examines the
role of modern art and artists in expressing unconscious, cross-cultural emotions. It is
argued that the expressive focus of modern art, beginning with Post-Impressionism, has
been on internal and psychological concerns. “Cross-cultural” is not simply a collision
of cultures, but an interaction that occurs when different cultures collide. VR virtual
reality technology has gradually become the new favorite of cultural variety shows, and
“VR + variety show” is also a more distinctive trend. For example, a Chinese cultural
variety show has introduced virtual reality technology to present China’s outstanding
traditional culture with the help of modern technology. In the stage space design, all
kinds of environmental elements are fully utilized to mobilize the audience’s senses,
creating an immersive and shared environmental atmosphere and historical space for the
audience, adding a real three-dimensional immersive viewing effect [5].While spreading
the local culture, it increases the cultural confidence and cultural identity of the nation,
so as to achieve the purpose of inheriting Chinese culture and telling a good Chinese
story. After the program was broadcasted, it not only gained unanimous praise at home,
but also received wide acclaim on overseas platforms.

2.2 Virtual Reality Technology

Virtual Reality is the colloquial name for an engaging, interactive, computer-mediated
experience in which a synthetic (simulated) environment is perceived through special
human-computer interface devices. It interacts with the simulated objects in that envi-
ronment as if they were real [6]. The combination of virtual reality technology and the
communication effect of short videos highlights its unique advantages in cross-cultural
communication. As virtual reality technology is characterized by interactivity, immer-
sion and imagination, in the process of practice, creators will be better able to change
the traditional filming method by simulating the real environment.

Due to the development of technology, the use of virtual reality in film and video is
becoming more and more common. For example, in the medical field, the use of virtual
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reality videos has made it easier for participants to make end-of-life decisions and has
also helped users to better understand medical scenarios, making it a good decision-
making tool for advance care planning. This intervention is generally recognized by
participants for its decision-making assistance [7]. Kyunghan Lee’s research argues
that the development of modern theater technology provides audiences with a more
immersive viewing experience, and advances in virtual reality technology have made
VR theater possible. The development of this technology is expected to bring greater
innovation and flexibility to filmmaking and the theater experience [8]. In addition,
virtual reality technology has an important role to play in the experience and learning
of culture. Lei Gao’s team designed a virtual reality application that allows learners to
experience and learn about Western cultures in an immersive environment. This virtual
reality application can build immersive learning environments that help participants
adapt to foreign cultures at a low cost in terms of time and money, which is of practical
value for cultural learning [9].

Under the influence of globalization, the use of virtual reality technology for cultural
communication will become an inevitable trend. However, compared with traditional
short videos, VR has not yet fully matured technologically, coupled with the need to
use a large number of technical equipment in the production of VR short videos, which
also greatly increases the production cost of VR short videos. Therefore, virtual reality
technology is still not fully utilized in short video production.

2.3 Short Video Production

Short video refers to a new type of video broadcast on network platforms for people
to watch, browse and share at any time, ranging from a few seconds to five minutes.
According to Zhiqin Lu, short video is mainly produced by stars, internet celebrity, PGC,
UGC, and shot, edited and processed on mobile terminals with one click, and dissem-
inated through cell phones and external links, which is characterized by strong social
attributes, low threshold of creation, and blurred boundaries between producers and
consumers, and so on. It is characterized by strong social attributes, low creation thresh-
old, and blurred boundaries between producers and consumers [10]. The development
of short video production can be traced back to 2007, when YouTube has become the
most successful Internet site providing a new generation of short video sharing services.
Cheng Xu and others conducted an in-depth and systematic measurement study on the
characteristics of YouTube videos and found that these videos have strong correlation
with each other, and through the Internet platform will effectively deliver the videos to
the end-users to realize the dissemination value [11].

In recent years, with the development of new media technology, new ways of short
video production have emerged. The emergence of artificial intelligence has revolution-
ized video production and enabled innovative methods of artistic creation. With the rise
of self-media and the demand for user-generated content, AI drives personalized and
efficient video production. The study by Yufeng Huang’s team evaluates the potential
of AI video production through literature integration, revealing the transformative and
instructive role of AI in film and video [12].

In terms of application prospects, short video production has become a popular
form of social media, such as jittery voice, fast hand and other platforms. Short video
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production can not only meet users’ needs for entertainment, but also be used in various
fields such as advertising and marketing, education and training, and news reporting
[13]. Therefore, it is undoubtedly a convenient and effective way to disseminate culture
with the help of short video production technology. The value of cultural identity that
can be pried up by the integrated communication of “culture + short video” in the new
media era should not be underestimated, which will bring a new mode of traditional
cultural communication.

3 VR Technology in Short Video Production Process

3.1 Applications in Pre-production

The first is scene selection. VR technology allows you to browse different scenes in
the virtual environment in advance and choose the most suitable shooting location.
Through the use of VR equipment, creators can preview the shooting scenes and make
scene layouts in the virtual environment, fine-tune the scene layouts, and simulate the
scenes before shooting, allowing creators to better choose the shooting angle, arrange the
lighting, etc., to ensure that the shooting effect is optimal. Such scene construction breaks
the spatial and geographical limitations, through the 3D technology to show the virtual
scene effect in the visual more impactful and three-dimensional sense. Secondly, virtual
reality technology plays an equally important role in scriptwriting. Interactive proposals
for VR scriptwriting frameworks, created using 360° video technology, present possible
plot and extra-plot interactions in a pre-written story with different navigation options.
This interactive structure ensures the dramatic tension of the story. Both virtual reality
and storytelling have the potential to promote immersion, thus favoring the construction
of innovative and effective learning environments [14]. Virtual reality technology is used
to simulate the plot in different scenes to help writers better conceptualize the storyline.
Finally, during the filming process, VR technology can be used for real-time shooting and
scene adjustment. By using VR cameras and related equipment, creators can observe the
shooting effect in real time during the shooting process and make real-time adjustments
to the scene to ensure that the shooting content is consistent with the expected effect.
When shooting short videos, panoramic shooting can be realized through the use of
virtual reality technology, and the record of the real scene makes the audience feel
immersed when watching the video. In addition, in the shooting process, virtual reality
technology can put the virtual background into the actual shooting environment, so that
the effect of the short video shot is more realistic.

3.2 Applications in Post-production

The basic goal of post-production in film and television is to put together many shots by
using specialized techniques to process the various elements that have been shot, and the
post-production aspect is crucial [15]. The application of VR virtual reality in film and
television post-production makes the work more colorful. In the late stages of filming,
VR technology can be used for editing and post-processing to adjust the images and
effects more intuitively. By using VR editing software, creators can edit, splice, adjust
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colors, add background music and other post-processing of the shooting content to make
the short video more vivid, interesting and picture perfect. In addition, VR technology
can also be used for the production of special effects during the shooting process, such
as virtual backgrounds, virtual characters, etc., to create more three-dimensional and
realistic special effects, which can enhance the visual effect of the video and bring the
audience a richer visual experience. The application of VR virtual reality technology
in the late stage of film and television has promoted the development of diversified
creation and the development of film and television post-production. At the same time,
the application of VR virtual reality technology improves the efficiency of film and
television production and reduces the cost of physical sets [16].

3.3 Specific Applications

Panoramic VR Short Video. Panoramic VR video is a form of video based on virtual
reality technology, in which real scenes or fictional situations are filmed or made into
360◦ panoramic videos by using special cameras and tools. It provides users with the
opportunity to experience the video in a fully immersive way [17]. The filmmaker builds
a three-dimensional simulated environment through filming, so that the viewer can get
a three-dimensional spatial feeling through the network, as if they were there. The
viewer can adjust the image, zoom in and out, move the viewer around, and other
controls to experience these scenes or situations in an immersive way. Panoramic virtual
reality videos are becoming increasingly popular because they offer a truly immersive
experience. Increasingly, 360° video covers other applicable areas of content, including
education, immersive telepresence, infotainment, documentaries, and sports [18]. On
the occasion of the 70th anniversary of the founding of The People’s Republic of China,
China Central Television released a short VR newsreel titled “Building Blessings”,
presenting a panoramic view of the country’s magnificent 70 years through seven iconic
projects (Tabernacle 1959, Subway 1969, Landmark 1979, Desert 1989, Network 1999,
Bridge 2009, Airport 2019). In addition, also released “360° panoramic immersion stroll
in the Forbidden City” “spectacular! Panoramic VR look at the Three Gorges Dam” and
other VR news videos, using a large number of VR footage, 360° panoramic record
of China’s architecture and mountains and rivers, for the audience to outline a three-
dimensional immersive picture of the great beauty of China.While bringing the audience
an immersive panoramic experience, it also assumes the important responsibility of
culture and knowledge dissemination.

VR Integration into Intangible Cultural Heritage Short Videos. Virtual reality tech-
nologyplays an important role in thefieldof culture, virtual reality and traditional desktop
media as a medium for displaying intangible heritage environment is significantly dif-
ferent, 360° video presented by virtual reality helps users to immerse themselves in the
protection of intangible cultural heritage in the application, [19] more able to help people
to experience intangible cultural heritage in a more intuitive, immersive way, immersed
in the charm of traditional culture. This significantly improves the audience’s interac-
tive experience, and awareness of non-heritage protection. In addition, the application
of virtual reality technology in the inheritance and protection of non-heritage culture
can inject new vitality into traditional art forms, so that more people can understand,
experience and inherit non-heritage culture.
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Take the art of paper-cutting as an example, paper-cutting is an intangible cultural
heritage in China with a long history. Nick and his team filmed this traditional craft
through VR technology, the video shows the 80-year-old paper-cutting master Weizhen
Zhu working scene and the process of paper-cutting, the use of virtual reality technology
“real” reproduction of intangible cultural heritage paper-cutting techniques, so that users
can greatly experience the traditional process and productionmethods. The audience can
see the production process of traditional paper-cutting art in the virtual reality equipment,
and closely observe how the non-genetic inheritors use scissors and paper to carefully cut
out various exquisite patterns. This immersive experience enables the audience to more
intuitively understand the unique charm of the art of paper-cutting. Now, Nick and his
teamhavemade a series ofVRvideos of Chinese intangible cultural heritage bearers, and
after spreading these videos of China’s excellent traditional culture overseas, they have
attracted a great response. Therefore, the innovative exploration of the inheritance and
dissemination of intangible cultural heritage can make intangible cultural heritage play
a more important role in the development of the country, international social exchanges,
and sustainable development of the society, which will further enhance the national
cultural self-confidence [20].

4 Experiment Investigation

4.1 Experimental Method

In order to fully study the application of virtual reality technology in the process of
short video production, as well as the impact of virtual reality short videos on cross-
cultural communication, to achieve the effect of promoting cultural dissemination and
communication. A total of 200 questionnaires were distributed to the audience in this
study, and the survey data were statistically and analytically analyzed to observe the
audience’s understanding of virtual reality technology, their perceptions and attitudes
towards virtual reality technology in short video production, and their perceptions of the
effects of virtual reality short videos on cross-cultural communication.

4.2 Experimental Subjects

The experimental subjects of this study need to have certain experience in Internet use and
virtual reality short video viewing to ensure a certain understanding of virtual reality
technology. The experimental subjects include college students, educators, enterprise
workers, etc. in colleges and universities. The participants cover people of different
ages, educational backgrounds and occupational fields to ensure the representativeness
and diversity of the experimental results.
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4.3 Experimental Process

Questionnaire Design. This questionnaire, on the basis of reference to existing similar
questionnaires, has been adjusted and modified accordingly to the differences in the
survey respondents, to avoid possible problems, such as irregularities in the formulation
of questions, as far as possible, and to improve the accuracy of the questionnaire’s
formulation. This questionnaire is mainly composed of the following parts:

Part I: Description of the questionnaire. It is intended to introduce the respondents to
the purpose of the questionnaire, its use and privacy issues, and to guide the respondents
to fill in the questionnaire according to the actual situation.

Part II: Basic Information of Respondents. This part mainly collects the basic
information of the respondents, including gender, age, education and so on.

Part III: This part is mainly to understand and grasp the audience’s knowledge of
virtual reality technology, access to it, and so on.

Part IV: Body part. This part is mainly to examine the cognitive, attitudinal and
behavioral aspects of the audience based on the application of virtual reality technology
in short videos.

Distribution and Recovery of Questionnaires. A total of 200 questionnaires were
distributed to the respondents of this research study mainly through online means, and
after screening, 196 valid questionnaires were determined students.

4.4 Experimental Results

Analysis of the Audience Situation. As shown in Table 1, the questionnaire collected
a total of 196 valid samples, of which the number of males accounted for 73 people,
accounting for 37.24%, and the number of females is 123 people, accounting for 62.76%.
The gender distribution of survey respondents is slightly more female than male.

Table 1. Gender distribution

Title Options Frequency Percentages (%). Cumulative percentages (%)

Gender Male 73 37.24 37.24

Female 123 62.76 100.00

Total 196 100.0 100.0

From Table 2, most of the questionnaire fillers are between the ages of 18–35 years
old, the number of people accounted for 89.29%, focusing on the least number of people
in the age group of more than 40, only 4 people, from the age distribution, filling out the
questionnaire is mainly for young and middle-aged people.
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Table 2. Age distribution

Title Options Frequency Percentages (%). Cumulative percentages (%).

Age < 18 7 3.57 3.57

18–25 137 69.90 73.47

26–35 38 19.39 92.86

36–40 10 5.10 97.96

> 40 4 2.04 100.00

Total 196 100.0 100.0

As shown in Table 3, the results reflect the distribution of the respondents’ education,
and the education of the respondents of this questionnaire is mostly concentrated in
undergraduate andmaster’s degree and above postgraduate students, totaling 147 people,
accounting for as high as 75%. The number of people in high school and below and
specialties accounted for a relatively small proportion, totaling 25%.

Table 3. Distribution of education levels

Title Options Frequency Percentages (%). Cumulative
percentages (%)

Education
attainment

High school and
below

27 13.78 13.78

Specialized training
school

22 11.22 25.00

Undergraduate 80 40.82 65.82

Master’s degree or
above

67 34.18 100.00

Total 196 100.0 100.0

Analysis of the Level and Mode of Understanding of the Audience. From Table 4,
it can be seen that most people learn about virtual reality technology through social
media platforms and personal experience of related equipment, a total of 57 people
learned about virtual reality technology through social media platforms, accounting for
29.08%, and a total of 45 people personally experienced related equipment, accounting
for 22.96%. And 23 people chose to learn about virtual reality technology through online
video platforms andother people’s sharing and recommendation respectively. This shows
that using social media to learn new information is now the choice of most people.
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Table 4. Ways to understand virtual reality technology

Title Options Frequency Percentages (%) Cumulative
percentages (%)

Ways of knowing Social media
platforms

57 29.08 29.08

Online video
platforms

23 11.73 40.82

Experience related
equipment

45 22.96 63.78

Shared by others 23 11.73 75.51

Television programs
or media coverage

29 14.80 90.31

Other 19 9.69 100.00

Total 196 100.0 100.0

As can be seen from Table 5, regarding the analysis of the degree of understanding
of virtual reality technology, which has heard of virtual reality technology accounted for
the largest proportion, as high as 31.12%, not quite understand and completely unaware
of the audience accounted for 25%, very familiar with the virtual reality technology of
the crowd only accounted for all the audience of the 19.9%, which can be seen that
the public for the degree of understanding of the virtual reality technology is not high,
so far, this technology is not yet popularized, the future still has a huge potential for
development. This technology has not been popularized, and still has great potential for
development in the future.

Table 5. Level of understanding of virtual reality technology

Title Options Frequency Percentages (%) Cumulative percentages
(%)

Knowledge Very familiar 39 19.90 19.90

More familiar 47 23.98 43.88

Heard about it 61 31.12 75.00

Not familiar 35 17.86 92.86

Completely unfamiliar 14 7.14 100.00

Total 196 100.0 100.0

Analysis of Audience Attitudes. As shown in Table 6, 16.32% of the respondents
indicated that they were neutral or not too supportive of the application of virtual reality
technology in short video production, but the overall proportion is relatively small. This
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may reflect that a part of the respondents still has some doubts about the application of
virtual reality technology in thefield of short videos.However, 83.67%of the respondents
indicated that they supported or very much supported the application of virtual reality
technology in short video production, which indicates that virtual reality technology has
wide recognition and support in the field of short video and is favored by the audience.

Table 6. Attitude of VR technology applied to short video

Title Options Frequency Percentages (%). Cumulative
percentages (%)

How to see the
application of virtual
reality technology in
short video
production

Very
supportive

77 39.29 39.29

Relatively
supportive

87 44.39 83.67

Neutral 23 11.73 95.41

Unsupported 9 4.59 100.00

Total 196 100.0 100.0

As shown inTable 7, 52.04%of the respondents believe that virtual reality technology
can improve the viewing experience of short videos, which indicates that virtual reality
technology has considerable attraction and potential in the field of short videos15.82%
believe that virtual reality technology has some help to the viewing experience, and
32.14% are skeptical or believe that it is ineffective. This indicates that there are still
some respondents who have a conservative attitude towards the application of virtual
reality technology in the field of short videos. However, on balance, the audience’s
attitude towards the VR short video viewing experience is positive.

Table 7. Attitudes toward VR short video viewing experience

Title Options Frequency Percentages (%) Cumulative
percentages (%)

Does virtual reality
technology help
improve the viewing
experience of short
videos

Yes 102 52.04 52.04

There’s some help 31 15.82 67.86

Unsure 40 20.41 88.27

No 23 11.73 100.00

Total 196 100.0 100.0

As shown in Table 8, 173 respondents indicated that VR short videos are very helpful
in understanding other cultures, accounting for 88.27%. This result reflects the positive
attitude towards virtual reality technology in facilitating cross-cultural communication.
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On the other hand, 18 respondents think that VR short videos are only somewhat helpful,
accounting for 9.18%, and 1.53% are not too sure about their effects. This reflects that
some of the respondents have some doubts or uncertainty about virtual reality technology
in promoting cross-cultural communication. It also reminds us that we need to seriously
consider the actual effects of VR short videos when promoting and applying them.

Table 8. Attitudes of VR short video towards cross-cultural communication

Title Options Frequency Percentages (%). Cumulative
percentages (%)

Can short VR videos
better facilitate
cross-cultural
communication and
experiences

Yes 173 88.27 88.27

Some help, but
limited effect

18 9.18 97.45

Not sure 3 1.53 98.98

No 2 1.02 100.00

Total 196 100.0 100.0

Table 9, as can be seen from the above table, the goodness-of-fit test shows signifi-
cance (chi = 127.826, p = 0.000 < 0.05), which implies that the proportion of choices
for each item is significantly different, and the differences can be specifically compared
through the response rate or the popularity rate. 19.40% of the respondents believe that it
has the effect of breaking down the language barriers, followed by 19.12% who believe

Table 9. The role of short VR videos on cross-cultural communication

Options Responsive Penetration rate (n = 196)

n Response rate

Breaking the language barrier 136 19.40% 69.39%

Promoting cultural
understanding

96 13.69% 48.98%

Providing an interactive
experience

124 17.69% 63.27%

Promoting cultural innovation
and integration

97 13.84% 49.49%

Expanding avenues of cultural
dissemination

134 19.12% 68.37%

Promoting international
cooperation

112 15.98% 57.14%

Other 2 0.29% 1.02%

Total 701 100% 357.65%

x2 = 127.826 p = 0.000.



Research on the Application of Virtual Reality Technology 57

that it can expand the cultural communication channels. In terms of the popularity rate,
breaking the language barrier and expanding cultural communication channels have the
highest recognition, which reflects the unique advantages of virtual reality technology
in providing a cross-cultural communication platform and facilitating cross-linguistic
communication.

Result. By statistically analyzing the data from the questionnaire, this study found that
due to the limitations of the popularity of virtual reality technology, most of the audi-
ence still has a low level of understanding of virtual reality technology, and mainly
learns about it through social media platforms and experiencing the relevant equipment
in person. However, there is a supportive attitude towards the application of virtual real-
ity technology in short video production. It is believed that compared with traditional
short videos, virtual reality technology helps to improve the viewing experience of short
videos, and the application of virtual reality technology to short videos can better pro-
mote cross-cultural communication. The audience has great expectations for the future
development of virtual reality technology, and virtual reality technology has a wide
range of application prospects in the field of short videos. To sum up, the application
of virtual reality technology in short video production is of great significance to cross-
cultural communication, which can express two-dimensional video in 3D and bring an
immersive viewing experience for the audience. At the same time, with the commu-
nication power and influence of short videos, people can experience different cultures
and customs across geographical barriers, which will provide more possibilities for the
promotion of cross-cultural communication and understanding.

5 Discussion and Analysis

From this study and the findings, we can understand that the combination of short videos
and virtual reality technology promotes cross-cultural communication and experience
to a great extent. The realistic and three-dimensional scenes and effects created through
virtual reality technology allow viewers to understand and experience the cultures of
different regions more deeply. This interactive experience allows viewers to partici-
pate more actively in cross-cultural communication and improve cultural awareness and
cultural sensitivity. At the same time, it can also enrich the content of the short video
and bring an immersive and interactive experience to the audience. Virtual reality tech-
nology has made great progress in the past few years, but there are still problems of
high technical threshold and low popularity. With the development of technology, its
development trend will be more expected. In the future, with the continuous updating
of virtual reality equipment and the decreasing cost, this technology will become more
and more popular, and people may be able to easily use virtual reality equipment at
home to enjoy an immersive virtual experience. Virtual reality technology will also be
more deeply integrated with other technologies, and this integration will provide more
possibilities for the development of virtual reality technology. This study applies virtual
reality technology to the production of short videos, realizing a high degree of integration
of “virtual reality technology + short videos”, breaking through the inconvenience of
traditional short videos in cross-cultural communication, and opening up a new way for
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cross-cultural communication and experience. In addition, when different regions carry
out cultural exchanges, with the help of VR short video, it can break the geographical
restrictions and improve the efficiency and effect of cultural communication.
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Abstract. Objective: With the advancement of globalization and the progress
of science and technology, communication between people of different cultural
backgrounds has become increasingly frequent. Cross-cultural communication
has become an increasingly common phenomenon in today’s world, involving the
collision and intermingling of different cultural backgrounds, values, languages
and customs. In this process, cross-cultural context has become an inevitable part
of people’s lives. In this context, people from different cultural backgrounds need
to understand, respect and adapt to each other’s cultural differences. These differ-
ences include not only language, customs, social etiquette and other aspects, but
also values, ways of thinking, behavioral norms and other aspects. Therefore, in
the cross-cultural context, the dissemination of local cultures across countries is
of great significance. By transmitting native cultures to a wider range of people,
it can enhance people’s knowledge and understanding of native cultures in dif-
ferent places, and thus improve their sense of identity and cohesion. At the same
time, the transmission of local culture in the cross-cultural context also helps to
promote the exchange and understanding between different cultures, and promote
the development of the diversity of world culture.

Virtual Reality (VR) technology as a computer simulation system that can
experience the virtual world, through the technology virtual and reality combined
with each other, with immersive, interactive features into the audio-visual arts,
for the dissemination of local culture provides a new way. Audiovisual arts is an
art form that uses sound and picture as the means of expression and visual and
auditory perception. It includes movies, TV dramas, TV variety shows, dances,
dramas and other types. Through the organic combination of picture and sound,
it creates artistic images with a sense of time and space and a sense of dynamics,
which directly affects the audience’s visual and auditory senses and thus produces
a unique artistic effect. In the radio and television industry, the innovative integra-
tion of VR technology with audiovisual arts brings a new immersive experience
by simulating human audiovisual perception, making users feel as if they were
immersed in a virtual, three-dimensional, audiovisual environment with a sense
of reality. In the meantime, in VR audiovisual arts, the audience can also interact
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with the virtual environment, and through their own perception and experience to
stimulate unlimited imagination and creativity.

In the figurative presentation of local culture, VR audiovisual arts in the radio
and television industry can be delivered to the audience in a more realistic and
vivid way, so that the audience can understand and perceive the history, traditions
and customs of the local culture in a more in-depth way. Compared with tradi-
tional audiovisual arts, this immersive and in-depth experience can enhance the
audience’s cognition and perception of local culture, and improve their sense of
identity and cohesion.

Methods: This experiment adopts the qualitative analysis method to research
and analyze the audience effect of VR audiovisual arts in the form of in-depth
interviews. The topic of the in-depth interview focuses on the VR cultural variety
show “Poetry and Painting of China”, which won the “Asia-Pacific Broadcasting
Television Union Award”, and discusses the communication effect and influence
of the program among the audience groups in a specific and in-depth manner. Ten
domestic scholars and experts in related fieldswere selected for the study, and these
experts’ fields of study include art, culture, media, etc., to ensure that the research
results have interdisciplinary depth and breadth. And all of them are audiences
who have watched the program and have rich experience and unique insights in
cultural communication and artistic expression, providing rich information for
the in-depth interviews. The whole interview content centered on the research
theme of the communication effect of the VR program “Poetry and Painting of
China” on local culture, and five related questions were designed to explore the
actual communication effect of local culture through VR audiovisual arts in the
audience group.

Results: Through in-depth interviews with ten experts and scholars, it can
be found that the VR audiovisual program “Poetry and Painting of China” has
achieved a good effect of local culture dissemination among the audience. Specif-
ically, the program brings audiences into an immersive Chinese traditional cul-
ture scene through VR technology, which immerses them in the unique charm of
Chinese traditional culture. Meanwhile, the program has also made some break-
throughs in cultural inheritance and innovation, allowing the audience not only
to be satisfied with the artistic form, but also to gain a rich harvest in terms of
cultural knowledge, and to have a deeper understanding and knowledge of the
characteristics and connotations of Chinese poetic and pictorial culture, which
in turn stimulates the audience’s awareness of cultural inheritance and cultural
self-confidence. However, VR audiovisual programs still have some deficiencies
in the dissemination of local culture, such as the limited level of technology, cross-
cultural communication barriers, and limited dissemination channels that still need
to be improved. In response to these problems, experts also put forward some spe-
cific suggestions, such as increasing R&D efforts on VR technology, expanding
the scope of dissemination by utilizingmultiple channels, and attracting audiences
at different levels in content production, with a view to providing some references
and help for VR audiovisual programs in disseminating local culture.

Conclusions: This study finds that VR audiovisual arts is of great significance
to the communication effect of local culture in cross-cultural context. Through
the integration with local culture, VR audiovisual arts can not only enhance the
audience’s sense of cultural identity, promote cultural dissemination and inher-
itance, facilitate cross-cultural communication and understanding, and enhance
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the national image, but also expand domestic and international cultural commu-
nication channels. Therefore, we should fully recognize the potential and role of
VR audiovisual arts in the dissemination of local culture. In addition, there are
still some existing problems that need to be noticed and improved, such as limited
technical level, cross-cultural communication barriers, limited communication
channels and other deficiencies in the process of VR audiovisual art’s dissemina-
tion of local culture in the cross-cultural context. In this regard, this art form will
also be actively explored and applied in the future to promote the inheritance and
development of local culture, advance global cross-cultural communication and
exchange, and contribute to the prosperity and development of world culture.

Keywords: Virtual Reality · Local Culture · Dissemination Effects ·
Cross-Cultural Contexts

1 Introduction

In the era of high-speed circulation and sharing of information, cross-cultural commu-
nication and dissemination has become an important issue that cannot be ignored in
today’s society. In the age of pluralism, people with different cultural backgrounds need
to understand and respect each other’s cultures at a deeper level, and all countries and
regions need to actively promote their local cultures to the world, so that more people can
understand, experience and appreciate the unique charms of different cultures, thus pro-
moting and facilitating the prosperous development of cultural diversity and harmonious
coexistence among countries all over the world. Under this social need, virtual reality
technology (VR) combined with audiovisual arts has gradually emerged as a striking
new art form, and also provides a new way for the dissemination of local culture. VR
technology is a kind of interactive technology based on three-dimensional virtual reality
environment, which allows users to experience a more realistic scene, mainly through
the interactive visual, auditory, tactile and movement sensations to provide users with a
realistic experience. Users with interactive visual, auditory, tactile andmotion sensations
to provide them with a real experience [1]. Its immersive and interactive characteristics
give the audience an unprecedented immersive experience, providing a new style of
expression for the dissemination of culture and the promotion of cross-cultural under-
standing. Audiovisual arts, as a form of art that uses sound and picture as language
symbols, can realize diverse functions such as education, cognition and entertainment
with its intuitive and multi-sensory characteristics. It also has great educational potential
in terms of the content and nature of the information it conveys, forming a focal point for
personal qualities in terms of spiritual, moral, intellectual and aesthetic self-expression in
both individual and collective forms [2].Through the in-depth integration of technology
and art, the advantages and characteristics of each can be more extended application and
development, which opens up an emergingwindow for the current cross-cultural context,
and also provides a more effective path for the development of cultural prosperity.

As an important platform for information transmission and cultural dissemination,
the radio and television industry shoulder the important responsibility of cultural record
and inheritance. In the era of digitization, the rapid development of VR audiovisual
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technology has injected new vitality into the broadcasting and television industry, and
also presented an unprecedented cultural feast for the audience.

2 VR Technology and Audiovisual Arts

2.1 Characteristics of VR Technology

VR is an advanced simulation technology that simulates the real world with a computer-
generated three-dimensional environment. By simulating the senses of sight, hearing,
and touch to create a simulated, virtual sense of reality, users feel as if they are in a
fictional environment. VR is uniquely characterized by its immersive and interactive
experience, which provides the viewer with a completely new way of perceiving. The
immersive experience, through the establishment of virtual scenes and environments,
makes the viewer feel as if he or she is actually existing in a fictional world and is com-
pletely integrated into it. This feature greatly expands the perceptual boundaries of the
audience, and the audience can walk, observe and explore freely in the virtual environ-
ment using headgear, controllers and other equipment, as if they were in the real world,
and fully immersed in the virtual world to experience the scenes and situations that are
beyond the reach of the real world. At the same time, VR technology is also characterized
by its compelling interactivity, which refers to the degree to which users can manipulate
objects within the simulated environment and the naturalness with which they receive
feedback from the environment [3]. Users interact with the virtual environment through
interactive devices, and are no longer just passive recipients, but can participate in the
virtual scene through the manipulation of devices or interactive interfaces to realize the
operation, control, change the virtual environment and other functions. This sense of par-
ticipation makes the audience become one of the creators, and personalized experience
becomes possible, which enhances the sense of immersion and also improves the depth
of user participation. Interactivity and immersion are two of the main advantages of VR
technology over traditional electronic technology, and VR technology as a powerful tool
can be applied to a variety of fields, playing an extremely important role [4]. In the field
of art, VR technology can provide art creators with a new way of creation and means of
display. The creators can create more immersive and interactive art works through VR
technology, which in turn allows the audience to understand and feel the works in an
immersive way, and interact and communicate with the works to complete the artistic
enjoyment.

2.2 Connotation of Audiovisual Arts

Audiovisual arts is a multifaceted art form that is expressed through visual and auditory
means, and it is mainly an art that is conveyed through pictures, sounds and colors to give
people enjoyment in the formof art, and it accommodates a variety of art disciplines in the
iconic connotation of audiovisual arts [5]. In his book Introduction to Art, scholar Wang
Hongjian categorizes the types of art into visual, auditory, audiovisual, and imaginative
art based on the way in which the art form is perceived [6]. Audiovisual arts includes
a wide range of genres such as theater, film, television drama, documentary, television
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variety, dance, etc. It integrates visual and sound elements to provide audiences with an
all-round sensory experience. This form of art aims to communicate with the audience
through audiovisual language, and the artist creates a mesmerizing artistic atmosphere
through the careful manipulation of vision and sound, so that the audience can immerse
themselves in it and appreciate the infinite charm of art. In this process, audio-visual
art is not only a medium for conveying information, but also a conveyor of emotion.
Through the perfect fusion of picture and sound, it breaks the singularity of the traditional
medium and creates an immersive artistic atmosphere. For example, in movies, the
delicate composition of the picture and the harmony of the sound can profoundly convey
emotions and stories, and inspire the audience to resonate. This comprehensive art form
can break the singularity of the medium and create a more diversified and profound art
experience for the audience.

2.3 Innovative Expression of VR Technology Combined with Audiovisual Arts

VR technology, as an emerging technical means, has produced powerful artistic effects
and novel experiences in its integration with audiovisual arts. This innovative way of
expression not only broadens the creative space of audiovisual arts, but also creates a
unique audiovisual experience for the audience. First of all, VR technology presents
art works in a three-dimensional and panoramic form in the audience’s field of vision
through the immersive characteristics, which brings a new viewing experience for the
audience.On the basis of visual and auditory language, it fullymobilizes the participation
of multiple senses, which enables the audience to wholeheartedly integrate into the
artistic creation and feel the real scene and character emotions, thus enhancing emotional
empathy. With the help of VR glasses, handles and other equipment, the audience is able
to feel the object of the work in close proximity, to draw closer to the distance between
the work, to break the time and space limitations in-depth experience of the details of
the work and the connotation of the mobilization of audio-visual art to appreciate the
enthusiasm. Secondly, VR technology enables audiovisual arts creators to break the
limitations of traditional media and create richer and more vivid art works. Through
the creation of virtual art space, creators can create the desired environmental space in
the virtual environment, comparing and restoring various natural spaces to fit the entire
creativework.While giving the audience amultitude ofmodal spatial experiences, it also
achieves the expression of the connotation of the work, making the artistic creation more
vital, and creating works with more aesthetic value and inner meaning for the audience.
In short, the combination betweenVR technology and audiovisual arts can play a positive
role in enhancing the audience experience, expanding the means of artistic expression,
and promoting artistic inheritance and innovation, etc. This fusion brings a broader and
more profound development prospect for both the art and technology sectors.

2.4 VR Audiovisual Arts in the Broadcasting Industry

Every revolutionary technology will bring revolutionary changes to human life, and
the arrival of virtual reality technology has a great impact on all walks of life, and
opportunities come with this impact. For the radio and television industry, this wave
of technology has triggered more diversified changes and vitality. In recent years, the
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generation of VR audiovisual arts has brought the industry many excellent program
works that are highly loved and praised, VRmovies, VRTVprograms, VR commercials,
VR concerts, etc. Together, these fields of application demonstrate the diversity of VR
audiovisual arts in the broadcasting industry, as well as the new inspiration and creative
prospects for the development of the broadcasting industry [7].

1. Virtual studio programs: Radio and television production companies can create a vari-
ety of highly ornamental virtual scenes at any time through computer-generated virtual
scenes, using VR technology, thus injecting more creative elements into the program,
making the production of programs more creative and imaginative, and no longer
subject to the physical limitations of the traditional studio [8]. The construction and
maintenance costs of virtual studios are also relatively low compared to the traditional
construction of live studios. Through virtual technology, the dependence on actual
venues and equipment can be reduced, and modifications and adjustments can be
made more conveniently during the production process, which improves production
efficiency and reduces production costs.

2. Virtual Reality Movies: VR technology provides brand-new possibilities for movie
production. Through 3D technology and virtual reality technology, virtual movies
can bring a refreshing audio-visual experience, provide the audience with an immer-
sive experience, so that the audience seems to be in the movie plot. Compared with
traditional movies, virtual movies provide stronger interactivity, the audience is not
just passively accepting the information, through the VR equipment the audience
can interact with the virtual content, personal experience to experience the virtual
world of the work, and the storyline for a more in-depth interaction, creating a more
immersive viewing experience.

3. Virtual Concert: Virtual Concert is a form of music performance based on virtual
reality (VR) technology and Internet platform. It enables the audience to participate
in music activities immersive through VR equipment or smart terminals, enjoying a
highly immersive and unique music feast without the need for real on-site participa-
tion. This form of music performance integrates music with advanced technology to
provide audiences with a brand new music experience. Performers can create virtual
concerts through VR technology, allowing the audience to enjoy music performances
in a virtual space, as if they were in the singing scene, and gain the enjoyment of
beauty.

4. Virtual commercials: Through virtual 3D animation, TV commercials can present a
more vivid and three-dimensional effect, attracting the audience’s attention. Adver-
tisers can make full use of virtual reality technology to create more novel and unique
presentation effects, so that viewers can experience the products more intuitively
through virtual devices, thus enhancing the brand promotion effect [9]. Taking cloth-
ing advertisements as an example, virtual reality advertisements can show clothing in
a more three-dimensional and vivid effect, allowing viewers to gain a deeper under-
standing of the design and characteristics of the clothing. This innovative means of
advertising not only establishes a unique image for the brand, but also provides a
richer experience for the audience, further enhancing the connection between the
brand and the consumer.



66 W. Wu and X. Yang

3 Specific Ways for VR Audiovisual Arts to Spread Local Culture

3.1 Concept, Characteristics and Significance of Dissemination of Local Culture

The Concept of Local Culture. Local culture refers to the unique cultural system
formed and developed in a particular region and community, which carries the history,
traditions, values and way of life of a particular community and reflects the uniqueness
anddiversity of that region.The concept of indigenous culture is different from traditional
culture, which has been developed and precipitated over a long period of time, while
indigenous culture is the crystallization of the habits and ways of thinking of the people,
and is a form of culture created uniquely by the local people. It includes not only the
classical part, but also the local and vernacular culture, covering all aspects, including
language, religion, customs, art, architecture, traditional skills and so on. The formation
of native culture is influenced by a variety of factors, such as geographical environment,
historical background, and social economy. Different regions and ethnic groups have
formed their own unique cultures over a long period of historical development, and these
cultures reflect the characteristics of the region’s natural and humanistic environments,
as well as the wisdom and creativity of the people of the region [10].

The Characteristics of Local Culture. The characteristics of indigenous culture lie
mainly in its regional, ethnic, heritage and diversity aspects, which give it a unique
charm and value andmake it an important part of human civilization. Indigenous cultures
are closely related to specific geographical environments, reflecting the characteristics
of the region’s natural and humanistic environments. Indigenous cultures in different
regions show unique regional characteristics in various aspects, including language,
food, clothing, art and so on. Indigenous cultures, in turn, are often associated with
particular ethnic groups or communities and have a distinct ethnic character. Different
ethnic groups have developed their own unique cultural traditions over a long period
of historical evolution, which reflect the spiritual outlook and state of life of the ethnic
group. In addition, local culture is formed through long-term historical precipitation
and is inherited. It is usually passed on from generation to generation through oral
transmission, written transmission and ritual transmission, and has a deep historical
heritage and a broad mass base. Lastly, diversity is a distinctive feature of indigenous
culture, as the cultural traditions of different regions and ethnic groups are distinctive,
forming a colorful cultural landscape, and this diversity also reflects the plurality and
richness of human civilization.

The Significance of Dissemination of Local Culture. The significance of the dissem-
ination of indigenous cultures lies in the promotion of the protection and transmission
of cultural diversity, the enhancement of cultural self-confidence, and the promotion of
social progress and economic development. First of all, the dissemination of indigenous
cultures contributes to the protection and transmission of cultural diversity. At a time of
accelerating globalization and the intermingling of various cultures, the dissemination
of indigenous cultures can maintain cultural diversity and uniqueness and avoid cultural
homogenization. Through the dissemination of local culture, it can stimulate people’s
sense of identity and pride in their local culture and promote cultural inheritance and
development. Secondly, the dissemination of local culture can help enhance cultural
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confidence. Local culture is people’s common spiritual home, and through the dissem-
ination of local culture, people can understand their own cultural traditions better and
enhance their cultural self-confidence. Cultural self-confidence is an important support
for individual and social development, and can improve people’s overall quality and
competitiveness. At the same time, the spread of local culture can also promote social
progress and economic development. The spread of local culture can promote the devel-
opment of cultural industries, drive the development of related industries, and create
more employment opportunities and economic benefits. At the same time, the spread of
local culture can also promote social harmony and stability and enhance social cohesion.

3.2 Integration of VR Audiovisual Arts and Local Culture Application

VR audiovisual arts, as a new state of art expression, provides audiences with novel
landscapeworlds. In the dissemination of local culture, technology is also used to support
the content, and the deep-rooted culture is expressed in a youthful way, which is highly
appreciated and loved by the contemporary audience from the audio-visual level to the
cultural content level.

1. Selection of local cultural elements: VR audiovisual arts in the dissemination of
local culture, first of all, in the expression of the content of the local culture of
the elements, such as carrying a wealth of historical memories of historical events,
unique architectural style, as well as full of rhythmic folk customs and so on, as
the inspiration for the creation of a rich source of material. Through the innovative
expression of technology and the re-creation of form and content, cultural elements
are skillfully integrated into the canvas of virtual technology, and the audience is
able to fully appreciate the value of local culture in an environment that combines art
and technology. For example, the VR TV program “Ancient Books Seeking Journey”
takes the four major ancient books, namely Juyan Han bamboo slips, Yin ruins Oracle
bones, Dunhuang suicide notes, Ming and Qing archives, as the main content of the
program’s expression, which, wrapped in the charm of the virtual technology, injects
a new vitality into the development of the Chinese civilization and the inheritance
and exchange of the local culture.

2. Digital three-dimensional restoration of cultural scenes: through digital three-
dimensional modeling technology to build the actual scene into a three-dimensional
virtual model, film and television programs can be digitally reconstructed and repro-
duced for various elements of local culture. This not only restores vanished cultural
heritage, but also provides a fine reproduction of existing cultural landscapes, filling
in the audience’s various visual imaginations of cultural symbols [11]. For exam-
ple, the program “Chinese Archaeological Conference” uses AI+VR naked-eye 3D
studio technology to spatially recreate archaeological sites. Audiences can not only
examine and observe the long history and development of Chinese civilization, but
also conduct in-depth exploration in the Liangzhu site where virtual and real time and
space are interwoven, thereby demonstrating its significant role in “substantiating the
5,000-year history of Chinese civilization.”
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3. 3D animation show panoramic image: digital 3D animation system can be used in
audio-visual art for all-round display of cultural relics details, the audience can be
achieved at any angle to observe the viewing effect of cultural relics, to make up
for the limitations of space and line of sight [12]. The cultural relics, with the use
of 3D animation technology and high-precision reproduction technology, break the
constraints of the traditional exhibition, and the texture, color, shape and other details
are clearly presented in front of the viewers in a figurative way, so that the viewers
can deeply understand the historical and cultural forms and characteristics, and thus
deeply feel their historical precipitation. “If the national treasures will talk”, “canon-
ical books in China” and other programs through virtual technology, so that cultural
relics and ancient books are “alive”, not only for the display of cultural relics has
brought a higher level of artistic experience, but also for the dissemination of culture
has opened up new possibilities.

4. Interaction design and cross-media narrative: In the presentation of local culture by
VR audiovisual arts, the integration of interaction design and cross-media narrative,
on the one hand, the audience can “break the screen” into the interactive space,
Immersive participation in cultural spaces to interact with cultural elements, and feel
the culture in an invested way to recognize and cherish the culture and recognize the
culture and cherish the emotion. On the other hand, through the integration of various
media elements, such as audio, video, images, etc., the elements of local culture can
be presented to the viewer in a more multi-dimensional way, thus allowing the viewer
to experience and understand the depth of local culture more comprehensively on
an interactive basis [13]. The live program “The Fantastic Journey of Sanxingdui”
adopts VR interactive technology and cross-media narrative color enhancement, so
that the audience can quickly enter the digital interactive space, according to different
choices to obtain a unique content experience, and multi-sensory experience to the
wonders of the ancient Shu civilization 3,000 years ago.

4 VR Audiovisual Arts Empower the Dissemination Effect of Local
Culture

4.1 Enhance the Sense of Cultural Identity

Through VR technology, the audience can understand and feel the charm of local culture
more intuitively. This immersive experience is not only impressive, but also can stimulate
the audience’s deep sense of identity with the local culture. The immersive feeling
makes it easier for the audience to resonate with the audience, thus deepening their
understanding of the culture, cultivating their unique feelings towards the local culture,
and then forming a stronger cultural identity. This not only helps to promote the local
culture of the nation, but also inspires a high degree of recognition and self-confidence
in the local culture in contemporary society.

4.2 Facilitating the Dissemination and Transmission of Culture

VR technology can provide a new way to preserve and pass on traditional culture that is
on the verge of disappearing. By recording and displaying traditional skills and customs,
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VR audiovisual arts can not only provide the younger generation with a more compre-
hensive understanding of local culture, but also stimulate their keen interest in traditional
culture through immersive experiences [14]. This form of cultural dissemination is not
subject to geographical constraints and helps to promote traditional culture globally,
realizing heritage while attracting a wider audience to participate in the dissemination
and development of culture.

4.3 Promoting Cross-Cultural Communication

In the context of globalization, VR audiovisual arts can be a powerful tool for cross-
cultural communication. By providing audiences with the opportunity to learn about and
experience local cultures around theworld, VR technology can break down geographical
and linguistic constraints, prompting viewers in different countries and regions to better
understand and respect each other’s cultural differences [15]. This helps to build bridges
of cross-cultural exchanges, enhancemutual trust among countries, promote the common
prosperity of cultural diversity, and promote world peace and sustainable development.

4.4 Enhance the National Image

By showing the unique charm and profound heritage of local culture, VR audiovisual arts
can effectively enhance the national image. The audience is more likely to feel the coun-
try’s cultural heritage and creativity through the immersive art experience. This image
enhancement helps to deepen the international community’s knowledge and understand-
ing of the country, thereby increasing its international influence. At the same time, it
provides strong support for the country to win more international support, investment
and cooperation, and helps to shape a positive national image.

4.5 Broaden Domestic and International Cultural Communication Channels

The novel form and powerful function of VR technology can enable local culture to be
pushed to the international stage, expand domestic and international cultural communi-
cation channels, and promote the development and promotion of local culture at home
and abroad. VR audiovisual arts can break the limitation of time and space, present
traditional culture to the global audience, and open a new path for the dissemination
of local culture. Such an innovative form can help increase the international audience’s
understanding and appreciation of local culture, provide a broader market space for the
development of the cultural industry, and better integrate local culture into the trend of
world culture, thus further broadening the path of cultural dissemination and enhancing
the country’s international influence.
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5 Analysis of the Audience Effect of VR Audiovisual Arts–Taking
VR Cultural Variety Show “Poetry and Painting China”
as an Example

5.1 Experimental Method

This experiment adopts a qualitative analysis method to research and analyze the audi-
ence effect of VR audiovisual arts in the form of in-depth interviews. The subject of the
in-depth interview focuses on the VR cultural variety show “Poetry and Painting China”,
which won the “Asia-Pacific Radio and Television Union Award”, and each interview
lasts 20 to 30 min, so as to explore the dissemination effect and influence of the program
in the audience. The interviews will last for 20 to 30 min each to discuss the program’s
impact and influence on the audience.

5.2 Experimental Subjects

The in-depth interview design selected 10 domestic scholars and experts in related fields
as research subjects (as shown in Table 1 below), whose research fields include art,
culture, media, etc., to ensure that the results of the study have interdisciplinary depth
and breadth. All of them have watched the program and have rich experience and unique
insights in cultural communication and artistic expression, so as to provide effective
information for the in-depth interviews.

Table 1. Information on interview subjects

CODE GENDER AGE(YEARS) PROFESSIONAL BACKGROUND

INTERVIEWEE H
INTERVIEWEE L
INTERVIEWEE Y
INTERVIEWEE S
INTERVIEWEE W
INTERVIEWEE X
INTERVIEWEE Z
INTERVIEWEE F
INTERVIEWEE G
INTERVIEWEE K

FEMALE
MALE
MALE
MALE
FEMALE
MALE
FEMALE
MALE
FEMALE
FEMALE

39
41
40
38
45
39
42
43
39
38

Cultural Studies
Radio and Television Programming
Sociology
Culture studies
Pedagogical
Radio and Television Programming
Journalism and Communication
Radio and Television Programming
Art Studies
Radio and Television Programming

5.3 Experimental Content

The content of this interview is centered on the research theme of the dissemination effect
of the VR program “Poetry and Painting China” on local culture, and the following five
open-ended questions were designed: First, what is your understanding and impression
of the program “Poetry and Painting of China”? Secondly, what are the unique features of
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“Poetry and Painting of China” in spreading traditional Chinese culture? Third, in what
ways does “Poetry and Painting of China” reflect the inheritance and innovation of local
culture? Fourth, what are the shortcomings of “Poetry and Painting of China” and the
current VR audiovisual arts in spreading local culture? Fifth, what are the suggestions
for improvement of VR audiovisual arts in the dissemination of local culture?

5.4 Experimental Results

Through in-depth interviews with ten experts and scholars, it can be found that the VR
audiovisual program “Poetry and Painting of China” has achieved a good effect of local
culture dissemination among the audience groups. The author made a word frequency
table by capturing the results of the verbatim answers of the experts and scholars to the
questions and counting the word frequencies. After removing auxiliaries, connectives
and other words that have little significance to the study, it can be seen from the following
word cloud map of high-frequency keywords (99) of the interviews (Fig. 1) that the
experts and scholars coincidentally affirmed the good dissemination effect of the VR
audiovisual arts “Poetry and Painting of China” on the local culture as well as gave
many positive views on the future development of VR audiovisual arts. Specifically, the
program brings audiences into an immersive scene of traditional Chinese culture through
VR technology, immersing them in the unique charm of traditional Chinese culture.

At the same time, the program hasmade certain breakthroughs in cultural inheritance
and innovation, allowing the audience not only to be satisfied with the artistic form,
but also to gain rich harvests in terms of cultural knowledge, and to have a deeper
understanding and awareness of the characteristics and connotations of the Chinese
poetic and painterly culture, which in turn stimulates the audience’s awareness of cultural
inheritance and cultural self-confidence. However, VR audiovisual programs still have

Fig. 1. Word cloud diagram
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some deficiencies in the dissemination of local culture, such as limited technical level,
cross-cultural communication barriers, and limited dissemination channels, which still
need to be improved. In response to these problems, experts have put forward some
specific suggestions, such as increasing the R&D of VR technology, expanding the
scope of dissemination by utilizing multiple channels, and attracting different levels of
audiences in content production, etc., in order to provide some references and help for
VR audiovisual programs in the dissemination of local culture.

6 Conclusions

In the face of the challenges brought about by the cross-cultural context, VR audiovisual
arts has injected new vitality and breadth into the dissemination of local culture by virtue
of its unique technical characteristics. By utilizing the advantageous features of VR
technology and the integration of local cultural elements, VR audiovisual arts provides
a brand-new expression style for cultural communication with its unique audiovisual
effect. Not only are creators able to create richer and more vivid cultural experiences,
but audiences are also able to gain a wealth of cultural knowledge in a profoundly visual
and innovative way. Through the panoramic presentation of virtual reality and stereo
sound, audio-visual art can display all aspects of local culture in a more intuitive and
vivid way, and this innovative style of expression transcends the limitations of traditional
cultural expression, making the culture itself more attractive and infectious. At the same
time, VR audiovisual arts also opens up new ways for the dissemination of local culture
to attract a wider audience and also provides a more convenient opportunity for local
culture to make its voice heard on the international stage, prompting the dissemination
of local culture to become more popular and widespread. In summary, VR audiovisual
arts has a profound significance for the dissemination of local culture in cross-cultural
contexts. Through the unique technical characteristics and artistic charm, it can not
only enhance the audience’s sense of cultural identity, promote cultural dissemination
and inheritance, facilitate cross-cultural exchanges and understanding, and enhance the
image of the country, but also expand the channels of domestic and international cultural
communication. Therefore, we should fully recognize the potential of VR audiovisual
arts in the dissemination of local culture.

In addition, there are still some existing problems that need to be noticed and
improved, such as limited technical level, cross-cultural communication barriers, lim-
ited communication channels and other deficiencies in the process of dissemination of
VR audiovisual arts to local cultures in the cross-cultural context. In this regard, in
the future, it is also necessary to actively improve, explore and apply this art form,
effectively integrate cultural contents from various places, in order to promote the inher-
itance and development of local culture, advance global cross-cultural communication
and exchange, and contribute to the prosperity and development of the world’s culture,
so as to make the VR audio-visual art an advantageous tool for connecting the cultures
of various countries, and to deeply promote and realize the flourishing development of
global culture.
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Abstract. Since the inception of cinema, narrative continuity has not only served
as the backbone of traditional films but has also been at the forefront of exploration
in cinematic virtual reality (CVR). Both traditional films and CVRmanipulate the
visual continuity of shots to engage the audience with intended narrations. In this
study, we centered our exploration on visual continuity, investigating its effects in
traditional films and CVR on audience emotional responses, as well as spatial and
temporal perceptions.We conducted an experiment to compare participants’ expe-
riences in viewing continuous edits, One-take, and CVR versions of a sample film.
The collected data were statistically analyzed to discern the emotional responses
and spatial-temporal perception towards the three viewing conditions. The results
demonstrate that CVR shares interesting commonalities with long-take but retain
subtle differences brought by its immersive and interactive features. This compar-
ative study enhances our understanding of how manipulating visual continuity in
different media can influence audience engagement, laying the groundwork for
further exploration of related cinematic practices across traditional and emerging
forms of visual storytelling.

Keywords: Visual Continuity · Cinematic Virtual Reality · Emotional
Response · Spatial-Temporal Perception

1 Introduction

The art of filmmaking serves as a dynamic narrative exploration canvas, with its influence
hinging on seamlessly integrating visual elements to present captivating stories to the
audience. The narrative and continuity of films intertwine scenes, time, and emotions,
creating a cohesive and immersive storytelling experience. Within this experience, films
employ various techniques and skills to become a bridge of communication between the
audience and the story, guiding them through the screen’s reality and immersing them
in a profound experience.

Over the past century since the birth of cinema, from the classic silent era to the
emergence of contemporary virtual reality films, narrative continuity has not only been
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a pillar of traditional film but also at the forefront of exploration in virtual reality film-
making. Traditional films use continuity editing to organically piece together scenes
from different times and spaces, creating montage and achieving a visually coherent
narrative. Alternatively, employing the technique of the long take, filmmakers guide the
audience visually through the river of the story, approaching the “real” by orchestrat-
ing camera movements and scene arrangements. Cinematic virtual reality (CVR), while
inheriting and innovating traditional methods, presents the flow of space and time in a
new way, expanding the emotional and perceptual boundaries of the audience within the
storified world. In essence, the purpose of various cinematic techniques is to evoke emo-
tions and engage audience in a resonant narrative. Guided by the principles of narrative
continuity, the interaction of visual elements not only facilitates the plot’s development
but also shapes the audience’s emotional trajectories.

The primary objective of most film narratives is to construct a clear and coherent
story structure [14]. Traditional filmmaking has long favored the use of cut-editing to
achieve the goal of continuous storytelling [19]. This form liberates itself from spatial
and temporal constraints, splicing together different frames to maintain a visual illusion
of coherence [21]. Research by Joseph et al. [14] confirms the purpose of continuity
editing in supporting the audience’s understanding of meaningful events and bridging
the gaps in visual coherence. The use of continuity editing not only maintains nar-
rative coherence but also influences the audience’s emotional responses. Filmmakers
control the visual rhythm of narrative continuity through editing, allowing the audience
to “sync” with the images, time, and emotions in the film [20]. Bordwell and Thompson
[3] emphasize the importance of temporal and spatial coherence in the continuity of
narratives in traditional filmmaking. Adams and Venkatesh [1] introduce the concept of
“Aesthetic Structuralizer” in their research, stating that continuity editing can increase or
decrease the consistency of spatial and temporal representations, effectively eliminating
ambiguity.

CVR places films in a unique medium – immersive virtual reality.Whenmaintaining
narrative continuity, directors can still use techniques such as editing, gazematching, and
the “180-degree rule” to preserve the continuity of narrative space and time. Although
these traditional visual narrative techniques are still in the experimental stage in CVR
[6], studies show their effective application in practical contexts [28]. However, some
argue that the audience’s excessive “freedom” in exploring VR environments deprives
directors of absolute control over the camera [2]. Therefore, the rules of traditional
filmmakingmay not directly apply toVR viewing contents [8, 15], e.g., excessive editing
in continuous storytelling may induce dizziness in the audience. While Kjaer et al. [12]
later confirmed through experimentation that an increase in editing frequency did not
significantly affect narrative continuity, their study utilized a relatively slow narrative
pace and fixed camera positions in simple scenes.

To ensure narrative continuity and not disrupt the immersion in VR, many CVR
videos adopt the “One-take” approach [22]. This “One-take” method bears a strong
resemblance to the long take technique in traditional films. To some extent, “One-take”
can be understood as an extended version of the long take, both involving continuous
shooting from a single position over a continuous period. Like long takes, “One-take”
directly influences the audience’s emotions in continuous storytelling. For example, in
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the film “Children of Men” [24], the director uses the long take to make the audience
believe they are witnessing events “in real-time,” intensifying the narrative’s emotional
impact [9].

Our research aims to examine the commonalities and differences between traditional
filmmaking and CVR from the perspective of visual narrative continuity. We believe
that whether shooting a scene using traditional 2D film techniques or CVR methods,
the goal is to achieve narrative storytelling. This raises the question: when filming the
same content and maintaining visual continuity for a consistent narrative, do traditional
films and CVR elicit aligned emotional impacts and spatial-temporal perceptions among
audiences? In this study, we will focus on the differences and similarities among conti-
nuity editing and the long take (One-take) in traditional cinematography, as well as the
continuous shooting from a single position in CVR.

We hypothesize that CVR and One-take would produce similar effects on the audi-
ence. Consequently, the long-standing differences between continuity editing and the
long take in traditional films [17] suggests that there would be differences between
continuity editing and CVR’s one-take approach. Our research thus formulates the null
hypothesis that, under the conditions of viewing the same filmed content, there is no
significant difference in the audience’s emotional responses among the three production
methods. The alternative hypotheses are, therefore, that there is no significant differ-
ence between continuity editing and the other two methods, while there is a significant
difference between long-take and CVR.

2 Methodology

The experiment included experiences with three independent video clip versions: first,
the 2D raw edit version (referred to as “Cut”); second, the 2D long-take version, adjusted
based on segments of the original edit (referred to as “One-take”); and finally, the CVR
formatted version adjusted from the original edit (referred to as “CVR”). All partici-
pants viewed these three versions of video clips. To mitigate potential learning effects
due to repeated viewing and ensure the comparability of results, we controlled the order
of participants’ viewing through a computer-generated random index. For measuring
emotional responses, we employed a pre/post-design and used the changes in emotional
states as the measurement data for further analysis. While the order of presenting the
three video clips was randomized across participants, considerations were taken in hav-
ing equal distributions of each video being the first, second, and third to present. This
allowed us to gather spatial and temporal estimates from participants after viewing the
“first” videos, which contained equal number of samples experiencing each of the three
conditions. So, participants reported the estimates based only on the first video viewed
(cut, one-take, or CVR), instead of accumulated insights after watching all three.

2.1 Materials and Apparatus

The tests were conducted in a quiet, isolated setting, with each participant seated in a
chair allowing 360° rotation. To prevent interference between participants, there was
a spacing of over two meters between each other. To minimize variations caused by
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viewing devices, we choose to use the HTC VIVE Pro Eye as experimental equipment.
Participants were instructed to wear this HMD to watch all three versions of video clips.

To ensure the consistency of the test videos and make them more authentic as a
cinematic experience, we opted not to use scenes constructed with simple geometric
shapes. Instead, we chose the first 90 s of the demo “Infiltrator” [11], created in Unreal
Engine 4 (UE4) and showcased at the GDC2013 conference, as the prototype for the
test video. The project files, including all video scene designs, character animations,
Mise-en-scéne, and camera movements, are downloadable and freely available for use
(see Fig. 1).

Fig. 1. The main scene of the first 90 s in the demo “Infiltrator”

The Cut represented the first 90 s of the original Infiltrator film. The One-take,
while retaining the original design, used the Cinecamera Actor component in UE4 to
smoothly connect the content switching between original camera shots and produce a
visually continuous long shot, maintaining the original camera’s position, angle, and
lens parameters. In the HMD’s virtual scape, both 2D versions’ viewing environments
were set up in a dark virtual space, with a 1920x1080 movie screen placed at an equal
distance, presenting contents of the two 2D versions for participants to view without
external interference in the HMD. CVR, based on the processed long-take, added a VR
Pawn component controlled by blueprint programming, maintaining the same motion
path, speed, andother parameters as theCinecameraActor in theOne-takewhile ensuring
participants could view the video clip in 360° within the HMD (see Fig. 2).

2.2 Data Collection

We incorporated a questionnaire to collect data on participants’ emotional measurement,
spatial and temporal perception measurements. For emotional measurement, we used
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Fig. 2. Participants viewed in two different modes while put on the HMD.

the Self-Assessment Manikin (SAM) applied widely in emotional evaluations across
various contexts and events. To assess spatial and temporal perception, we designed two
additional sections in the questionnaire, each containing nine descriptions of varying
magnitudes of time or space, scored on a 9-point scale. In the options describing spatial
size and time length, a score of 1 indicated that participants did not notice the size of
space or the passage of time during the viewing process or were unable to estimate. The
remaining scores of 2–9 corresponded to eight increasing intervals of time and space.
The space intervals started from less than or equal to 10 m3, with each point representing
an additional 100 m3. Time intervals started from less than or equal to 10 s, increasing
by 15 s for each scoring interval.

We used pre/post testing approach to eliminate initial differences in emotional self-
assessment, participants filled out the SAM questionnaire before watching the video,
with the results serving as the baseline. After experiencing each version of the video,
participants completed the SAM again for measuring changes in emotional state and
reported the perceived space size and time duration.

2.3 Participants and Procedures

Participants were recruited through voluntary enrollment and random selection. Ulti-
mately, 45 university students, with an average age of 19.7 years, were included. Prior to
the tests, all participants were thoroughly briefed on the testing requirements and asked
to sign the informed consent forms. All participants reported no potential impairments
in visual, auditory, emotional, or other cognitive functions before the experiment. They
were also requested to fill out the SAM scale to record their initial emotional states.
During the experiment, participants viewed all three versions of video clips in a random
order. To alleviate the occurrence of motion sickness, participants had a 3 to 5-min rest
period after each experience.

3 Results

For statistical analysis purposes, our experiment design consists of three independent
variables (Cut, One-take, andCVR) and three sets of dependent variables, which are self-
reported emotional changes (Valence, Arousal, and Dominance), participant ratings of
spatial and temporal perception. Corresponding methods were then employed to analyze
the data obtained during the experiment.
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3.1 Emotional Responses

We calculated the differences between the pre and post experiments – “SAM” scores.
Figure 3 illustrates themean fluctuations in participants’ emotional responses after view-
ing different versions of clips. Overall, while the two 2D versions exhibited some differ-
ences in the level of emotional response, they displayed a similar trend, whereas CVR
showed significant distinctions.

As depicted in Fig. 3, participants exhibited a similar decreasing trend in plea-
sure levels after viewing both 2D versions, whereas the emotional response to pleasure
after viewing CVR was more intense. The pleasure level showed a noticeable increase
compared to the baseline.

Fig. 3. Mean Emotional Fluctuation by Different Clip Versions

Furthermore, it is evident from the figure that all three versions of the clips increased
participants’ arousal levels. The two 2D versions showed similar trends in arousal with
pleasure, maintaining a close relationship. However, CVR clearly induced a higher level
of arousal. In comparison to the other two versions, CVR magnified substantially the
extent of emotional arousal.

Additionally, all three versions of video clips generated relatively low dominance
levels. Although the differences were not as pronounced as in pleasure and arousal, it
is noticeable that the CVR version triggered a relatively higher dominance level. The
feedback ondominance levels afterwatching theCut versionwas the lowest, significantly
lower than both CVR and One-take versions.

To validate the statistical significance of the impact of different versions of video
clips on emotional responses and identify differences among versions, ANOVAwith post
hoc tests were applied. Our analysis adhered to the conventions of statistical analysis,
using probability measures (p-values = 0.05) to determine statistical significance [7].
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Table 1 presents the impact of different clip versions on all three emotional responses.
The results indicate significant differences only in pleasure and arousal (p < 0.05). To
further clarify whether the significant influences among the three versions align with the
null hypothesis, LSD post hoc analysis was conducted.

Table 1. The results of a one-way ANOVA, investigating the effects of versions

As shown in Table 2, compared to the edited andOne-take versions, CVR has signifi-
cant influences on both pleasure and arousal, with no significant influence on dominance.
Moreover, the two 2D versions showed similar effects on all three emotional responses.

3.2 Spatial and Temporal Perception

Figures 4 and 5 present participants’ perception of spatial size and time duration of
scenes after viewing different versions of clips, respectively, along with the proportion
of participants relative to all in each viewing condition.

As illustrated in Fig. 4, it is evident thatwhenwatchingCVR, participants’ perception
of the same spatial size is relatively greater thanwhenviewing the two2Dversions.While
participants’ perceptions of spatial size were relatively similar when experiencing the
two 2D clips, the proportion of people perceiving larger scene spaces for One-take was
slightly more than that for the edited version. Therefore, participants’ perception of the
same spatial size was slightly greater when watching One-take compared to the edited
version.

Figure 5 displays participants’ perception of the duration of videos of the same
length in three different versions. From the distribution proportion, it is observed that
when watching CVR, the perceived scene duration is slightly longer than when viewing
the two 2D versions. If using the actual video length as the benchmark, the proportion of
participants perceiving the duration close to the actual length reached 42% for CVR, rel-
atively higher than the other two versions. The two 2D versions had the same proportion
of people approaching the actual length, only with slight differences in the proportions
of the remaining distributions.
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Table 2. The result of a post- hoc test, determinewhich version has significant difference between.

Fig. 4. The number distribution of each version on spatial perception

Fig. 5. The number distribution of each version on temporal perception
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Furthermore, non-parametric tests were conducted to explore statistical significances
in spatial and temporal perception for the three versions of video clips to.We chose Fried-
man as the non-parametric testmethod and employedWilcoxon for post hoc comparisons
between data pairs. The results showed statistically significant differences among the
three versions in spatial and temporal perception, and significant differences existed
between each pair (p < 0.05).

In summary, the results indicate that while there are some differences in emotional
responses to video clips of different versions, there is no significant difference in the
impact on dominance levels among the three versions. Overall, the effects of the two 2D
versions on all three dimensions are relatively similar. CVR demonstrates a positively
directed trend in pleasure and possesses a high level of arousal. Furthermore, in terms of
spatial and temporal perception, CVR outperforms the two 2D versions, particularly in
spatial perception. Although the distributions of the two 2D versions in the overall data
are similar, One-take performs slightly better than the edited version. The test results
also indicate significant differences among the three versions of clips.

4 Discussion

Our research explores the commonalities and differences between traditional film and
CVR from the perspective of visual continuity in film narrative. Taking into account
audience emotional responses, as well as perceptions of space and time, we aim to
examine the nuances that distinguish these two cinematic formats.

Through our comparative analysis, we observed differences in emotions invoked
by videos with varied visual continuities resulted from traditional cinematic methods
and VR approaches. Some of our findings echoed previous studies with the observed
heightened emotional effects demonstrated by audiences under VR format (CVR) com-
pared to 2D formats [5, 26]. It appears that the emotional impact on the audience is
more direct in CVR than in traditional 2D formats, despite the difference in displayed
contents [4]. Between the two modes, there were significant differences in dominance
observed in previous studies [27] but our experiment. We argue that the influence on
audience dominance levels could be strongly confounded by other factors such as scene
narratives portraying either a submissive or majestic view from audience.

However, it should not be inferred that these results imply necessarily a deficiency in
conveying pleasure and arousal level to the audience in traditional 2D films. Regardless
of whether continuity is achieved through montage or long takes, the core of creating
visual continuity in screen-based films is not solely for transmitting positive emotions.
Its primary purpose is to convey intended emotions within the narrative context by
arranging a sequence of continuous or discontinuous shots in a specific rhythm and
order. In contrast, CVR, due to its inherent feature of “Voluntary Framing” [25] and
embodiment in an immersive environment [16], prevents viewers from focusing more
directly on the story plot as in 2D films. This implies that the emotional experiences
gained by viewers in CVR are partially derived from the interaction and immersion in
VR, rather than the narrative itself.

Furthermore, the unique immersive experience in VR environments enhance the
cognitive performance of the audiences [10], while continuous editing in traditional
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film sometimes hinders or diminishes the audience’s psychological experience of spa-
tial integration [22]. Although the long take technique in traditional film achieves the
integrity of narrative space [13] and allows viewers to experience the continuity of the
visual environment [23], the freedom of viewing and the depth perception of 3D images
presented in CVR contribute to enhancing the audience’s perception of space.

In terms of time perception, when using the actual duration as a reference to compare
the time perception results, CVR’s performance was found to be slightly better to 2D.
However, the higher accuracy in the perception of video length does not directly serve
narrative purposes. For instance, in 2D editing,most traditional films contain deliberately
arranged edits by directors, aiming to provide audienceswith a specific perception of time
flow through continuous shots [9]. This often leads to a certain degree of deviation in the
audience’s perception of the passage of time in the film. In contrast, the single camera,
continuous shooting approach commonly attached to CVR presents viewers with an
almost real-time experience. With the primary purpose of simulating a real experience,
the continuity of real-time CVR makes it naturally incompatible with approaches of
distorting time perception in a non-realistic experience [18].

Finally, it is worth mentioning that, despite the visual continuity shared between
the traditional one-take approach and single camera continuous shooting CVR, there
are evident distinctions in terms of audience emotional feedback and the perception of
space and time. The comparison of the two reveals pronounced disparities. Conversely,
when compared to continuous editing, which exhibits noticeable distinctions in imme-
diate sensory experiences, there emerge informative similarities in the outcomes. This
implies that while film cutting or montage inherently disrupts the visual continuity, the
application of long takes should not be treated back forth as an integration of montage
[29]. As indicated in our study, long takes maintain an overarching narrative coherence
but still retain subtle differences in the conveyed emotions and perceived spatial-temporal
characteristics.

5 Conclusion

This comparative study investigates the commonalities and differences between tra-
ditional film and CVR from the perspective of visual continuity in film narration. By
examining the impact of continuous editing,One-take, andCVR, three versions of videos
depicting the same content on audience emotions and spatial-temporal perception, we
demonstrate significant advantages of CVR over traditional film in influencing audience
emotional responses and spatial-temporal perception. Our findings indicate that, across
the three dimensions of emotion, CVR elicits stronger emotional responses in terms of
pleasure and arousal compared to traditional film. However, no significant difference is
observed in dominance level between CVR and traditional film. Furthermore, audiences
perceive larger spatial dimensions and more accurate durations when watching CVR
compared to traditional film. This implies that, when emphasizing emotional continu-
ity, and providing an authentic spatial-temporal experience is crucial, employing CVR
for filming the same content becomes a favorable choice. While revealing important
findings, this study represents an initial investigation into the visual continuities manip-
ulated with traditional cinematographic techniques and CVR. Our results are valid for
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the specific materials used, providing us a foundation to build upon. Future work should
systematically investigate additional factors, such as genre and narrative style, to deepen
knowledge of how medium impacts audience engagement.
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Abstract. This study investigates the avatar-less embodiment experi-
enced by viewers in cinematic virtual reality (CVR), with a focus on
comparing grounded and aerial camera perspectives. We conducted an
experiment using a between-subjects design with 63 participants across
nine viewing scenarios in a virtual Hogwarts environment. The scenar-
ios systematically manipulated camera height (Grounded or Aerial) and
angle (High, Eye level, Low). Participants completed adapted question-
naires measuring embodiment and discomfort. Our analysis reveals pro-
nounced effects of camera positioning on embodiment, with aerial heights
eliciting higher embodiment than grounded positions across angles. Low
aerial angles further enhanced embodied sensation. Interestingly, adding
virtual grounding elements at aerial heights balanced increased stabil-
ity with slightly reduced embodiment. These empirical findings provide
insights to help CVR practitioners optimize default camera settings for
crafting appropriately immersive, comfortable VR narrative experiences
aligned to specific narrative goals.

Keywords: Default camera · Cinematic virtual reality · Embodiment

1 Introduction

Cinematic virtual reality (CVR) offers audiences the unique experience of being
‘inside’ films, representing a new form of immersive storytelling [10]. This trans-
formation is shaped by embodiment in VR, which enhances users’ sense of pres-
ence and identification [8]. As storytelling in CVR format requires much more
user-centered engagement, it is thus essential for researchers to define into the
effect of embodiment during the content creation process to optimize the immer-
sive experience [2]. To render a virtual scene, a default virtual camera is always
needed so that 3D-modeled scene elements can be projected onto a displayable
2D visual field. In VR, there are two horizontally displaced virtual cameras to
enable stereoscopic projection. The head-mounted display fuses these projections
to facilitate stereoscopic viewing. VR also allows for non-stereoscopic, 360-degree
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panoramic images. The need for a single default virtual camera still applies in
scene rendering for both stereoscopic and non-stereoscopic cases. We can general-
ize both cases as using a default virtual camera, which functions as the vantage
point in VR experiences. The positioning of this default camera, particularly
its height and angle, is instrumental in shaping viewers’ engagement, emotional
responses, and the sense of presence experienced within a virtual environment
[7]. However, research on default camera settings in CVR remains limited. We
aim to address this gap by examining how camera height and angle impact
avatar-less embodiment and discomfort, with a focus on comparing grounded
and aerial perspectives. The finding may inform CVR practitioners to appro-
priately adjust default camera setups and construct scenes that effectively align
with the intended narratives.

In this paper, we present an experiment taking place in a virtual environ-
ment modeled after the iconic Hogwarts Castle from the Harry Potter series.
This realism-oriented setting supports a feeling of authentic narrative immer-
sion, while also providing sufficient space to explore different camera perspec-
tives. Specifically, we systematically vary camera height between Grounded and
Aerial positions, as well as camera angle among High, Low, and Eye level views.
As illustrated in Fig. 1, this experimental design enables us to examine how dif-
ferent visual framings of the highly familiar Hogwarts landscape influence users’
sense of experience.

Fig. 1. Experimental viewing scenarios: default camera settings overview

Unlike traditional cinema, CVR introduces the dimension of embodiment,
which raises important questions around the use of aerial camera perspectives.
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While we manipulate camera heights as an experimental factor, the elevated,
aerial shots may impact viewer immersion, embodiment, and potential discom-
fort in CVR. Though aerial and establishing shots are commonplace and crucial
storytelling devices in conventional films [1], their effects may differ in embod-
ied CVR experiences. Therefore, we also integrate a novel grounding element in
our aerial scenarios. This visual flooring applied at aerial heights is designed to
test its influence on viewers’ sense of embodiment and discomfort mitigation. By
incorporating this grounding cue, we can systematically assess its effectiveness in
enhancing embodied presence and reducing unease during aerial CVR footage.

2 Related Works

In the evolving field of CVR, the role of camera height, viewer position, camera
distance, shot size, and field of view has been a subject of extensive research.
These elements are critical in determining the viewers’ experience, influencing
factors such as presence, embodiment, and emotional response. Keskinen et al.
[7] investigated the impact of camera height and viewer position on the viewer
experience, identifying a more natural and comfortable camera height around
1.5m for both seated and standing viewers. Rothe et al. examined how cam-
era positioning and field of view affects presence, sickness, and overall expe-
rience in CVR, seeking to provide guidance on optimal camera placement for
enhanced immersion, also highlighted the acceptance of camera heights lower
than the viewer’s own height [13,14,16]. Pope et al. [11] contrasted staging tech-
niques between 360◦ cameras and traditional positioning, noting the importance
of proxemics in narrative performances. Rothe et al. [15] further explored the
application of traditional shot sizes in CVR, categorizing them based on prox-
emic distances. Dooley [3] suggested that Edward T. Hall’s proxemics theories
could inform spatial screen grammar in 360◦ CVR and also aid 2D filmmakers
in considering character spatial relationships. This was supported by Dooley’s
later findings that factors such as proximity and gaze direction influence viewer
empathy [4]. Probst et al. [12] discussed how various camera distances in CVR
elicit emotional responses akin to shot sizes in traditional films. Zhiyuan et al.
[18] suggest CVR’s embodied, interactive qualities altered the impact of cine-
matic techniques, which enhances engagement through heightened arousal and
lowered dominance.

These insights are important for understanding the spatial cognition in CVR.
However, research specifically addressing default camera settings in CVR produc-
tion remains limited. Our research aims to fill this gap, offering a comprehensive
understanding of how various default camera settings can enhance or alter the
embodiment level in CVR. This assists CVR practitioners in their production
process and provides a guideline on how various cinematic techniques can be
effectively adapted and optimized for immersive VR experiences across different
storytelling contexts.
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3 Methodology

This study investigates the effects of default camera angles and heights on the
avatar-less embodiment level in CVR, with an additional focus on examining
the influence of grounding in aerial height scenarios. To evaluate the impact on
embodiment, our study employed a between-subjects design with 63 participants.
They experienced nine viewing scenarios, each utilizing VR headsets to deliver
diverse perspectives within the virtual environment. Viewer experiences were
evaluated through questions adapted to align with our experimental context from
the selected questionnaires. These adapted questions were specifically chosen to
reflect the unique conditions of our study, enabling an accurate measurement of
avatar-less embodiment levels and any associated discomfort.

3.1 Materials and Apparatus

The experimental viewing scenarios were generated using Unreal Engine 5 due to
its advanced graphical rendering capabilities, which are crucial for creating real-
istic and detailed virtual environments. The Pico 4 Pro VR headset was selected
for the experiment to ensure a high-quality visual experience, allowing for an
accurate representation of different camera heights and angles as experienced by
the user.

Fig. 2. 9 viewing scenarios in different default camera settings

Figure 2 illustrates the nine different viewing scenarios, each representing a
unique combination of default camera settings. These scenarios were designed
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to systematically vary in camera height (Grounded or Aerial) and camera angle
(High angle, Eye level, Low angle), with the additional variable of a virtual floor
providing grounding in aerial height.

3.2 Measurements

To assess the embodiment levels and discomfort experienced by participants, our
methodology incorporated a combination of three widely-used questionnaires,
including Igroup Presence Questionnaires (IPQ) [17] and Embodiment Ques-
tionnaires (EQ) [5], in conjunction with the Simulator Sickness Questionnaire
(SSQ) [6]. The IPQ was utilized to measure the sense of spatial presence, involve-
ment, and experienced realism within the VR environment. Specific questions
selected from the IPQ focused on aspects like the sense of ‘being there’ in the
computer-generated world and feeling surrounded by the virtual environment. In
addition to the IPQ, we adapted questions from the EQ to specifically gauge the
embodiment level, which included perceptions of body changes in response to
camera height and angle. These questions were carefully chosen to align with the
context of our CVR study, ensuring the relevance and accuracy of our findings.

• IPQ Questions for Sense of Presence:
- In the computer-generated world, I had a sense of “being there”. (−3: fully
dis-agree, 3: fully agree) - Somehow, I felt that the virtual world surrounded
me. (−3: fully disagree, 3: fully agree) - I felt present in the virtual space.
(−3: fully disagree, 3: fully agree) - I was completely captivated by the virtual
world. (−3: fully disagree, 3: fully agree)

• EQ Questions for Embodiment:
- I felt out of my body. (−3: fully disagree - 3: fully agree) - I felt that my own
body could be affected by camera height. (−3: fully disagree - 3: fully agree) -
I felt that my own body could be affected by camera angle. (−3: fully disagree
- 3: fully agree)

The SSQ was used to measure symptoms of simulator sickness, including gen-
eral discomfort, eyestrain, difficulty focusing, nausea, difficulty concentrating,
and dizziness. This comprehensive questionnaire approach aimed to provide an
understanding of the technical aspects of CVR and their embodiment impact on
the viewer’s immersive experience.

3.3 Participants and Grouping

A total of 63 individuals were recruited to participate in the study, with a wide
age distribution ranging from 20 to 50 years and a balanced gender ratio of 33
males and 30 females. Most were in their twenties and had little to no previ-
ous experience with VR. Participants were evenly distributed into the nine VR
viewing scenarios, seven per scenario, to ensure diverse responses across different
default camera setting.
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3.4 Procedures

Before the commencement of the experiment, a thorough briefing was conducted
with participants to ensure they were well-informed about the process and any
potential health concerns, such as motion sickness or physical discomfort. Par-
ticipants had the option to halt the experiment at any time should they feel
uneasy.

The experiment was conducted in a controlled, quiet environment where the
objectives and procedures were clearly articulated. Participants were acquainted
with the IPQ, EQ, and SSQ questionnaires and their relevance to the study.
Upon viewing, each participant was in standing position and wearing the Pico
4 Pro headset, which was adjusted to their individual interpupillary distance
to achieve the clearest virtual imagery possible. Upon successful calibration,
participants were immersed in the predefined default camera settings.

To ensure the accuracy of responses and to capture the immediacy of the par-
ticipants’ reactions, researchers verbally administered each questionnaire item
during the viewing scenario. Participants responded to a series of thirteen ques-
tions, with the entire session lasting approximately 3–4min. Throughout this
process, re-searchers recorded each response and observed the participants’ phys-
ical and emotional reactions, providing a rich dataset for subsequent analysis.
This detailed procedure was designed to obtain a genuine first-hand account of
the participants’ experiences, reflecting the true impact of the default camera
settings on their sense of presence, embodiment, and comfort within the virtual
environment.

Participants’ responses to the questionnaires were quantified based on a scor-
ing system where higher scores correlated with greater immersion, embodiment,
and discomfort. Specifically, the IPQ-EQ included items such as ‘sense of being
there’, ‘feeling surrounded’, ‘being captivated’, and ‘perception of camera height
and angle affecting the body’. These items were designed to cumulatively repre-
sent the degree of embodiment experienced by the participants.

4 Result

We computed the mean scores for each of the nine groups, with seven partici-
pants in each group, to establish average indices for embodiment and discomfort.
This approach allowed us to evaluate the overall impact of camera settings on
the participants’ virtual experience. The sum of scores from each item within
the questionnaires provided a composite measure of embodiment level and the
degree of discomfort, with the intention of reflecting the participants’ immersive
experience in the CVR environment.

The evaluation concentrates on discerning the influence of diverse default
camera heights and angles, and the implementation of grounding with aerial
heights, on participants’ perceived level of embodiment and discomfort. The
results reveals associations between various default camera settings and their
impact on the sense of avatar-less embodiment, as well as the extent of discomfort
experienced by viewers.
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Fig. 3. IPQ-EQ Mean Scores Bar Chart

Fig. 4. Ranking of Viewing Scenarios by IPQ-EQ Scores

Figure 3 displays a bar chart illustrating the mean IPQ-EQ scores across
various default camera settings in our viewing scenarios. It is apparent that
camera height invokes different levels of embodiment within the same camera
angles, as reflected by the IPQ-EQ scores. This suggests that camera height
plays a role in influencing the viewer’s sense of embodiment.
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Fig. 5. SSQ Mean Scores Bar Chart

The mean IPQ-EQ scores were ranked, providing a comparative measure
of immersion across different experimental conditions (see Fig. 4). This ranking
offers valuable insights into which specific default camera settings contribute
the most to the sense of embodiment in CVR environments. The aerial low-
angle garnered the highest mean IPQ-EQ score, suggesting an amplified sense of
embodiment in comparison to the other conditions, while the grounded eye-level
angle recorded the lowest score.

The SSQ score bar chart (Fig. 5) illustrates the mean SSQ scores across
different camera perspectives, focusing primarily on comparing aerial heights
with and without grounding. The SSQ scores for the high-angle shot in both
aerial height scenarios were nearly identical, while the low-angle shot showed
slight changes with grounding. However, the eye-level view demonstrated an
apparent reduction in discomfort when a virtual floor was added at the aerial
height.

We then ranked the mean level of the SSQ (Fig. 6), which indicates that the
eye-level shot in the aerial height scenario led to the highest level of discomfort
among viewers, as denoted by the red bar reaching the furthest on the scale.
Conversely, the eye-level shot in the aerial height with the grounding scenario
showed the least discomfort. The variation in bar lengths across different sce-
narios suggests a correlation between camera angles, heights, and grounding and
the intensity of discomfort experienced by viewers.

These findings are pivotal for crafting CVR experiences that aim to under-
stand avatar-less embodiment and offer a potential solution to minimize discom-
fort at aerial heights. The insights gathered from the analysis of these visual-
izations are beneficial in refining default camera settings for a suitable content
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Fig. 6. Ranking of Viewing Scenarios by SSQ Scores

user experience in CVR, providing a foundation for further research on the inter-
play between default camera settings and viewer embodiment level in immersive
narratives.

5 Discussion

Our study results demonstrate that across nine viewing scenarios, in compar-
ison to grounded height perspectives, all aerial height perspectives elicited a
heightened level of avatar-less embodiment. The embodiment experience in CVR
is indeed influenced by the camera’s position relative to the virtual environ-
ment. The aerial low angle shot exhibited the highest level of embodiment,
whereas the grounded-eye-level shot scored the lowest. Thus, the high embodi-
ment level observed in the aerial low-angle shot established its uniqueness within
the CVR, eliciting stronger user engagement and substantial physiological stimu-
lation owing to its height difference from the ground and a fixed upward viewing
angle. The lowest embodiment performance might be because the grounded eye-
level camera position aligns more closely with the everyday physiological state of
individuals. These findings highlight the impact of camera placement within the
virtual environment and default camera tilt on the viewer’s sense of embodiment
and immersion.

Furthermore, the SSQ indicates that the grounding elements in aerial scenar-
ios can influence and potentially alleviate viewer discomfort. The aerial eye level
with grounding effectively reduced viewer discomfort compared with the aerial
height eye level. This aspect of our research is especially relevant to CVR prac-
titioners, who emphasize the importance of grounding elements in mitigating
discomfort while maintaining a strong sense of embodiment.

In traditional filmmaking, established shots are often composed of extremely
long shots combined with various camera angles, serving to orient the audience
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within the geographical context of the narrative and establish character rela-
tionships. These shots are typically utilized at both ground and aerial heights,
without the need to account for the viewer’s physical experience, as the audience
is not a physical part of the environment in conventional cinema. In contrast,
the embodiment approach in CVR dramatically alters the audience’s spatial per-
ception. Because of the 360-degree immersion in CVR, as opposed to traditional
film and television, there is enhanced spatial cognition [9], especially in distin-
guishing the differences in embodiment between aerial and ground perspectives.
The sense of presence brought about by CVR implies that the default camera
settings for establishing shots become a critical element of storytelling.

6 Conclusion

Our findings reveal a pronounced effect of camera perspective on embodiment,
with the default camera height clearly impacting the sense of embodiment. All
aerial heights led to higher embodiment than grounded camera positions across
different angles, with low-angle aerial shots particularly enhancing embodied
sensation. Interestingly, adding a virtual floor at aerial heights appeared to bal-
ance increased stability with a slightly reduced feeling of embodiment, especially
for eye-level shots.

However, there are some limitations to this initial study. While diverse, our
relatively small sample size may limit generalizability of the results to a broader
population. Moreover, as just one technique in the cinematic toolkit, established
shots require further exploration within full narratives.

To look ahead, a clear need exists to investigate emotional impacts of default
camera positions and subconscious viewer behaviors in CVR. More extensive
studies could recruit larger, more varied samples to enable robust statistical anal-
ysis. Additionally, examining a broader range of camera manipulations and their
specific effects on emotions and instincts could reveal the underlying explanations
for these reflexive reactions, leading to a more comprehensive understanding of
the embodied CVR experience.
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Abstract. In Level 3 (L3) autonomous driving, the system issues a take-over
request to the driver if the Automated Driving System (ADS) fails or operates
outside its design domain. The driver must takeover control and resume vehicle
operation. This study demonstrates that in Level 3 (L3) autonomous vehicles,
varied information presentation strategies—namely no explanation, reason expla-
nation (Why), outcome explanation (What), and both reason and outcome expla-
nation (What + Why)—significantly affect drivers’ situational awareness and
take-over performance. The “What + Why” strategy yields the most significant
improvements. Furthermore, the research highlights differences in the effective-
ness of these strategies among less experienced drivers and a gender disparity
in responses to the “Why” explanation, with males showing more favorable out-
comes. In conclusion, effective information presentation is crucial in autonomous
vehicle human-machine interfaces, particularly for L3 systems. This underscores
the need for user-centered, interpretable AI that customizes information delivery
according to driver-specific characteristics, optimizing performance and safety.

Keywords: Automated vehicles · Driving take-over · XAI · Situational
Awareness

1 First Section

1.1 A Subsection Sample

In recent years, autonomous driving technology has rapidly advanced, continuously
increasing the level of vehicle automation [1]. The development and adoption of
autonomous vehicles are expected to enhance traffic efficiency [2], reduce environ-
mental pollution [3], and decrease traffic accidents by approximately 90%, potentially
saving about one million lives annually when fully implemented [4].

According to the classification standards set by the Society of Automotive Engineers
(SAE), autonomous driving is divided into six levels: no automation (L0), driver assis-
tance (L1), partial automation (L2), conditional automation (L3), high automation (L4),
and full automation (L5) [5]. In 2021, the SAE updated and refined the classification
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standards for driving automation, further clarifying the functions of Automated Driving
Systems (ADS) at different levels of automation and the corresponding human-machine
allocation issues. Level 3 conditional autonomous driving can perform all dynamic driv-
ing tasks (DDT) within its Operational Design Domain (ODD), without the need for
driver supervision of the L3 ADS. However, when the ADS fails or the driving environ-
ment exceeds the system’s operational design domain and cannot support the continu-
ation of ADS, the system will issue a takeover request (TOR) to the driver. The driver
needs to respond promptly and take control of the vehicle to resume dynamic driving
tasks [6]. Therefore, when the L3 ADS is operating normally, drivers can engage in
non-driving-related tasks (NDRT), such as using a phone, reading, or watching videos.
Studies have shown that engaging in NDRT can diminish a driver’s ability to under-
stand the surrounding road environment, and this negative impact can persist following
a takeover request.

From the perspective of human-machine interface design, the interface and medium
for interaction between humans and machines within the autonomous driving system
play a crucial role. How the information is presented during the takeover process is vital
for enhancing the driver’s takeover performance. From the perspective of explainable
artificial intelligence, autonomous vehicles, as a quintessential product of AI, can focus
on technology, developing new or improved machine learning techniques to enhance the
transparency and interpretability of autonomous driving systems’ decisions [7]. Alter-
natively, it can adopt a user-centered approach, investigating how the content, manner,
and timing of information display affect users’ understanding of autonomous vehicles’
decision-making behaviors [8, 9].

This study aims to explore the impact of four information presentation strategies—
no explanation, explaining the reason, explaining the outcome, and explaining both the
reason and the outcome—on drivers’ situational awareness and takeover performance in
L3 automated vehicles when the autonomous driving system issues a takeover request.

2 Related Work

2.1 Autonomous Driving Takeover

In the context of autonomous driving, the most prominent change compared to tradi-
tional manual driving is the emergence of takeover tasks by autonomous driving systems
[10]. Takeover refers to a new task that traditional drivers need to perform during the
autonomous driving process, either due to system malfunctions or simply based on sub-
jective desire [11, 12]. When the system encounters situations it cannot handle, such as
limitations in sensors or actuators, unclear environmental observations, etc., reaching
the system’s capability boundaries, drivers are required to intervene and take control
within a reasonable transition time to avoid collisions [10]. Failure to take over a mal-
functioning systemwithin the allowed timemay lead to accidents involving autonomous
vehicles. The takeover performance of drivers is crucial for road safety in the context of
autonomous driving, and thus, takeover failures or poor performance may pose potential
risks to future road safety.
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Previous research has indicated a close correlation between warning system design
in autonomous driving systems and drivers’ situational awareness and takeover per-
formance. Specifically, the design of takeover request (TOR) in the warning system is
closely related to these factors [13]. Zhang et al. investigated the design of available
time before automation system reaches its limits, known as prelude time design [14].
Ma et al. studied the impact of progressive and hierarchical warning stage designs on
human takeover performance [15]. Qu et al. explored the relationship between different
ways of presenting warning information in autonomous driving systems and driver trust
[16]. Bazilinskyy et al. studied the effects of different channels of warning methods
on human perception of warning information and system takeover [17]. Therefore, in
the context of autonomous driving takeover scenarios, the impact of different warning
takeover designs on drivers’ situational awareness and takeover performance has been
explored in previous research. However, previous studies have mainly focused on the
effects of takeover system designs under specific conditions, and there is still insufficient
research on the effectiveness and differences of multimodal takeover prompts.

Hence, the primary objective of this study is to elucidate the influence of explain-
able information types (multimodal) and explanation structures during the initiation
of takeover requests by intelligent autonomous driving systems on drivers’ situational
awareness and takeover performance in emergency situations. This research aims to
provide design recommendations for the development of takeover warning systems in
autonomous vehicles and to expand the application of explainable artificial intelligence
in diverse scenarios.

2.2 Explanations in Autonomous Vehicles

Currently, deep learning (DL) and artificial intelligence (AI) models play a crucial role
in autonomous vehicles (AV) or connected autonomous vehicles [18–20]. Deep learn-
ing models exhibit excellent high representation and generalization capabilities but are
known for their inherent black-box characteristics, making them challenging to interpret.
This opacity hinders the ability to demonstrate the fundamental principles behind the
decisions made by intelligent systems. Moreover, due to the system’s opaqueness, sys-
tem failures are often unpredictable and challenging to diagnose, significantly impacting
user trust in the system. However, research has shown that trust is a key factor influenc-
ing user acceptance and support for autonomous driving systems [21, 22]. Therefore,
providing explanations for the decisions made by automated systems is effective, if not
essential, in enhancing user trust. This capability not only improves the transparency
and accountability of decision-making in autonomous driving but also aids in evaluating
the role of autonomous vehicles in pre- and post-critical events (e.g., collisions or near
misses).

Research on explanations for autonomous driving systems can be approached from
two perspectives: a technical-centric view and a user-centric view [23]. From a technical-
centric perspective, efforts focus on studying how to generate effective explanations in
dynamic traffic situations. Despite significant progress in this field, explanations for
autonomous driving vehicles are far from perfect. The impact of these explanations on
human drivers in autonomous vehicles has sparked extensive research.
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User-centric explainability research has explored how to interpret content, form, and
timing of explanations in autonomous driving systems. Koo et al. investigated the dif-
ferent impact patterns of information explanation structures on driver performance and
experience [24]. Rezvani et al. found that the content of explanations for autonomous
driving systems must be limited, requiring appropriate information explanation content
to optimize system performance [25]. Yan et al. discovered that the perception of envi-
ronmental information by autonomous driving systems contributes to enhancing driver
situational awareness and trust [26]. Wang et al. developed a system using 3D audi-
tory prompts to present advisory information, contributing to driver performance and
situational awareness [27].

2.3 Measures of Situational Awareness in AV

The dynamic decision-making of human drivers is closely associated with Situational
Awareness (SA), encompassing three cognitive levels: perception, comprehension, and
projection [28]. Methods for measuring SA in automated vehicles include freeze-
frame techniques, post-trial methods, and question probes, which can be employed to
understand drivers’ decision-making processes [29].

Simultaneously, the level of trust that drivers place in autonomous driving systems is
a critical factor influencing the safety of autonomous vehicle operation. Miscalibration
of trust in the autonomous system can lead to adverse (even fatal) consequences [30]. In
prior research, Muir developed a scale for assessing automation trust [31], which was
subsequently adapted for the context of autonomous driving by Du et al. [32]. However,
this scale can only measure the drivers’ general trust (GT) throughout the entire driving
process. Although general trust is paramount, situational trust (ST) is equally crucial in
the field of autonomous driving (AV), as it may vary across different driving scenarios
[33]. Holthausen et al. developed a Situational Trust Scale for Automated Driving (STS-
AD) and conducted preliminary validations in the AV context [34]. Both general trust
and situational trust are included as measurement indicators in this study.

Research on the assessment of situational awareness in autonomous driving also
involves studies on emotional experience measures, such as drivers’ preferences and
anxiety as dependent variables. Drivers’ preferences for autonomous vehicles are often
investigated when exploring specific technologies or features, which is also applicable
to the study of explanations [35, 36]. Additionally, anxiety is another attitude indicator
negatively correlatedwith the effectiveness of explanations [35, 37]. In our study,we con-
currently include these subjective measurement indicators to assess drivers’ subjective
attitudes throughout the entire driving process under specific explanation conditions.

3 Method

3.1 Participants

Totally, 20 participants (8 males and 12 females) aged from 22 to 29 (M = 24.7years
old; SD= 2.13 years old) were recruited for this experiment. Each one needs to test four
different HMI conditions (see Sect. 3.3). All the participants held valid driver’s licenses,
and the mean of years obtaining the driver’s license was 4.7 (SD = 2.105).
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3.2 Apparatus and AD System

Logitech G29 Driving Force Driving Simulator was used in this study (see Fig. 1). The
physical system included a steering wheel with input buttons and force feedback, a turn
signal lever, brake and gas pedals and a shift lever. We created a simulation environment
of urban roads and scripts of different driving takeover scenarios. We used an iPad to
simulate the central control screen to display driving takeover prompts.

Fig. 1. Experiment apparatus

3.3 Experiment Design

Totally, 20 participants (8 males and 12 females) aged from 22 to 29 (M = 24.7years
old; SD= 2.13 years old) were recruited for this experiment. Each one needs to test four
different HMI conditions (see Sect. 3.3). All the participants held valid driver’s licenses,
and the mean of years obtaining the driver’s license was 4.7 (SD = 2.105).

HMI Setting. This study aims to explore the impact of four information presentation
strategies on driver takeover in L3 automated vehicles when the autonomous driving
system issues a takeover request: no explanation, explaining the reason, explaining the
outcome, and explaining both the reason and the outcome. We selected a scenario with
a high probability of human intervention in autonomous driving, where the autonomous
vehicle requires humancontrol due to hardware sensor failures (such asLIDAR, cameras)
that lead to issues in environmental perception or positioning. Based on this scenario,
our four HMI strategies are set as follows:

Group I (None): Displays “Take over” without any explanation.
Group II (Why): Displays the takeover icon and explains the reason for the autonomous
driving system’s error.
Group III (What): Displays the takeover icon and explains the outcome of the
autonomous driving system’s error.
Group IV (What + WHY): Displays the takeover icon and explains both the reason for
and the outcome of the autonomous driving system’s error (Figs. 2 and 3).
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Fig. 2. HMI design with four conditions (examples in perceived failure)

Fig. 3. The display effects of the HMI design on the central control screen

Experiment Environment. In the simulation environment, a city road scenario mea-
suring 5000 m in length and 50 m in width was constructed. Before a takeover request
was issued, the Level 3 (L3) autonomous driving system operated the vehicle at 50 km/h
in an urban road environment, which included a four-lane, two-way road. As the vehicle
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approached an intersection, the autonomous driving system initiated a takeover request.
Participants were required to respond timely and take control of the vehicle to resume
dynamic driving tasks. The criterion for successful takeover was whether the participant
followed the navigation route displayed on the central control screen. A takeover was
considered successful if the turning direction matched the navigation instruction; oth-
erwise, it was deemed a failure. The experiment had three possible turning directions:
(1) turn left, (2) go straight, (3) turn right (as shown in Fig. 4). In the four trials, the
direction of the navigation route was randomly selected, and the sequence of the four
HMI explanation strategies was also random to minimize the interference caused by
learning effects.

Fig. 4. Steering Task for Determining Successful Takeover

Measurements. SART method is one of the self-rating techniques that can be used
easily and quickly which was made by Taylor in 1990 [38]. This method uses 10 dimen-
sions as a parameter for calculating the SA value with low to high categories. Of the 10
dimensions, it can be grouped into 3 main parts which are commonly called 3D SART.
The measure comprised the following dimensions: Demand—demands on attentional
resources, Supply—supply of attentional resources, and Understanding—understanding
of the situation. Participants will be asked about a scale from 1 to 7, namely 1 for low
to 7 for the highest which is used as a scale that can represent the results to be achieved.
After participants answer according to the existing scale, SA will be calculated using
the formula: SA = U – ( D- S).
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3.4 Procedure

Thewhole studywasmainly divided into four sessions, including pre-test questionnaires,
a training session, a formal test drive, and post-drive questionnaires and interviews (see
Fig. 5).

Fig. 5. Experiment procedure.

Introduction and Pre-test Questionnaire. After the initial introduction, participants
were first given informed consent on their arrival and were requested to fill out a ques-
tionnaire of demographic information. Before being guided to the driving simulator,
each participant was given a brief explanation of the AD system condition as well as the
HMI settings on the screen.

Training Session. In the initial phase, participants were acquainted with the simula-
tor’s operations, Human-Machine Interface (HMI) elements, and Automated Driving
(AD) system settings. To align their understanding with the objectives and tasks of the
forthcoming formal test drive, participants traversed an identical route in the simulator.
It is important to note that the training session did not involve any actual tasks. Each
participant was allotted approximately five minutes to achieve proficiency in executing
these operations within the simulator.

Formal Test Drive. During the formal experiment, participants engaged in four dis-
tinct simulated driving tasks, each involving different types of interpretable information,
within a Level 3 (L3) autonomous driving simulator.The experiment was structured into
three stages:

L3 Autonomous Driving Phase (30–60 s): Here, participants were involved in non-
driving related tasks while the vehicle operated under L3 autonomy.

Takeover Request (100–150 m before an intersection): In this stage, the simulator repli-
cated a scenariowhere the autonomous vehicle failed to detect lane lines, necessitating an
urgent manual takeover by the participant. The vehicle’s display provided interpretable
information alongside auxiliary decision-making data to assist in this process.

Manual Takeover and Navigation Stage: Participants were required to manually take
control of the vehicle, using the provided interpretable and decision-making information
to navigate the planned route.
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Across the four simulation trials, the location and timing of the takeover event varied
slightly. Additionally, the sequence of presentation for interpretable information, aux-
iliary decision-making data, and the planned route was randomized. After each trial,
participants took a brief rest of 1–2 min. Meanwhile, the experimenter documented and
saved the data, and prepared the simulator for the next scenario.

Post-test Questionnaires and Interviews. After the formal test drive, participants
filled out questionnaires regarding situation awareness. Then we conducted interviews
to explore their underlying thoughts about how they made decisions and how they felt in
different scenarios. Finally, valid participants were rewarded with gifts and discharged.
The whole study lasted for about 30 min.

4 Result

We obtained a total of 20 sets of valid experimental data, including 12 sets from drivers
with extensive driving experience and 8 sets from drivers with limited experience; 12
sets were from female drivers, and 8 sets were from male drivers. The analysis that
follows will focus on two dimensions: situational awareness and takeover performance.

4.1 Driver Situational Awareness

The comparison of participants’ SA scores under different explanationmethods is shown
in Fig. 6. Shapiro-Wilk tests for normality indicated that the data for all groups were
normally distributed (p values were 0.686, 0.478, 0.486, and 0.381, all > 0.05). The
differences in SA scores among the explanation methods were statistically significant
(one-way ANOVA, F = 6.557, P = 0.001 < 0.01**). Post-hoc tests revealed that the
SA score for “Why” was 3.750 points higher than for “None” (95% CI: 0.96–6.54), a
difference that was statistically significant (P = 0.009 < 0.01**); “What” was 5.050
points higher than “None” (95% CI: 2.26–7.84), also statistically significant (P= 0.001
< = 0.001***); and “Why + What” was 5.650 points higher than “None” (95% CI:
0.96–6.54), with statistical significance (P = 0.000 < 0.001***).

Figure 7 shows the distribution of SAscores amongparticipantswith different driving
experiences under various explanation methods. There were no significant differences
in SA scores among participants of different driving experience levels across the four
explanation methods (independent samples t-test, p values were 0.494, 0.413, 0.400,
and 0.345, respectively). Among participants with extensive driving experience, there
were no significant differences in SA scores across the explanation methods (one-way
ANOVA, F = 2.160, P = 0.112 > 0.05). However, among participants with limited
driving experience, significant differenceswere observed inSAscores across explanation
methods (one-way ANOVA, F = 4.398, P = 0.009 < 0.01**).

Figure 8 also presents the distribution of SA scores among participants of different
genders under various explanation methods. There were no significant differences in
SA scores between genders under the “None,” “What,” and “Why+What” explanation
methods (independent samples t-test, p values were 0.739, 0.555, and 0.667, respec-
tively). However, under the “Why” explanation method, a significant difference was
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observed, with males scoring higher (M= 19.13, SD= 3.00) than females (M= 15.00,
SD = 4.65; t = 2.210, p = 0.04 < 0.05).

Fig. 6. Distribution of SA overall scores for four HMI setting types

Fig. 7. Distribution of SA overall scores for different driving experiences

4.2 Driver Situational Awareness

This paper assesses drivers’ takeover performance by determining whether the driver
successfully took over control. The criterion for successful takeover is whether partici-
pants turned according to the navigation route displayed on the central control screen.
A takeover is considered successful if the turning direction matches the navigation
direction; otherwise, it is deemed a failure (Table 1).

As shown in the table above, using the chi-square test to investigate the relationship
between different explanatory schemes and performance, it is evident that different
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Fig. 8. Distribution of SA overall scores for different genders

Table 1. Chi-square test of takeover performance overall scores for four HMI setting types

Chi-square test

HMI Setting type Total χ2 p

None Why What Why +What

S 4(20.00) 7(35.00) 14(70.00) 18(90.00) 43(53.75) 24.689 0.000***

F 16(80.00) 13(65.00) 6(30.00) 2(10.00) 37(46.25)

Total 20 20 20 20 80

explanatory schemes significantly affect performance (p < 0.05). The schemes show
a level of significance at 0.001 (X2 = 24.689, p = 0.000 < 0.01). A comparison of
percentage differences reveals that the “Why + What” scheme has a 90.00% success
rate in completing the takeover driving task, significantly above the average of 53.75%.
The “What” scheme has a success rate of 70.00%, also significantly above the average
of 53.75%. The success rates for the “None” and “Why” explanatory schemes are 20%
and 35%, respectively, both below the average of 53.75%.

5 Discussion

In this study, we looked into the impact of four options on the driver’s takeover per-
formance: no explanation (none), explanation of reasons (why), explanation of results
(what), and explanation of reasons and results (why+what) when the autonomous driv-
ing system issues a takeover request to the driver in L3 automated vehicles. Combining
the results above with subjective statements from the interviews, we attempted to dis-
cuss and develop implications for presenting explanations in driving takeover situations.
Also, the limitations of this study and prospects for future work were clarified in this
section.
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5.1 The Impact of Interpretable Information Types

Four types of explanations—no explanation (none), explanation of reasons (why), expla-
nation of results (what), and explanation of reasons and results (why + what)—signifi-
cantly impact drivers’ situational awareness and performance during takeover.

Situational awareness includes the driver’s ability to predict and understand the
surrounding environment, its dynamic changes, and future states. Research indicates that
a high level of situational awareness can significantly improve the efficiency and safety of
drivers taking over from autonomous driving systems [39]. However, long-term reliance
on autonomous driving systems may reduce drivers’ level of situational awareness,
thereby diminishing their attention to and alertness of the surrounding environment.
Without any explanation when an autonomous driving system issues a takeover request,
drivers are unable to promptly assess the vehicle’s status or formulate future action
plans. The no explanation scenario (None), serving as a baseline condition, reveals the
challenges drivers face in taking over tasks without sufficient information.

The low takeover performance and situational awareness scores in this scenario
emphasize the importance of information presentation for drivers to make quick and
accurate decisions in emergency takeover scenarios. Explaining the reasons for an
autonomous driving system’s failure (Why) enables drivers to understand the root cause
of the failure and why the car is requesting takeover, significantly improving situational
awareness and takeover performance over providing no explanation.

Explaining the results of an autonomous driving failure (what) directly addresses
the capability deficits caused by the vehicle’s malfunction. Drivers can use these deficits
to predict and understand the vehicle’s own status and the road environment outside,
thus significantly improving situational awareness and takeover performance compared
to no explanation. This study posits that directly explaining the results (what) better
assists drivers in assessing the vehicle’s status without needing to deduce the limitations
from the root cause of the failure. In terms of takeover performance, the success rate of
explaining the results (what) is significantly higher than that of explaining the reasons
(why).

Finally, explaining both the reasons and results (Why + What) clearly offers the
best outcomes in terms of situational awareness and takeover performance. However,
this study suggests that the cognitive load for drivers with (Why+What) is the highest.
In more complex and urgent scenarios, the performance of the explanation scheme that
includes both reasons and results (Why+What) warrants further in-depth investigation.

5.2 The Impact of Driving Experience and Gender

Experienced drivers showed no significant differences in situational awareness across
various explanation methods, suggesting that adaptability or familiarity with driving
tasks may reduce the need for detailed explanations. In contrast, drivers with less experi-
ence exhibited significant differences in situational awareness based on the explanation
method, indicating that the type and depth of information provided can be crucial in
supporting their understanding and performance.

In the “Why” explanation method, gender differences were particularly pronounced,
withmale drivers scoringhigher in situational awareness than female drivers. Thisfinding
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suggests that men and women may process and utilize explanatory information differ-
ently, possibly due to differences in information processing or cognitive preferences. Of
course, more experiments are needed to further investigate this.

5.3 Limitations and Future Work

In this section, we present some limitations to better interpret our findings. First, most of
the participants recruited in this study are university students. So our findings are based
on a relatively young and less experienced sample. For more representative results,
further experiments are to be arranged with participants from a more general population
of drivers.

Second, this experiment was executed in a fixed-base driving simulator with light
traffic. Although most participants highly rated its immersive experience and near-real
physical simulation, some of them also claimed that they were less cautious due to the
nature that they were free of dangers in the simulator. And lack of physical movement
might influence their awareness in lane-changing scenarios. The future study should
involve more traffic.

Finally, we assessed drivers’ takeover performance solely based on whether they
successfully took over control. In the future, wewill employmoremeasurementmethods
to evaluate drivers’ takeover performance, such as gaze movement, takeover time, and
the number of gazes.

6 Conclusion

This research highlights the importance of effective information presentation in
autonomous vehicle human-machine interfaces, particularly in L3 systems. The study
indicates that in L3 autonomous driving systems, simply displaying a takeover request
with icons and text is insufficient. It is also necessary to explain the reasons for and
outcome of errors in the autonomous driving system. Compared with explaining (why),
explaining reasons (What) does not significantly affect situational awareness recovery,
but significantly enhances takeover performance. Optimal takeover performance, with-
out increasing driver cognitive load, occurs when both reasons and outcomes (Why +
What) are explained. Our findings show that gender differences also play a role in the
effectiveness of these strategies, with “Why” explanations being more beneficial for
male drivers. This research not only is crucial for designing human-machine interaction
interfaces in L3 autonomous vehicle takeovers but also underscores the necessity of
tailoring information delivery to driver-specific characteristics for optimal performance
and safety.
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Abstract. The cockpit ofmodern commercial aircraft has a complex interface lay-
out and the complex human-machine interaction interfaces can impose a cognitive
load on the flight crew. A cockpit interface that meets human factors engineering
requirements can reduce pilot cognitive load, enhance operational efficiency, and
improve flight safety. In order to summarize the interaction mechanisms between
flight crew members and cockpit interfaces, this research employs the method-
ology of eye-tracking to investigate the level of attention and salience that crew
members pay to different areas of the cockpit in different flight scenarios. These
two aspects are respectively reflected through the pilot’s total duration of fixa-
tion and number of visits to specific areas. The eye-tracking experiments involved
the participation of two experienced professional pilots in a flight simulator that
accurately replicates the cockpit of mainstream aircraft in proportion. The flight
crew, consisting of the pilot flying (PF) and the pilot monitoring (PM), was tasked
with executing flight procedures at eight stages during normal flight operations.
These eight stages include cockpit preparing, engine starting, taxiing, taking-off,
approaching, landing, after-landing, and shutdown. By dividing the aircraft cock-
pit into 18 areas of interest, we found that the crew members’ focus areas within
the cockpit interface dynamically change at different stages of the flight. Through
eye-tracking analysis, we summarized and prioritized the focus areas for the PF
and the PM in eight different flight scenarios. The results can help designers of
human-machine interfaces in aircraft cockpits to capture design requirements and
provide guidance for future aircraft cockpit human-machine interaction design.

Keywords: Aircraft Cockpit · Eye-Tracking · Human-Machine Interaction
Design

1 Introduction

Inmodern commercial aircraft, cockpit design significantly emphasizes human-machine
interaction research. The intricate architecture of aircraft cockpits necessitates that pilots
retrieve essential information quickly and accurately, performing correct actions under
altitude pressure. Improperly designed cockpit interfaces can escalate the mental load on
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pilots, potentially leading to impaired situational awareness due to difficulties in handling
pertinent information [1]. Thus, human-machine interaction within the cockpit is vital
for the overall system operation and functionality [2]. Aircraft cockpits are organized
based on varied scenarios and task flows encountered by pilots, and divided into distinct
interactive interface modules. These modules encompass functionalities like display,
control, and alert systems. Common display interfaces include the Primary Flight Dis-
play (PFD) and Navigation Display (ND), while control interfaces comprise the central
console and overhead panel. Moreover, the alert functions are managed by interfaces
such as the Engine/Warning Display (E/WD). The areas of the interface that pilots focus
on vary across different flight scenarios. Consequently, a thoughtfully constructed cock-
pit interface layout is key to enhancing pilots’ situational awareness, thereby improving
operational efficiency and safety in flight missions.

Visual attention marks the onset of attention allocation, situational analysis, and
cognitive decision-making processes [3]. The trajectory of visual attention elucidates
the cognitive process of human-machine interaction between operators and machines
[4], revealing how operators process information and the impact of interface designs on
their performance. Eye-tracking technology, with its extensive application in evaluating
human-machine interaction interfaces [5], plays a crucial role in aviation research. It is
instrumental in exploring pilots’ scanning behavior and associated performance, exper-
tise, cognitive load, and vigilance, as well as in assessing display interfaces and cockpit
setups [6]. Therefore, employing eye-tracking technology, this study analyzes the inter-
face areas pilots predominantly focus on during different flight scenarios, aiding cockpit
human-machine interface designers to capture design requirements and offer guidance
for optimizing the aircraft cockpit’s human-machine interface.

Modern commercial aircraft typically operate with two pilots: the Pilot Flying (PF)
and the Pilot Monitoring (PM). The PF primarily takes charge of the aircraft’s con-
trol, while the PM handles auxiliary flight tasks, monitoring, and confirming the PF’s
maneuvers. Owing to their distinct roles, the PF and PM focus on different cockpit
interface areas while executing flight tasks. This research aims to delve into the focused
information analysis for these two disparate flight roles.

2 Methodology

2.1 Participants

For this study, two professional pilots with substantial flight experience were recruited.
Both participants had previously piloted and were familiar with the aircraft model used
for the experiment. During the experiment, the two pilots alternately played the roles of
PF and PM. The role switches midway through the experiment aimed to reduce potential
biases stemming from their personal flying habits.

2.2 Apparatus

Flight Simulator. The experiment was conducted using a flight simulator of a popular
aircraft model, depicted in Fig. 1. This simulator boasts a fully enclosed and authentic
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cockpit with sophisticated flight control software, image data fusion technology, and a
distributed anti-collision system. It utilizes flight andmaintenancedata packages licensed
by the aircraft’s manufacturer, ensuring highly precise flight simulations. Capable of
simulating real-timeweather conditions,malfunctions, and emergencyflight scenarios, it
offers a 180-degree panoramic projection system, providing an exceptionally immersive
experience for users. Additionally, the flight simulator includes a six-degrees-of-freedom
motion platform, capable of replicating various in-flight sensations such as turbulence,
air disturbances, and overload.

Fig. 1. Interior of the Flight Simulator

Eye-Tracking Device. Both the pilot and co-pilot stations in the flight simulator were
equipped with eye-tracking devices to record the visual activity of the PF and PM
throughout the experiment. Both devices were Tobii Pro Glasses 3, mounted on the
pilots’ head. The eye trackers are capable of recording the pilots’ total duration of fix-
ation as well as their number of visits. Additionally, their integrated recording feature
can capture the cockpit’s audio information during flights.

2.3 Research Design

Flight Scenarios. In the experiment, flight scenarios were meticulously selected from
the standard operating procedures outlined in the flight crew’s operating manual. These
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scenarios encapsulated eight critical stages of a typical flight process, aligning with
conventional flight routines. The stages encompassed: cockpit preparing, engine starting,
taxiing, taking-off, approaching, landing, after-landing, and parking. Participating pilots,
conforming to their respective flight roles, were required to execute flight tasks under
standard conditions. Each pilot undertook both PF and PM roles across the eight stages,
cumulatively participating in 16 trials. The sequence of these trials for each pilot was
randomized through a lottery draw.

Areas of Interest and Key Areas. The study segmented the aircraft cockpit into 18
distinct areas of interest, as illustrated in Fig. 2. These areas included the central control
pedestal, left and right multi-function control display units (MCDU-L, MCDU-R), PF
and PM checklists, engine/warning display (E/WD), system display (SD), left and right
instrument control panels, left and right primary flight displays (PFD-L, PFD-R), left and
right navigation displays (ND-L, ND-R), backup dashboard, landing gear lever control
and display, flight control unit, exterior view, and overhead panel. The PFDs, NDs,
MCDUs on both sides and the E/WD and SD in the center constituted the experiment’s
focal points. These key areas were further dissected for more granular analysis. The
eye-tracking data were employed to scrutinize both the broad areas of interest and the
key areas, aiming to dissect the crew’s focus on cockpit information across diverse flight
scenarios.

Fig. 2. Division of Areas of Interest and Subdivision of Key Areas in the Cockpit. (a) division of
areas of interest. (b) subdivision of key areas

Experimental Procedure. The entire study was executed within a flight simulator,
under rigorously controlled lighting conditions to guarantee eye-tracking data accuracy.
Initially, participantswere briefed on the experiment and provided informed consent. The
experimenter then detailed the procedural flow and the eight involved flight scenarios.
Two experimenters assisted the PF and PM in appropriately fitting and calibrating the
eye-tracking devices. The eye-tracking data was monitored and documented throughout
the whole experiment. Crew assignments for each flight scenario were determined by
a random draw before each trial. After completing the initial task in each scenario,
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participants switched roles for a repeat trial. Once all scenarios were concluded, data
weremeticulously verified for accuracy and completeness, then compiled and preserved.
The entire experiment spanned approximately eight hours.

Data Processing and Analysis. Upon completion of the experiment, the eye-tracking
data was preliminarily organized. Analysts used the “Automatic Mapping” function in
Tobii Pro Lab software to map the recorded experimental videos from the eye trackers
to the panoramic cockpit view of the aircraft simulator. Manual corrections were made
to this mapping to achieve an accuracy rate exceeding 90% for the experimental videos
relative to the panoramic snapshots used in the analysis. This meticulous approach
ensured the reliability of the data exportation and visualization process.

Aftermapping the experimental videos to the cockpit panoramas, the analysts utilized
the “AOI Tool” in Tobii Pro Lab to delineate areas of interest within these panoramas.
This step facilitated a comprehensive study of the crew’s focal points across different
flight scenarios and roles.

3 Results and Discussion

The experimental findings are categorized into eye-tracking visualization results and eye-
tracking metric data. The visualization includes heat maps and trajectory maps, vividly
showcasing the pilots’ focused areas of interest. The eye-tracking metrics comprise total
duration of fixation, number of visits, time to first fixation, and number of fixations.
The study primarily analyzed total duration of fixation and number of visits, where total
duration of fixation reveals the degree of pilots’ attention to specific cockpit areas, and
number of visits reflects the level of importance assigned by pilots to these areas. To
depict the prominence of focus across various areas of interest, a two-dimensional chart
was employed, plotting number of visits on the x-axis against total duration of fixation
on the y-axis, with the size of each point indicating the relative weight of importance.

During the data analysis phase, statistical analysis and graphical representation were
performed using tools like Excel and SPSS.

3.1 Participant Characteristics

The two professional pilots participating in the eye-tracking study each amassed 12,000
h of flight experience, with rich expertise to the aircraft used for the experiment. Both
pilots were 180 cm in height. They formed a crew, comprising a PF and a PM, to conduct
the eye-tracking experiment within the flight simulator.

3.2 Analysis of Attention Significance Across Different Flight Scenarios
and Roles

Cockpit Preparing. Figures 3 and 4 illustrate the visualization results and eye-tracking
metric data during cockpit preparing stage. The findings show that the PF’s primary
focus was on the E/WD, MCDU-L, central control pedestal, overhead panel, SD, and
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flight control unit. The PM, on the other hand, primarily concentrated on the PM check-
list, E/WD, MCDU-R, central control pedestal, landing gear lever control and display,
and overhead panel, with the PM checklist receiving substantially greater attention and
importance than other areas.

During this stage, the PF was engaged in performing safety checks and inputting
flight management data as part of cockpit preparing. The PM’s role involved monitoring
activities, audibly reading out the checklist to prompt the PF’s procedural actions, and
cross-verifying the flight management data entered by the PF.

For key areas, both PF and PM paid attention to the PFD interfaces on either side.
However, the PF’s focus on the right PFD was considerably less compared to the left
PFD, while the PM exhibited the opposite trend. Furthermore, the PF showed increased
attention and importance to the ALT area within the left PFD relative to other areas
within the PFD. Additionally, both PF and PM demonstrated notably higher levels of
attention and importance to the EWD and SD compared to other areas.

Fig. 3. Eye-tracking Visualization Results During Cockpit Preparing Stage. (a) heatmap and gaze
plot for PF. (b) heatmap and gaze plot for PM.

Fig. 4. Eye-tracking Data Presentation for Cockpit preparing Stage. (a) eye-tracking data for PF.
(b) eye-tracking data for PM.

Engine Starting. Figures 5 and 6 showcase the eye-tracking visualization results and
metric data during engine starting stage. The findings reveal that the PF primarily focused
on the Engine/Warning Display (E/WD), System Display (SD), central control pedestal,
and overhead panel, with the E/WD and SD receiving significantly greater combined
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attention and emphasis compared to other areas. The PM’s focal areas were the E/WD,
SD, PMchecklist, and central control pedestal, with a particularly high level of combined
focus and importance on the E/WD.

During this stage, the PF was engaged in the engine start procedure, necessitating
scrutiny of key parameters in the E/WD such as low-pressure rotor speed, exhaust tem-
perature, and fuel flow. Meanwhile, the PM, tasked with overseeing the engine start
process, also concentrated on relevant parameters in the E/WD.

For key areas, both PF and PM exhibited a relatively lower focus on the Primary
Flight Display (PFD) during this stage. Their attention and importance given to the EWD
and SD were markedly higher than to other areas, especially the EWD.

Fig. 5. Eye-tracking Visualization Results During Engine Starting Stage. (a) heatmap and gaze
plot for PF. (b) heatmap and gaze plot for PM.

Fig. 6. Eye-tracking Data Presentation for Engine Starting Stage. (a) eye-tracking data for PF.
(b) eye-tracking data for PM.

Taxiing. The taxiing phase’s eye-tracking visualization and metric data are illustrated
in Figs. 7 and 8. The results indicate that the PF’s main areas of focus were exterior
view and E/WD, with a notably higher combined level of attention and importance on
the exterior view. The PM, on the other hand, concentrated mainly on the PM checklist,
exterior view, E/WD, SD, and central control pedestal, with the PMchecklist and exterior
view receiving the most significant combined focus and emphasis.

In this stage, the PF’s primary task was executing the taxiing procedure, requiring
both PF and PM to maintain vigilance on the external environment through the exterior
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view and to monitor the engine parameters on the E/WD. Additionally, the PM, due to
monitoring duties, also needed to focus attentively on the PM checklist.

For key areas, the PF paid attention to the left PFD interface, though overall the focus
was moderate. Both PF and PM showed notably higher attention and emphasis on the
EWD and SD, particularly the SD area.

Fig. 7. Eye-tracking Visualization Results During Taxiing Stage. (a) heatmap and gaze plot for
PF. (b) heatmap and gaze plot for PM.

Fig. 8. Eye-tracking Data Presentation for Taxiing Stage. (a) eye-tracking data for PF. (b) eye-
tracking data for PM.

Taking-off. Figures 9 and 10 showcase the eye-tracking visualization results andmetric
data during the taking-off stage. The results show that the PF’s primary areas of focus
were the PFD-L, exterior view, ND-L, and E/WD, with notably higher attention and
importance given to the PFD-L and the exterior view. The PM, in contrast, focused
mainly on the PFD-R, exterior view, E/WD, and ND-R, with the PFD-R and exterior
view receiving significantly greater attention and emphasis.

In this stage, the PF was primarily responsible for executing the takeoff procedure,
focusing on the aircraft’s takeoff attitude and speeds (V1, VR, V2). The PM, tasked with
overseeing the takeoff and climb procedures, was mainly attentive to standard callouts
(takeoff speeds V1/VR/V2), leading to both roles placing a heightened focus on the PFD
area.

For key areas, the PF concentrated on the left PFD interface, while the PM focused
on the right PFD interface. Both the PF and PMmainly paid attention to the FD, SPEED,
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and ALT areas on the right or left PFD interface. During the takeoff procedure, both the
PF and PM monitored the flight direction and track, the aircraft’s climb speed, and the
rate of ascent, all of which are displayed on the PFD.

Fig. 9. Eye-tracking Visualization Results During Taking-off Stage. (a) heatmap and gaze plot
for PF. (b) heatmap and gaze plot for PM.

Fig. 10. Eye-tracking Data Presentation for Taking-off Stage. (a) eye-tracking data for PF. (b)
eye-tracking data for PM.

Approaching. Figures 11 and 12 present the eye-tracking visualization andmetric data
during approaching stage. The findings indicate that the PF’s primary focus areas were
the PFD-L, ND-L, MCDU-L, and flight control unit, with a particularly high level of
attention and importance on the PFD-L, ND-L, and MCDU-L. The PM’s main focus
areas were the PM checklist, ND-R, PFD-R, exterior view, and flight control unit, with
the PM checklist, ND-R, and PFD-R receiving the most significant combined attention
and emphasis.

During this stage, the PF was primarily engaged in executing the approaching proce-
dure, necessitating the precise input of flight management data such as landing runway,
approaching method, ILS frequency, approaching route, and decision altitude. The PM’s
role involved monitoring the approaching procedure, performing checklist duties, and
confirming parameters like the aircraft’s trajectory and approaching speed.

For key areas during this phase, the PF concentrated on the left PFD interface, while
the PM focused on the right PFD interface. Both the PF and PM mainly directed their
attention to the FD, SPEED, andALT areas on their respective sides of the PFD interface.
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Fig. 11. Eye-tracking Visualization Results During Approaching Stage. (a) heatmap and gaze
plot for PF. (b) heatmap and gaze plot for PM.

Fig. 12. Eye-tracking Data Presentation for Approaching Stage. (a) eye-tracking data for PF. (b)
eye-tracking data for PM.

Landing. Figures 13 and 14 showcase the eye-tracking visualization results andmetrics
during landing stage. The findings indicate that the PF primarily focused on PFD-L, ND-
L, and exterior view, with a notably high level of attention and emphasis placed on the
PFD-L.Conversely, the PM focusedmainly on PFD-R,ND-R, PMchecklist, and exterior
view, with a particularly significant focus on the PFD-R.

In this stage, the PF was engaged in executing landing procedures, paying close
attention to the aircraft’s configuration, such as approaching speed, descent rate at low
altitude, localizer, glide path, and monitoring the glide slope ratio. The PM, responsible
for monitoring the landing procedures, focused on checklist duties and ensuring the
aircraft’s trajectory and approaching method aligned with air traffic control instructions.

For key areas, the PF concentrated on the left PFD interface, particularly theALT and
FD areas of the left PFD. This is because the PF, during the landing procedure, primarily
focuses on aircraft configuration management, where controlling the aircraft’s attitude
and glide slope ratio is crucial. The PM, on the other hand, focused on the right PFD
interface, particularly the FD, ALT, and SPEED areas of the left PFD. This is because,
for the PM, the most critical monitoring data during landing are the aircraft’s attitude,
glide slope ratio, and approaching speed.

After-landing. The after-landing stage eye-tracking visualization andmetrics are illus-
trated in Figs. 15 and 16. These results show that the PF’s main focus was on exterior
view and PFD-L, with the exterior view receiving substantially more combined attention
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Fig. 13. Eye-tracking Visualization Results During Landing Stage. (a) heatmap and gaze plot for
PF. (b) heatmap and gaze plot for PM.

Fig. 14. Eye-tracking Data Presentation for Landing Stage. (a) eye-tracking data for PF. (b) eye-
tracking data for PM.

and importance. The PM’s focal areas were exterior view, PFD-R, PM checklist, and
E/WD, with the highest level of attention and importance placed on the exterior view.

In this stage, the PF’s primary task involved vacating the runway and navigating taxi-
ways according to air traffic control directives. The PM was tasked with monitoring the
aircraft, identifying taxiways based on control instructions, and confirming the absence
of runway obstructions. Thus, both the PF and PM placed a significant emphasis on the
window-side exterior view, outweighing other areas in terms of focus.

For key areas, the PF intensely focused on the left PFD interface, particularly con-
centrating on FD area within the left PFD. Meanwhile, the PM devoted attention to the
right PFD interface, E/WD and SD, with the most significant focus being on the FD area
of the left PFD.

Parking. The eye-tracking visualization results andmetric data during parking stage are
depicted in Figs. 17 and 18. These results highlight that the PF primarily focus on E/WD,
overhead panel, landing gear lever control and display, SD, and exterior view. Of these,
the E/WD and overhead panel garnered significantly more attention and importance.
The PM’s focal points were sequentially the E/WD, PM checklist, overhead panel, and
SD, with the E/WD, PM checklist, and overhead panel notably receiving the highest
combined levels of attention and importance.

In this stage, both PF and PM were engaged in executing parking stage procedures,
mainly centering on the monitoring of engine parking parameters after the aircraft had



126 X. Hao et al.

Fig. 15. Eye-tracking Visualization Results During After-landing Stage. (a) heatmap and gaze
plot for PF. (b) heatmap and gaze plot for PM.

Fig. 16. Eye-tracking Data Presentation for After-landing Stage. (a) eye-tracking data for PF. (b)
eye-tracking data for PM.

ceased movement. Additionally, the PM also had duties concerning actions related to
the overhead panel and checklist tasks during the parking.

For key areas, both PF and PM primarily focused on E/WD and SD interfaces, with
their attention significantly more concentrated on the EWD area. This heightened focus
is attributed to the necessity for both PF and PM to monitor the relevant parameters
associated with engine parking during the parking procedures.

Fig. 17. Eye-tracking Visualization Results During Parking Stage. (a) heatmap and gaze plot for
PF. (b) heatmap and gaze plot for PM.
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Fig. 18. Eye-tracking Data Presentation for Parking Stage. (a) eye-tracking data for PF. (b) eye-
tracking data for PM.

3.3 Future Directions in Aircraft Cockpit Technology

Based on eye-tracking analysis, primary flight tasks and focus areas on the cockpit
interface vary across different flight stages. Pilots need to quickly gather information
from the complex cockpit interface during flight, a significant source of crew workload.
Designing cockpit display controls task-specifically and presenting varied interfaces for
different flight stages could reduce this workload. For example, in the parking phase,
shifting focus between the E/WD and overhead panel for verification is common. Intro-
ducing the necessary controls from the overhead panel into the display interface during
this phase could facilitate information access under a lower workload.

Moreover, customizing display control interfaces for different flight roles could be
advantageous. For instance, digitizing checklists in the PM’s display control interface,
with electronic reminders and touch-based controls, could alert pilots to procedural
oversights and enable prompt actions.

Lastly, the Flight Management System’s (FMS) input interface could be redesigned
based on flight tasks, using more user-friendly methods like non-natural language
recognition or touch input. For example, if air traffic control instructs a SASAN 2A
approaching, the FMScould automatically recognize and require only pilot confirmation.

3.4 Limitations and Future Research Directions

Firstly, this study involved only two expert users in the eye-tracking experiment.
Although their extensive flight experience and strict adherence to standard operating pro-
cedures lend some universality to the findings, there could still be potential biases. Future
research could involve a larger pool of pilots to achieve more universally applicable
results, categorizing findings based on pilots’ experience levels.

Secondly, the research was conducted using only one mainstream aircraft model.
Future studies could incorporate various models to explore the potential impacts.

Lastly, the current study focused solely on normal flight conditions and did not
encompass emergency scenarios like fires, depressurization, or stalls. Future studies
could simulate such conditions in flight simulators to derive insights relevant to these
emergency scenarios.
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4 Conclusion

This study conducted an in-depth analysis of the flight tasks performed by a modern
commercial aircraft flight crew, comprising the Pilot Flying (PF) and Pilot Monitoring
(PM), across eight distinct stages of a normal flight operation: cockpit preparing, engine
start, taxiing, takeoff, approaching, landing, after-landing, and parking. Utilizing eye-
tracking technology, the research identified the levels of attention and prioritization
afforded by the flight crew to various sections of the cockpit interface during these
stages. The study also proposed potential future directions for the development of cockpit
human-machine interfaces.

The aircraft cockpit was categorized into 18 areas of interest for this study, includ-
ing the central control pedestal, MCDU-L, MCDU-R, PF checklist, PM checklist,
E/WD, SD, left and right instrument control panels, PFD-L, PFD-R, ND-L, ND-R,
appendage stand-by instrument, landing gear handle controls and display, flight con-
trol unit, window-side external view, and overhead panel. Eye-tracking analysis was
employed to ascertain the crew’s focal points within these areas.

The findings revealed that during the cockpit preparing phase, the PF primarily
focused on the E/WD, MCDU-L, central control pedestal, overhead panel, SD, and
flight control unit. Conversely, the PM’s attention was mainly on the PM checklist,
E/WD, MCDU-R, central control pedestal, landing gear handle controls and display,
and overhead panel. In the engine start phase, the PF’s focus areas included E/WD, SD,
the central control pedestal, and overhead panel, while the PMpaid particular attention to
the E/WD, SD, PM checklist, and central control pedestal. During the taxiing phase, the
PF predominantly focused on the exterior view and E/WD, whereas the PM’s attention
was directed toward the PM checklist, exterior view, E/WD, SD, and central control
pedestal. In the takeoff phase, the PF’s key focus areas were PFD-L, the exterior view,
ND-L, and E/WD, while the PM’s attention was on PFD-R, the exterior view, E/WD,
and ND-R. The approaching phase saw the PF and PM focusing on different specific
areas. During landing, the PF’s primary focus was on PFD-L, ND-L, MCDU-L, and
flight control unit, with the PM concentrating on the PM checklist, ND-R, PFD-R, the
exterior view, and flight control unit. In the after-landing phase, the PF mainly focused
on PFD-L, ND-L, and the exterior view, while the PM’s attention was on PFD-R, ND-R,
PM checklist, and the exterior view. During the parking phase, the PF primarily focused
on the exterior view and PFD-L, whereas the PM’s key attention areas were the exterior
view, PFD-R, PM checklist, and E/WD.

In addition to the analysis of key attention areas within the identified interest zones,
the study conducted a granular examination of PFD-L, PFD-R, E/WD, and SD, offering
further insight into the crew’s attention distribution within these critical areas.

Through this analysis of cockpit interface information across various flight scenarios,
the findings of this study can assist cockpit HMI designers in capturing pertinent design
requirements and providing guidance for interface design efforts.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Abstract. Intelligent cockpit is a complicated spatial scenario merging technol-
ogy and design, with more complex scenarios and interactions that set it apart
from typical automobiles. With the electrification and intellectualization of auto-
mobiles, user experience is more important than styling design and interaction
interface design. In this regard, we have established a research framework for
intelligent cockpit based on scene space, and introduced the concept of tangible
narrative, which strengthens the authenticity of the design content in the dimen-
sion of time and space through the realistic restoration of the situation, so that the
designers can be more in the shoes of the user’s perspective in the design of the
experience. This paper describes the positive experience of tangible narratives and
their value for the process of design testing and optimization. The use of tangible
narratives provides tangible and timely feedback for the testing and optimization
of intelligent cockpit creative concepts.

Keywords: Intelligent Cockpit · Tangible Narrative Interaction · Design
Methodology · Scenario Building

1 Introduction

The autonomous driving revolution is transforming automotive user interface research
by emphasizing productivity and entertainment within the in-cockpit space scenario
[1]. Designers are now giving more weight to user experience in the development of
intelligent cockpits. Establishing a connection between the vehicle and the user is deemed
crucial in every imaginable scenario [2]. The substantial changes brought about by the
autonomous driving revolution create challenges for designers who encounter resistance
during the design process. As user scenarios become more diverse, the dimensions
of user experience in the cockpit grow increasingly complex. The absence of a clear
framework to guide the design and development of complex products, such as cockpits,
underscores the need for tools and methods to simulate human and machine behavior
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feedback platforms in the early stages of design. This approach enables real-world testing
to enhance the viability of design solutions and user acceptance [3]. Given the limited
investigation and study on intelligent cockpit objects in academia thus far, our aim is to
explore how user experience, interaction design, and styling design can be integrated in
a comprehensive study.

Recent research on cockpit simulation has predominantly followed a technological
route [4–6]. However, as scenarios continue to evolve, designers must rapidly test var-
ious scenario experiences, necessitating a heightened awareness of the user experience
pathway. In our review of existing interaction design approaches to intelligent cockpits,
we found that methods such as enactment, contextual inquiry, scale scenarios, Wizard
of Oz, and field experience all emphasize the construction of user experience scenarios.
These approaches also incorporate narrative expression, providing a scenario for the
experience. They also have narrative expression, which provides a scenario for the expe-
rience. Humans inherently gravitate towards narrative [7]. Narrative can link imagination
and creativity [8]. Within the narrative, designers can generate new ideas and thoughts
for the design of the cockpit experience. Design is essentially the process of creating
a more vivid future by constructing prospective futures. The combination of narrative,
3D design, and physical prototyping allows the mind of the design participant to engage
in abductive thinking [9]. According to Featherstone, the automotive experience is an
embodied experience, as individuals respond to the thrum of the engine, the scent of the
cockpit, and the feel of the car seat [10]. The spectrum of experiences available ranges
from scenario-based experiences like in-car audio and video to subtle movements such
as raising a hand or turning around.

Tangible narrative is a metaphorical representation of an experience, and its applica-
bility extends seamlessly to the context of the cockpit. Particularly in discussions about
user experience, the cockpit experience for users is a blend of temporality and spatiality.
Our objective is to utilize tangible narrative as the foundation for a design methodology
that accentuates the user’s embodied experience in the cockpit. We anticipate that tan-
gible narrative will empower designers by providing them with the user’s experiential
perspective through the storytelling of future scenarios. We aim for tangible narrative to
contribute to the design of intelligent cockpits in the following ways:

1. Establish a connection between technology and design, enabling designers to test the
logic of incorporating technology into the program during the design process.

2. Enable the representation of complex concepts in real space intuitively, aiming for a
more suitable layout for intelligent cockpits, human-machine scale, and interaction
design schemes.

3. Provide designers with a user’s perspective during the creation of potential future
experiences. Establish authentic user interaction experiences and feedback during the
cockpit design phase to identify issues and make necessary modifications to existing
conceptual solutions.
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2 Literature Review

2.1 From Automotive to Intelligent Cockpit

User experience has become more important. The intelligent cockpit, as a space reflect-
ing technological advancements, is designed to meet the evolving needs of user expe-
rience. The evaluation of user experience plays a pivotal role in determining whether
in-vehicle gadgets meet or surpass user expectations [11]. Specifically in the context of
Autonomous Vehicles (AVs), creating positive experiences requires designers to adopt
an experience-oriented perspective on automotive Human-Machine Interaction (HMI)
[12]. As autonomy levels increase, drivers can also engage in non-driving functions
within the cockpit, adding versatility to various scenarios. The cockpit scenario is richer
and more diversified. The car, being a unique time-space, is shaped by the varied jour-
neys and preferences of both the driver and passengers [13], Even before the advent
of autonomous driving, occupants could partake in a myriad of activities within it. As
Featherstone aptly states, ‘the automobile becomes a new form of communications plat-
form with a complex set of possibilities’ [10]. The interaction dimension becomes more
complex. Engagement within the automobile now extends beyond the screen to encom-
pass the entire cockpit. This has led to the emergence of a five-sense design, gradually
enhancing experiences such asmulti-screen interaction, car-computer ecology, and other
interactive elements [14]. A shift in the relationship between people and vehicles. The
driver transitions from full control of the vehicle to sharing control with the machine,
ultimately evolving towards the future of machine self-control [15]. The car is no longer
merely a vehicle driven by the user; instead, the relationship between the user and the
car has expanded.

2.2 Traditional Automotive Design Workflow

With the aforementioned shifts in automotive design and interaction design, the cockpit
is evolving into a more intricate spatial interaction vehicle. As autonomous driving and
other interaction technologies advance, the potential for diverse user scenarios within
the car increases. Consequently, a systematic and effective design methodology must
evolve to address the complexity of this changing object. This methodology will allow
designers to pace their creations, ensuring that the experiences and scenarios align with
user preferences. Designers must approach the development of intelligent cockpits by
seamlessly integrating both interaction and style.

Comparing the styling design process of traditional automotive [16] and the auto-
motive Human-Machine Interface (HMI) Design Process [17] (see Fig. 1), it is evi-
dent that the process involves a substantial amount of iteration. This iterative nature is
characterized by concept generation, validation, and continuous refinement.

We believe that the design trajectory for the intelligent cockpit will undergo a shift
in the context of the aforementioned transition from traditional automotive to intelligent
cockpits. We envision tangible narrative as a design activity encompassing the enhanced
experience facilitated by technological innovations.
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Fig. 1. Design process for traditional automotive style and interaction.

2.3 Creating Real Experiences

For the study of driving behavior, Bellet et al. developed the simulation modeler
COSMO-SIVIC to investigate driving distractions [3]. This model involves both physi-
cal simulation of the driving space and digital simulation of the vehicle’s driving envi-
ronment. To ensure an accurate representation of the operator’s driving environment,
real driving proportions and dimensions are incorporated, creating realistic experien-
tial environments for human-machine data studies, resulting in more authentic test data
[18].When interpreting research findings, it is crucial to consider the creation of genuine
experience spaces and the utilization of experiential testing techniques, especially when
these results strongly correlate with user experience [19]. In the realm of intelligent
cockpit design, the arrangement of the cockpit, interaction points for feedback, and the
user’s experience in various cockpit scenarios are pivotal elements in crafting realistic
environments.

2.4 Tangible Narrative Design

Tangible interaction is characterized by figurative interaction, tangible manipulation,
physical representation of data, and embedding in real space [20]. Harley et al. argue
that tangible interactive technologies are a necessary component of narrative or narrative
construction [21]. Bruner [22] demonstrates the significant role physical objects play in
bridging the abstract and the concrete. When designers conceptualize the intelligent
cockpit, they are essentially constructing a plausible vision of the future. Interactive nar-
ratives can employ diegetic Tangible User Interfaces (TUIs) to bridge the gap between
real-world and future scenarios. Tversky andLee [23] argue that language can effectively
communicate space, bringing us closer to the spatial experience that designers aim to
create through more realistic in-cockpit activities. As stated [24], ‘Scenarios give peo-
ple a ‘memory’ of the future.’ Tangible narrative interactions in real scenarios translate
future possibilities into experiences, allowing for a more profound analysis of partici-
pants’ actions. This analysis, in turn, contributes to a better understanding and iterative
refinement of the intelligent cockpit concept solution.
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3 Framing Tangible Narrative Design of Intelligent Cockpit

3.1 Elements in Intelligent Cockpit Design

We present a theoretical concept map and framework to guide our work in tangible
narrative interactions. Developing a theoretical framework enhances the comprehension
of intelligent cockpit components for design participants. Moreover, it establishes a
well-defined connection between design participants and the user experience within the
cockpit.

Fig. 2. Intelligent cockpit experience process and roles, technical elements.

1. Storyline:
Storytelling is a crucial narrative technique that has the power to provide, engage,
and compel stakeholders, fostering change in the present moment [25]. In the realm
of cockpit design research, the in-cockpit experience is comprised of a collection of
stories across multiple phases. Traditionally, we categorize the cockpit experience
into phases such as identity, enter, start, drive, takeover, inside-activities, outside-
activities, parking, leave, and departing (see Fig. 2). Depending on the specific design
or research focus, tailored stories for different stages can be targeted.

2. Narrator (Narrative position):
Ryan distinguishes four narrative positions through two dimensions, positional and
exploratory [26]. In the tangible narrative, where the existence of contingency is
acknowledged, both external-exploratory and internal-exploratory roles are essential.
The pacing of a story is crucial, and its development must align with actual circum-
stances to ‘recreate’ the story in future scenarios. The narrator controls the story’s
progression in the tangible narrative, indicated by triangle markers (see Fig. 2). These
markers enable participants to advance the story development alongside them at the
appropriate time, taking the next action.

3. Character:
Characters play a crucial role in the plot, and we prefer to have characters involved in
the actual space story rather than study participants. Depending on the specific design
study concept, the story’s protagonist may be a designer or a user, and the number
of people in the cockpit can vary. In the given context, the character also possesses a
unique identity, such as a parent, a child, a race car driver, a gamer, a business owner,
etc. In future-focused scenarios, obtaining more authentic user feedback during the
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cockpit experience is possible when the participant’s identity aligns closely with
the role played or when the participant immerses themselves more deeply into the
performed role, as indicated by circular markers (see Fig. 2)

4. Behavior:
A behavior consists of a group of acts. With the advent of new technologies and
emerging interaction techniques, the future cockpit experience will predominantly
hinge on how users engage with all interactable devices in the cabin. Designers can
identify issues by observing how users behave when confronted with new interaction
mediums. Tangible narrative enables users to manipulate objects representing story
components, offering an engaging exploration of the narrative [21]. It is crucial to
provide users with a sense of how these actions would genuinely feel for real users.
Users are more immersed in interacting with the cockpit and receiving feedback in
the physical context we design. Inferring user interactions and perceptions from 2D
drawings or 3D digital models can be challenging.

5. Boundary Space:
As cockpits are fundamentally spatial products, specifying the location and empha-
sizing the veracity of the user experience is crucial in design research. Combining
elements of light, sound, and music can create a more immersive ambient space for
the experience. In interactive storytelling, physical spaces can transform the reader’s
physical environment, making them feel integral to the story world [27].

There is a finite interaction distance between characters seated differently. Charac-
ters in various seats may possess distinct identity traits and interact with the cockpit
differently based on the design scheme. In the parent-child gaming cockpit con-
cept, for instance, parents and kids sit in separate sections of the cockpit, facilitating
interaction and feedback between them.

6. Tangible Object:
The needs and experiences of the user inside the cabin must be closely replicated
throughout the creation of the conceptual scenario for the intelligent cockpit. An
alternative to placing the user’s interactions outside the story world is dynamic
tangibles [21]. The needs and experiences of the user inside the cockpit must be
closely replicated throughout the creation of the conceptual scenario for the intelligent
cockpit.

3.2 Techniques of Automotive Interaction Design

These design approaches are constructed and evaluated using context-specific proto-
types, with distinct design strategies positioned at various stages of the design process.
The iterative nature of technology, especially in the case of the intelligent cockpit, a
complex interaction space, poses challenges and complexities for the design process.
Design teams must leverage current values and desires to envision a better and more
plausible future [28] (Table 1).



136 M. Li et al.

Table 1. Design approaches used in automotive design.

Phases Brief Cases

Drawing and Collaging Concept Have participants describe,
collage, and draw their
visions of autonomous cars,
including types of cars and
cityscapes

Understand the
expected impacts of
autonomous vehicles on
society and
infrastructure through
drawing, collaging, and
interviewing [29]

Enactment Concept
Evaluation

Gesturing and expressing
the actions of humans and
systems

gain a more grounded
experience in
self-driving car design
for design teams [29]

Contextual Inquiry Concept
Evaluation

Observing and interviewing
in context allows designers
more tacit knowledge of the
scenario

Users imagine they are
riding in a self-driving
vehicle and explore the
new situations that
automation brings to
passengers through
interviews [30]

Scale Scenarios Problem
Concept
Evaluation

3-D mock-ups have been
employed as a participatory
design technique to explore
future interactions

enable discussion and
analysis of the actions
tactics, particularly in
less-typical situations
[31]

Wizard of Oz Concept
Evaluation

In real-time Collaborative
design. it can inform system
engineering and be used
with built-in evaluation
systems

An efficient system
design process provides
vital information [32]

Field Experiments Problem
Concept
Evaluation

Taking the interactions
from the lab or studio into
the real-world setting to
understand the impacts of
tech

Interaction between
people and vehicles [33]

Video Prototyping Evaluation Designers can more easily
develop multiple
alternatives to compare
reflect, classify, categorize,
and refine

Further evaluation and
analysis by recordings
based on previous
methods

(continued)
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Table 1. (continued)

Phases Brief Cases

Animation Prototyping Evaluation Demonstration to
understand the user’s
emotional feedback for
different interactions

Design Metaphors Concept
Evaluation

Are used to frame design
problems, create
meaningful product
experiences, and guide
interaction

Helps to understand the
concrete properties of
abstract concepts [34]

Fig. 3. The characteristics contained in different techniques.

The chart above illustrates those methods like Enactment, Contextual Inquiry, and
Wizard of Oz focus on the interaction context within the space when exploring the
potential of future cars. We posit that the process of constructing the context can be
primarily divided into two parts: story and space. The former is utilized to enhance the
construction of the narrative and the behaviors of the characters, while the latter clarifies
the composition of elements in the scene.

However, most cases primarily discuss the methods used and the ensuing outcomes,
with a focus on studying user behavior and machine feedback in specific areas of the
cockpit. None of these approaches genuinely consider the value of the cockpit in the user
experience process, nor do they delve into contextualization through a framing format
(see Fig. 3). In our pursuit of providing designers with more precise tools for guiding
their work in the forthcoming intelligent cockpit era, we aim to create a tangible narrative
framework.
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3.3 Framework of Tangible Narrative Interaction

Tangible narrative has the potential to enhance the contextualization of spatial encoun-
ters. Establishing a theoretical framework allows design participants to gain a profound
understanding of the features of the intelligent cockpit and the factors involved in tan-
gible narrative interaction. The three processes of tangible narrative interaction include
story generation, space setting, and tangible narrative validation (see Fig. 4).

We can test the tangible narrative throughout the design process, from concept to
evaluation, starting with identifying the problem. The primary goal of story generation
is to clarify how user behavior, the system backend, and interactive touchpoints relate to
the experience story flow. This information forms the basis of the narrative script used
in tangible narrative testing.

After resolving the plot, the space setting aims to reestablish the area and interactive
tangible elements, allowing users to engagewith the real space. Following the creation of
the story, we construct a 1:1 scale model of the cockpit within the experimental setting,
incorporating effective techniques to recreate all interaction points, such as movable
interaction devices, switchable interaction interfaces, sound effects, light effects, etc. To
generate the most realistic experience environment, participants can manually operate
the program if needed.

The next step involves recruiting participants to validate the tangible narrative,
documenting validation content, and gathering suggestions for enhancements. Once
adjustments are made, the process continues until the product development stage.

Fig. 4. Framework of tangible narrative and the relationship with the design process.

4 Case Study

The project aims to create a one-to-one real cockpit displayed at the exhibition, providing
the public with a comprehensive experience. This involves designing the whole-process
intelligent cockpit from the perspectives of scene, technology, function, and medium.
After initial investigation and analysis, we integrated three entertainment, office, and
leisure scenes into the design of the intelligent cockpit. Cutting-edge interaction tech-
nologies, including L3 auto-pilot, were also incorporated to enhance in-cabin interaction
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within the intelligent cockpit’s dimensions. The use of tangible narrative in the devel-
opment of interaction modeling is a primary focus of this article. This is because the
project’s progression from conception to execution relies on the collaborative devel-
opment of interaction and styling once the scenario is established. To gain a deeper
understanding of the user experience in a potential future cockpit, this study intends to
leverage tangible narrative.

4.1 Participants

Ten people are involved in the project’s tangible narrative process, comprising one intelli-
gent mobility direction instructor, two professional designers, four interaction designers,
and three interior designers. To regulate the rhythm and advance the process, one interac-
tion designer served as the narrator, three individuals were tasked with switching display
materials and regulating environmental changes based on the user’s operation, and one
person was responsible for recording the entire process.

4.2 Story Generating

In addition to designing interactive interfaces, we are crafting narratives that connect
through shared experiences. To replicate real-world interaction between the user and the
intelligent cockpit, a story is created. The simulation story paradigm we developed is
based on a real user’s interaction with the intelligent cockpit at the exhibition site. In this
scenario, the character user navigates around the booth, visits the intelligent cockpit to
experience it, and exits the intelligent cockpit after going through the full interaction flow
under the guidance of a guide. This aligns with the design definition from the project’s
inception, serving as an exhibit at the exhibition site where the entire experience flow is
showcased. (see Fig. 5).

Fig. 5. Entire experience flow of the design case.

4.3 Space Setting

Spatial interaction serves as the foundation for styling design, and its design should be
functional. The scenario is crafted to enhance the previously established story and create
a more realistic setting for the experiencer. The approach involves adapting the cockpit
layout to match the state required for the scenario and physically placing changing
interaction touchpoints in the correct spots within the area. This process was executed
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on a simulated driving pedestal in the university’s laboratory. The original condition of
our simulated ride stands replicates the arrangement of a typical automobile inside and
includes customary interaction touchpoints. (see Fig. 6).

Fig. 6. Traditional car interior interaction contact location.

We opted for an unconventional cockpit space configuration, featuring one driver
seat and two back passenger seats. Figure 7 illustrates the major interaction sites in
the solution, with touchpoints differing significantly from the typical car interior (see
Fig. 7 right). To create the human-machine verification 3D model, we adjusted the seat
to match the solution’s location and used laboratory equipment to position the screen
accordingly. We printed high-fidelity information displayed on the screen to scale and
incorporated page-turning functionality, making the screen function as tangible objects
with interactive capabilities. This allows users to better experience the interaction process
in the cockpit, given the unique properties of the screen itself and the complexity of
the content displayed. The program includes a rear screen that can move forward and
backward, as well as a front seat that can rotate and move. These alterations result in a
distinct user experience and a heightened sensation of engagement in the space compared
to conventional interior setups.
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Fig. 7. Case interaction contact location (left). Laboratory simulation of cockpit layout and
components (right).

4.4 Tangible Narrative Experience Process

In the starting page on screen, the selection of different mode orders can be carried out,
here is one of the complete processes as an example, experience the process as shown
in Fig. 9.

The experiencer is positioned in the last row behind the screen as soon as the narrator
leads them into the cockpit. The narrator guides the user in the back row into travel
photographymode, enabling them to take pictures of the outside scenery or group photos
inside the cockpit using gripping gestures and photograph sound effects on a mobile
device. The user can then crop, adjust, and add stickers and text to the photos displayed
on the back screen through a picture operation interface.

Next, the narrator instructs the user to drag the adjusted image to the hairtail screen
using the rear screen. The photo album screen replaces the hairtail screen.On thememory
image page, the front seats rotate 90 degrees to the right, bringing the front and back rows
of users together to watch the memory animation on the hairtail screen. Once completed,
the rear screen switches to the mode selection page, and the seats are reset.

The experiencer is guided into the parent-child mode by the narrator, who assumes
the role of parents in the driver’s seat, waving to the right. A ball appears from the left
side of the hairtail screen, and the interface displaying the ball’s movement is shown
on the hairtail screen. Seated behind the back screen as the child, the child rotates the
virtual knob on the screen to catch the ball corresponding to its color. The catch wheel
interface is displayed on the back screen.

Thefinal experience is the officemode. The experiencer uses gestures to drag contacts
from the back screen into the video conference. The rear screen switches to the contact
interface when the front seat turns 90 degrees to the right, and the rear screen moves
forward. The Hairtail screen displays the meeting document screen.

Mimicking file editing activity, the back screen switches to the file page when a file
on the Hairtail screen is gestured to the back screen. On the back screen, the user chooses
the recipient of the file and then drags it into the file library with their finger. At the end
of the procedure, the seat is reset.
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In the tangible narrative process, we utilize a behavior log sheet to document the
experience (see Fig. 8). Gaining a more macroscopic understanding of the flow and logic
of the user’s experience operating in the cockpit proves useful for subsequent iterations
of design problem discovery and optimization. Throughout the process, wemeticulously
recorded detailed behaviors and dialogues to assess the impact of this tool on tangible
narrative during testing. Simultaneously, we documented the relationship between the
location of different behaviors and the location of contact points in multi-user scenarios.

Fig. 8. Behavior Log Sheet.

After the tangible narrative experience, the challenges identified throughout the
entire process, including story development, interaction logic, interface content, etc.,
were incorporated into interviews with the participants. The focus was on asking partic-
ipants to assess any issues they encountered during their interactions in the real cockpit
environment. Participants were encouraged to actively voice suggestions for improving
the experience. This information was then shared with the design team, recorded, and
considered for future enhancements to the solution.

Fig. 9. Process of tangible narrative interaction.

4.5 Results

The main component of our approach is the creation of future scenarios. The cockpit
was created using a variety of scenarios, multidimensional interactions, and human-
vehicle interactions. We linked the story, fundamental technology, cockpit design, and
user interaction with the tangible narrative framework to provide a user perspective for
designers (see Fig. 10).
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Fig. 10. The example of tangible narrative use.

The tangible narrative interaction addresses the human-machine relationship, spatial
scale, and accessibility of interaction. We actively participated in the interaction process
on a real physical scale, confirming the connection between the user and the interaction
touchpoints in the solution. We observed that the positioning of the new sensors and
cameras in the cockpit closely matched the user’s motions within the cockpit space,
providing a clearer understanding of where to place the sensors in the real-scale space
to better align with the user’s natural interaction patterns.

This approach also provides insights into how information is displayed on screens,
evaluating whether buttons and other screen elements are positioned in user-friendly
locations and sizes, and assessing whether the content is presented straightforwardly.
Post-interview feedback from participants highlighted that while tangible narrative inter-
action could be a fundamental improvement, challenges arise from the unpredictability
of the unrealistic setting and the lack of realism in the experience during the design
implementation process.

5 Discussion

The approaches and case studies discussed in this paper lay the groundwork for the
user experience design of the intelligent cockpit. While the optimization part was not
conducted in a systematic quantitative manner, practical experiences guided iterative
optimization recommendations, steering the design concept through the full-scale cock-
pit project. We explore the following, beginning with the concept of the intelligent
cockpit as a blend of interactivity and spatial styling:

5.1 New Technology Used

Two- and three-dimensional drawings can no longer easily provide an interactive expe-
rience with the use of new technologies. Users now demand an interactive experience
tailored to their natural interaction style. The tangible narrative framework, through
the creation of scenarios, facilitates designers in more intuitively considering how new
technologies will be utilized in cabins.

5.2 Full Flow Experience

Most of the time, scenario and storytelling are the levels at which wework when creating
an intelligent cockpit concept. However, this doesn’t mean we can’t consider the user’s
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comfort and ease of use. The tangible narrative framework proves particularly useful
when connecting to the actual product development stage, as it aids designers in creating
the entire cockpit interaction process.

5.3 Future Scenario Building

The impressions of designers and users of a product are based on current products and
prior experiences. We believe that creating future scenarios can assist users in getting a
glimpse of future interaction experiences and more thoroughly investigating the issues
with current designs in future scenarios. The Tangible narrative framework can help
establish future experience scenarios more clearly.

6 Conclusions

As technology rapidly advances, having a deeper understanding of how to engage in the
intelligent cockpit area allows us to more effectively address the problems of in-cockpit
interaction design. The tangible narrative holds enormous potential for the development
of intelligent cockpits, even intervening before the scenario is finalized to assess the
viability and development potential of the direction through a straightforward storyline
and tangible objects, according to an analysis of the case study’s findings.

Tangible narrative establishes a connection between technology and design, enabling
designers to better comprehend the characteristics of a scenario and harness the signifi-
cant impact that new interactive technologies have on the user experience. It also facil-
itates a more intuitive analysis of fundamental human-machine interaction and cockpit
information presentation. Users can immerse themselves more fully in the cockpit expe-
rience through this approach.When the experiencer is truly in the scenario, they can gain
a genuine sense of what the potential future might be like, identifying issues with the
experience and making adjustments as interactive activities unfold in the environment.

A highly effective design approach for creating intelligent cockpits is tangible nar-
rative interaction. It is crucial to analyze the interaction between the experiencer and the
cockpit in the space for optimizing and iterating the design solution, creating a realistic
experience environment and a cockpit space with feedback. This approach accurately
reflects the changes brought about by technology, more realistically builds the experi-
ence of future scenarios, and improves design participants’ awareness and understanding
of the user’s perspective in the intelligent cockpit solution.

There are stillmany aspects of this approach thatwehave not thoroughly investigated.
For instance, we have not compared and examined the effects of various interaction
media approaches on the validation process in our case, or determined whether physical
versus virtual environments are more effective for interaction validation. However, this
initial investigation of the approach provides crucial information about how designers
can enhance upcoming design iterations from the viewpoint of the user.
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Abstract. The scale of China’s general aviation industry is developing rapidly,
Various new types of passenger short-distance air transportation vehicles are con-
tinuously emerging, among which the rise of electric vertical takeoff and landing
aircraft (eVTOL) provides a new means of low-altitude flight. The pilotability
of passenger aircraft is a necessary condition for flight. In low-visibility environ-
ments, when an eVTOL encounters obstacles during flight, how the onboardwarn-
ing sounds efficiently alert the pilot is an important means to assist in improving
flight safety. This paper starts by considering the time intervals between warning
sounds. By designing multiple experimental groups with different warning sound
time intervals, experiments were conducted in a simulated flight environment, and
data was collected. The analysis of the subjects warning recognition efficiency and
subjective evaluation scales in different experimental groups, The conclusion was
drawn that shorter time intervals between warning sounds are more effective in
perceiving danger, providing suggestions for the design of the warning sound
module in the obstacle avoidance alarm system for future eVTOL pilot flights.

Keywords: Aviation safety · General aviation · Human-computer interaction ·
Warning sounds · Danger perception

1 Introduction

In recent years, the scale of general aviation has developed rapidly. In 2016, the General
Office of the State Council of China issued the “Guiding Opinions on Promoting the
Development of General Aviation Industry,” proposing to expand the opening of low-
altitude airspace, leading the domestic general aviation aircraft industry into a path of
rapid development. Looking at policies both domestically and internationally, Countries
around the world are promoting the rapid development of eVTOLs (Electric Vertical
Take-Off and Landing), the Federal Aviation Administration (FAA) in the United States
and the European Union Aviation Safety Agency (EASA) respectively supported the
development of eVTOL by amending airworthiness certification regulations in 2016
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and 2019. The Civil Aviation Administration of China (CAAC) began implementation
of the “Airworthiness Regulations for Normal Category Aircraft” (CCAR-23-R4) in
2022, promoting the rapid application of new technologies on aircraft covered by Part
23 and reducing the certification cost for eVTOLs, with their compact size, high safety,
low noise, minimal pollution, low manufacturing and operational costs, and small space
requirements for takeoff and landing [1], have become an important solution for devel-
oping future Urban Air Mobility(UAM), alleviating urban commuting congestion, and
improving the efficiency of short-distance travel. The transition from carrying objects to
carrying people is an inevitable outcome of the development of urban air transportation.
In April 2022, the airworthiness certification process for the largest domestic class of
eVTOL, the AE200 model by AEROFUGIA, was officially launched. In February 2023,
the XPENG Motors’ Traveler X2 officially obtained a Special Flight Certificate issued
by the Civil Aviation Administration of China’s Central and Southern Region, making
the Traveler X2 the first manned eVTOL product approved in China.

On July 18, 2023, the Federal Aviation Administration (FAA) released a detailed
implementation plan for Advanced Air Mobility (AAM), titled “Advanced Air Mobility
(AAM) Implementation Plan V1.0.” The operational section of the plan mentions that
pilots will be able to fly new advanced mobility aircraft between multiple locations,
following predetermined flight plans, with pilots on board.

The arrival of the AAM era will see eVTOL aircraft redefine the structure of cities,
suburbs, and towns, greatly expanding the scope of people’s living and production activ-
ities. The efficient operation of eVTOL aircraft in the air not only avoids the congestion
of ground transportation but also significantly reduces passengers’ travel time, thereby
enhancing the efficiency of time utilization and further stimulating and strengthening
human creative potential. As a result, the three-dimensional transportation model is
gradually becoming a new trend and norm in social development. The development of
eVTOL involves continuous exploration in many aspects. Among them, low-altitude
obstacles are a major factor affecting flight safety. The risk of flying into obstacles is
higher in conditions of low visibility [2]. Generally, warningmarkers are set for obstacles
to improve the warning efficiency. It is also important to enhance the pilot’s awareness of
danger during flight. In the urban backgroundswith clusters of towering and dense super-
tall buildings, obstacles become more concealed in the pilot’s field of view. Therefore,
it is crucial to find ways to enable pilots to perceive obstacles more effectively during
the eVTOL flight process. This article conducts experiments and discussions from the
perspective of improving the perception of pilots during eVTOL flights.

2 Aviation Safety Based on Sound Perception

Currently, during the flight process, pilots primarily detect obstacles through visual
means, with the source of information coming from warning sign devices installed on
the obstacles. The International Civil Aviation Organization’s (ICAO) Annex 14, “In-
ternational Standards and Recommended Practices”, as well as China’s “Civil Aviation
Law of the People’s Republic of China” and the “Technical Standards for Airfield Area
of Civil Airports” (MH5001–2021) all provide comprehensive regulations for the instal-
lation of warning signs on tall buildings. In the densely built-up urban environment,
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pilots need to allocate greater visual attention to the identification and anticipation of
obstacles, and to the execution of evasive flight maneuvers, which leads to an increase in
psychological stress for pilots. Studies have shown that sound is a primary influence on
human peripheral attention and represents an effective supplementarymeans of informa-
tion acquisition in addition to visual channels [3, 4]. Throughout the cognitive process,
the auditory pathway is the shortest and most direct route of cognition, and it persists
throughout the entire process [5, 6]. Among the threemodes of information perception—
visual, auditory, and tactile—changes in sound signals have a more pronounced effect
on human attention [7]. For ground transportation vehicles, researchers have found that
when image and sound information are presented simultaneously, drivers respond more
rapidly [8].

Warning sounds can assist pilots in perceiving danger, and the soundwarning systems
on aircraft are constantly being developed and improved. In recent years, the continuous
development and widespread installation of the Terrain Awareness andWarning System
(TAWS) have significantly reduced the rate of Controlled Flight Into Terrain (CFIT)
accidents due to a lack of awareness of the surrounding terrain. The Helicopter Terrain
Awareness and Warning System (HTWAS) is an improved version of TAWS [9, 10]. Its
principle involves collecting data from the aircraft’s sensor system, processing it through
algorithms such as the Ground Proximity Warning System (GPWS), altitude reporting,
terrain lookahead, and display algorithms, as well as wind shear alarm algorithms. The
system then outputs the results, which are communicated to the pilot through aural
warnings via the speaker system, visual warnings via alarm lights, and the Electronic
Flight Information System (EFIS).Obstacles that are not easily detectable from a flight
perspective, such as transmission cables between utility poles and the connecting parts
between tall buildings, are difficult to update and identify in real-time within terrain
databases due to their rapid changes and small physical size. Research and development
ofmore complex terrain awareness andwarning systems are currently being explored and
validated both domestically and internationally [11–13]. eVTOL share many similarities
with traditional helicopters in terms of takeoff, landing, and flight operations, thus there
is much content available for reference in the research and application of flight warning
sounds. Obstacles that are not easily detectable from a flight perspective, such as High
voltage power lines between towers and the connecting parts between tall buildings, are
difficult to update and identify in real-time within terrain databases due to their rapid
changes and small physical size. During the driving process, warning sounds can affect
the emotions and psychology of drivers [14]. Experiments have shown that in a noisy
driving environment, high-frequency warning sounds are more effective in conveying
information [15]. The eVTOLaircraft sharemany similaritieswith traditional helicopters
in terms of takeoff, landing, and flight operations, thus there is much content available
for reference in the research and application of flight warning sound.

Aircraft warning sound are typically categorized into four levels: emergency (level
3), abnormal (level 2), advisory (level 1), and information (level 0). The higher the
number, the higher the priority for alerting. For example, Enhanced Ground Proximity
Warning System (EGPWS), Traffic Alert and Collision Avoidance System (TCAS), fire,
main warning, landing gear, cabin altitude, and unable to take off (wing flaps or slats in
an incorrect position/rudder trim in an incorrect position/brakes in an incorrect position/
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spoilers in an incorrect position), and the autopilot (normal or abnormal) are all classified
as level 3 alerts. The warning sounds for these alerts also vary, such as a fire alarm which
is a bell, and an overspeed alert which is a “HIGH SPEED” voice message. The warning
sound for encountering and avoiding obstacles during flight is of the highest priority
and requires an immediate signal to inform the pilot. This method is also applicable to
eVTOL. The warning and alerting system is a comprehensive system. This article aims
to explore the impact of changes in the duration of continuous warning sounds on the
alerting efficiency and psychological response of pilots flying eVTOLs. It also aims to
investigate additional visual aids to enhance the possibility of improving flight safety,
and to provide recommendations for the design and development of future flight warning
system sound alarms.

3 Simulation Experiment of Obstacle Avoidance for eVTOL
Low-Altitude Flight

This experiment aims to simulate a visual flight scene at night with low visibility over an
urban area, where an aircraft is flying at a constant speed along a set route. There is a tall
building obstacle on the flight path that may pose a risk to flight safety. As the aircraft
approaches the obstacle, awarning sound is triggered to alert the pilot, prompting evasive
action. Multiple sets of identical flight experiments are designed with the variable being
the time intervals between thewarning soundswith the same timbre heard by the subjects.
The objective is to explore the changes in reaction time and subjective judgments of the
subjects after hearing the warning sounds.

3.1 Experimental Design

The experimental environment is shown in Fig. 1, where flat ground is set at 0 m. The
simulated urban terrain is 3600 m long and 3600 m wide, with a total flying distance
across the city of 3600 m. The simulation for eVTOL perspective is from a viewpoint
with a field of view of 120°. The cruising altitude for domestic eVTOL products is
approximately 300 m to 600 m, hence the flight altitude is set at a fixed 350 m. The flight
attitude is horizontal forward, with a cruising speed of 60m/s and an aircraft climb speed
of 10 m/s. The total duration of the entire flight is 60 s.

On a clear and cloudless night, with the average height of ground buildings at 180
m, the aviation obstacle lights on the rooftops are functioning normally. At a distance
of 2400 m from the flight origin, there is a twin-tower connected structure building,
standing at a height of 380 m. The twin towers are spaced 100 m apart and connected by
a bridge structure at a height of 360 m at the top and 350 m at the bottom. The eVTOL is
set to approach and fly through the twin-tower connected structure. The aural warning
system on the aircraft is programmed to initiate warnings when the aircraft is 600 m
away from the bridge structure obstacle, and the warnings will continue until the aircraft
reaches a distance of 0 from the bridge structure obstacle, with a total alert duration of
10 s.

To simplify the obstacle avoidance flight operation, it is established that upon hearing
the warning sound, the test subject will press the obstacle avoidance button. The aircraft
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will then automatically climb to a height of 400 m and continue to fly forward at a
constant speed of 60 m/s to navigate over the twin-tower structure. As depicted in Fig. 2,
the warning sound is stereo, with a fixed frequency of 2000 Hz and a duration of 200
ms. To investigate the effect of the warning sound on humans, the flight simulation
environment is designed to simulate not only the warning sound but also the engine
noise experienced during the aircraft’s flight.

3.2 Experimental Content

Five sets of comparative experiments are to be established. In Experiment 1, the aircraft
does not emit anywarning sounds throughout the entire flight. In Experiments 2, 3, 4, and
5, the aircraft begins emitting warning sounds when it approaches structural obstacles
of bridge connections at a distance of 600 m. The duration of the warning sounds is set
at 10 s. The specific intervals for the warning sounds in each experiment are as follows:
Experiment 2 emits warning sounds at intervals of 100 ms, Experiment 3 at intervals of
300 ms, Experiment 4 at intervals of 600 ms, and Experiment 5 at intervals of 1000 ms.

The experiment was conducted in a closed room, inviting 30 participants with normal
hearing, intelligence, and judgment. The simulation of the flight process was displayed
on a 27-inch 4k monitor. The participants were asked to sit upright next to the monitor,
with their line of sight parallel to the monitor and their glasses 80cm away from the
screen. An alarm speaker was used with left and right stereo sound. In front of the
monitor, there was a simulated flight obstacle avoidance button, which, when pressed,
would cause the aircraft to climb. The participants were informed that the simulation task
involved flying an aircraft at a constant speed and fixed altitude. Theremight be obstacles
ahead that could affect the flight. They were instructed to try to maintain a safe distance
from obstacles in front or below while ensuring flight safety. The climbing opportunity
was limited to once. Each participant sat quietly for 30 s before the experiment to ensure
a calm state of mind. The experiments were randomized and divided into 5 groups, with
each participant performing only once per group. The timing of the experiment was
recorded in seconds, accurate to 0.01s.

The flight scoring was established as follows: when the aircraft reaches the same
horizontal position as the tower, if the vertical distance of the aircraft exceeds the total
height of the tower by 380 m, it is deemed to have successfully avoided the obstacle and
considered a safe flight, scoring 2 points. If the vertical distance of the aircraft is between
360 and 380 m, and it flies through the gap between the twin towers, it is considered
a dangerous flight, scoring 1 point. If the participant does not press the climb button,
or if the vertical distance of the aircraft is at 350 m, the aircraft will collide with the
connecting bridge structure, which is deemed a failed flight, scoring 0 points. During the
experiment, the time at which the participant presses the obstacle avoidance button is
recorded, aswell aswhether each trial results in a successful or failed obstacle avoidance.
Please translate this paragraph into English without grammatical or lexical errors, and
ensure that the translation is related to the civil aviation field.

The experiment recorded the time for each participant from the start of the experi-
ment to the moment they pressed the button. To facilitate the recording of whether any
participants pressed the button before the warning sound was emitted, a button response
time difference (c) was established. The time from the start of the experiment to the
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emission of the warning sound was recorded as point a, and the time when the button
was pressed was recorded as point (b). The equation (c = b - a) was used, where a
negative value of (c) indicated that the button was pressed before the warning sound
was emitted. A positive value of (c) that approaches 0 indicates a faster reaction. For
the experimental groups where no warning sound was recorded, only the time at point
(b) was recorded. Please translate this paragraph into English without grammatical or
lexical errors, ensuring that the translation is related to the civil aviation field.

Each participant is scored using a subjective scale after each set of experiments.
First, an evaluation scale for the intuitive feeling of flying is established, with scores
ranging from 1 to 9. The evaluation is conducted from two dimensions, as follows:

1. The degree of attention attracted by obstacles ahead during the entire flight is scored,
with 1 point indicating no attention at all, and 9 points being the full score, indicating
that it very clearly attracted my attention.

2. The extent to which visual attention concentration improved during the entire flight
is scored, with 1 point indicating no improvement in attention, and 9 points being the
full score, indicating that the participant maintained a very high level of attention in
the subsequent flight process.

The comparative experiment can be understood as a comparison of user usage on the
same operating system, with the addition of warning sounds and changes in the intervals
between warning sounds. To facilitate comparison, a flight attefntion intuitive feeling
scale System Usability Scale (SUS) were established, each comprising 10 items for on-
site scoring. This scale consists of 10 questions, with odd numbered items as positive
statements and even numbered items as negative statements. It evaluates the experience
of the warning sound system added to groups 2–5 in the entire flight simulation operation
process. The 4th, 5th, and 10th evaluation scales are related to effectiveness and ease of
learning; The evaluation scales 2, 3, 7, and 8 are related to usage efficiency and usability;
The 1st, 6th, and 9th evaluation scales are related to satisfaction.

After all the experiments are concluded, the survey questionnaire results will be
statistically analyzed (Fig. 3).

Fig. 1. Simulated environment



Research on the Efficiency of Continuous Warning Sound Time Interval 153

Fig. 2. Acoustic spectrum of warning sound

Fig. 3. Spectrogram of the time interval of the warning sound

4 Experimental Results

To facilitate the display of the overall reaction times of each participant in the 5 experi-
mental groups and for comparison of the distribution characteristics of multiple datasets,
as shown in Fig. 4, a boxplot of reaction times was created. It can be observed that the
group without an auditory warning had the largest range of values, indicating a higher
degree of data dispersion compared to the groups with auditory warnings. The interquar-
tile range (IQR) values of the groups with auditory warnings were generally not signif-
icantly different from each other, with the 100 ms interval and 300 ms interval groups
showing similar values, as did the 600 ms interval and 1000 ms interval groups. This
suggests that the experimental groups with auditory warnings had more concentrated
overall results. The 100 ms interval group had reaction times in a lower range, indicating
an overall faster response speed.

The statistical analysis of the flight scores, as shown in Fig. 5, reveals that the flight
scores of the experimental group without warning sounds are generally lower compared
to the group with warning sounds. The experimental group without warning sounds
exhibited more dangerous flights and failed flights during the testing process. The accu-
mulated total scores and average scores of the group with warning sounds are generally
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Fig. 4. Box plot of reaction time

higher, indicating that successful or dangerous flights are more prevalent. When com-
bined with Fig. 6, which represents the reaction time from hearing the warning sound to
pressing the button for obstacle avoidance flight, it is found that the reaction time differ-
ences between the no-warning-sound condition and the 300 ms, 600 ms, and 1000 ms
interval conditions are not significantly different. The larger variance for the no-warning-
sound condition suggests that without the warning sound, participants’ reaction times
varied widely. Some individuals were able to judge the distance of obstacles through
sight almost equally quickly, while others may not have been able to assess whether the
obstacles posed a flight risk, resulting in premature risk avoidance and larger sample
variability. The mean reaction time for the 100 ms interval is the lowest. According
to the interviews conducted after the experiment, some participants felt anxious with a
short, insistent warning sound, prompting them to press the button for danger avoidance
quickly. The results for the 300 ms, 600 ms, and 1000 ms intervals do not differ sig-
nificantly, showing a slight trend of longer reaction times with greater interval spacing.
Whether this trend is statistically significant would require further analysis.

The flight performance scores from five experimental groups were compiled and
integrated, as depicted in Fig. 7. A scoring graph was constructed with the degree of
attention attraction as the horizontal axis and the degree of improvement in attention
focus as the vertical axis. To facilitate the concentrated display of score distributions
for each group, a heat map representation was utilized to highlight areas with a higher
concentration of scores. The size of each point corresponds to the number of participants
who assigned that particular score.

In reviewing the aggregate data from all experimental sessions, the distribution of
scores was observed to be predominantly symmetrical, with the central axis of symmetry
located at the point where both the horizontal and vertical axes intersect at the 5-point
score. This symmetry is characterized by a gradient of decreasing score frequency as
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Fig. 5. Flight scores of the experimental groups with different warning sound intervals.

Fig. 6. Reaction time differences for obstacle avoidance.

one moves away from the central point towards the lower left and upper right quadrants
of the rating scale.

The scores are distributed towards the lower left and upper right quadrants. The
scores scattered in the lower left quadrant predominantly reflect the evaluations from
the group without auditory warnings. Some participants opined that although the use of
aviation lights facilitates the visualization of architectural obstacles at night, the absence
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of auditory warnings during flight does not provide sufficient alertness, resulting in a
predominantly negative bias in their evaluations.

For the groups 2, 3, 4, and 5, the majority of evaluations cluster above the 5-point
threshold on both axes, indicating that auditory warnings have a positive impact on
obstacle detection during flight. Specifically, the groups with 100 ms, 300 ms, and 600
ms interval warnings are more commonly found in the higher positive evaluation zones,
suggesting that these intervals are perceived as effective in aiding obstacle recognition.

The data distribution for the 1000 ms interval group is more variable. During the
trials, as illustrated in Fig. 6, the average reaction time for obstacle avoidancewas notably
longer. In a noisy environment, participants heard a non-urgent, steady warning sound
that may have induced a sense of confusion, unfamiliarity, or other emotional responses.
Some participants reported that this sound was not recognized as a warning, leading to a
potential distraction of their attention. Others believed that although the sound was not
urgent, it may have signified impending danger, prompting them to prepare avoidance
plans in advance. There exists a relatively wide range of interpretations regarding the
efficacy of this particular auditory cue.

Fig. 7. Flight attention

To evaluate the usability of the warning sound system across four different time
intervals in experimental groups, Fig. 7 was manipulated to overlay the cumulative
ratings of all participants, thereby creating a flight attention map. The data from the
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Fig. 8. SUS Score Frequency Distribution

five experimental groups exhibit an approximate symmetrical distribution around the
central point where both the horizontal and vertical axes intersect at the 5-point score. In
comparison to the flown conditions with auditory warnings, the subjective evaluations of
flight attention without auditory warnings are consistently located in the lower scoring
regions. The distribution of subjective evaluations for the 1000 ms group generally falls
below the scoring regions of the other groups equipped with auditory warnings.

The SUS scale scores were statistically analyzed, and the frequency distribution of
SUS ratings was plotted, as shown in Fig. 8. It was observed that the scores with a 1000
ms interval were generally lower, with the majority of scores in the 100 ms, 300 ms,
and 600 ms groups falling between 65 and 75. Due to the variability in scoring results
among individuals, the Shapiro-Wilk test was employed to ascertain whether the data
adhered to a normal distribution, with a significance level set at p= 0.05, the calculated
P-values were predominantly greater than 0.05,as shown in Table 1. To further validate
the assumption of normal distribution, Q-Q plots were constructed, as shown in Fig. 9,
which compared the distribution of each experimental group to the normal distribution.
The plots reveal that most data points cluster around the red line, suggesting that the
assumption of normal distribution for the experimental data is reasonable. However,
there are also some points that deviate from the line, which may indicate the presence of
outliers or skewness within the data, although the overall distribution is consistent with
a normal distribution.

To confirm whether the duration of time intervals was the cause of these differences,
Welch’s ANOVA method was employed for the test. The null hypothesis proposed was
that the means of the groups were equal, while the alternative hypothesis was that the
means of the groups were not all equal. The calculations yielded an F-statistic of 11.9
with a p-value less than 0.01. Since the p-value is much smaller than the commonly used
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Table 1. Shapiro Wilk test results

Experimental
Group

Average Median Standard
Deviation

Maximum minimum W value P value

100 ms 72.3 72.5 7.17 52.5 90 0.915 0.020

300 ms 73.8 73.8 6.65 57.5 85 0.957 0.264

600 ms 69.8 70 6.14 55 85 0.960 0.306

1000 ms 64.2 62.5 6.61 55 80 0.936 0.073

Fig. 9. Quantitative Plot of SUS Score

significance level, we can reject the null hypothesis. This implies that, based on our data,
there is sufficient evidence to indicate that the duration of time intervals has a significant
impact on subjective ratings.

Combining the comprehensive analysis of Figs. 4, 5, 6, 7 and 8, although the scores
of all four experimental groups fall within the critical value and acceptable evaluation
range, there are still some differences in the overall results. The total scores of the 1000
ms experimental group are mostly around 62.5 points, with the scores for effective-
ness, learnability, efficiency, usability, and satisfaction being generally lower compared
to the other three experimental groups. The longer duration intervals of the warning
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sounds make them less comprehensible to the participants, resulting in lower efficiency
in assisting with the recognition of obstacles and an less than ideal auditory experience.
The distribution of the scores for the 100 ms and 300 ms groups is similar, indicating
that warning sounds with shorter time intervals are easier to understand and recognize,
and they can better focus and enhance attention. During the experiment, some partic-
ipants’ scores fell within the critical value evaluation area, suggesting that subjective
scale evaluations vary from person to person and may also be influenced by emotions
or usage experiences outside of the test. Therefore, it is believed that most people have
a better auditory experience and higher 辅助 warning efficiency with warning sound
intervals of 100 ms and 300 ms.

5 Conclusion

This experiment approaches the topic from a very fine angle, exploring the impact of
warning sounds on the driving experience through the perspective of acoustic intervals.
By constructing an eTVOL simulated flight environment, different duration intervals
of warning sounds were set, and the analysis was conducted from two perspectives:
objective reaction data and subjective scale evaluations. The study analyzed the physi-
ological and cognitive responses of participants to different warning sounds from three
aspects: reaction time difference, subjective flight evaluation, and SUS system usability
evaluation. It was found that in low-visibility environments, the presence of warning
sounds can enhance the perception of low-altitude obstacle danger during flight. Among
these, fixed-frequency warning sounds with shorter time intervals demonstrated better
usability, assisting in improving flight attention and enhancing the efficiency of avoid-
ing obstacles while flying. The overall evaluation of the flight experience was positive.
Auditory assistance in judging low-altitude obstacles showed a certain positive effect,
providing a reference for the design of sound modules in future flight warning systems.

Although the sample size of the experiment was small, and the selection of partici-
pants was limited, the results are somewhat representative and may vary from person to
person. For the emotional types produced by different warning sounds in the experiment
and the optimal duration intervals of warning sounds in various environments, future
studies will conduct in-depth exploration and refinement.
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Abstract. Automotive automation technology reduces the burden on humans, it
also introduces new human factors and difficulties such as low or excessive cogni-
tive load, lack of attention, and so on. However, the user experience review of the
automotive autonomous driving takeover system has yet to establish a consistent
standard. In this study, we use user research to better understand users’ real needs,
behavioral habits, and experience feelings, to clarify current problems in the user
experience of the automotive autonomous driving takeover system, and to obtain
and analyze user experience indexes to build a more comprehensive evaluation
system with practical significance. In this study, we initially obtain the indicator
dimensions through qualitative researchmethods and analyze and categorize them
accordingly, apply the user experience evaluation method and model construc-
tion method, use the grounded theory to interpret the semi-structured interview
materials in a bottom-up progressive description, refine the concepts and cluster
categories, and construct the relevant evaluation indicator system by analyzing the
logical relationship. This study systematically constructed user experience evalu-
ation indicators for autonomous driving takeover systems in automobiles, which
has corresponding guiding significance for relevant researchers.

Keywords: Intelligent vehicles · User experience evaluation · Automotive
autonomous driving takeover system · Grounded theory

1 Introduction

Intelligent vehicles are a new generation of vehicles that are gradually transitioning from
simple transportation instruments to intelligent mobile spaces equipped with partial or
full autonomous driving capabilities [1]. Society of Automotive Engineers International
(SAE) has proposed a six-level automation classification scheme [2], with L0 indicating
no autonomous driving function, L1 and L2 indicating mostly driver assistance, and L3,

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
P.-L. P. Rau (Ed.): HCII 2024, LNCS 14702, pp. 161–177, 2024.
https://doi.org/10.1007/978-3-031-60913-8_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-60913-8_12&domain=pdf
https://doi.org/10.1007/978-3-031-60913-8_12


162 L. Wu et al.

L4, and L5 indicating high-level and fully autonomous driving capability [3]. This study
focuses on L3-level autonomous driving, in which the system can do specific driving
tasks under certain conditions while also recognizing problems it cannot manage and
prompting the driver to take back control within a set time limit.

When the conditional self-driving car is unable to deal with the current working
conditions, it will send a takeover request to the driver, and the driver must make a
decision and respond to the takeover request as soon as possible, which is known as the
self-driving takeover process [4]. While automation technology reduces human strain,
it also adds new human factors difficulties, such as inattention, low or high cognitive
load, and a lack of situational awareness [5]. Research in automobile interaction experi-
ence design focuses on interactive technologies and tools [6], user satisfaction, integrated
touch panel studies, multi-channel interactionmodes, and feedback [7]. The Automobile
Autonomous Driving Takeover System’s user experience is not currently standardized,
however, several research has looked into models and evaluationmethods. To investigate
the quantitative indicators of takeover performance influencing elements and develop a
high-precision takeover performance prediction model, Wang, W.J. [8] provided a thor-
ough evaluation technique based on subjective assessment from the driver population.
Summarizing the developments in user experience research in the field of intelligent
vehicles from the perspectives of evaluation subjects, evaluation indicators, and eval-
uation methods, Tan H [9] examined the effects of the trend toward digitalization and
intelligence of automobiles on the design and evaluation of automotive interaction inter-
faces. An upgraded Delphi approach and expert subjective assessment were utilized by
Zhang X.J [10] of the China National Institute of Standardization to create an ergonomic
design evaluation index system for automobile display interfaces. To create a more log-
ical evaluation technique for the design of automobile all-LCD instrument interfaces,
Jiang C.J. [11] from Jilin University conducted studies employing eye-tracking technol-
ogy and applied the method of semantic differential method for subjective evaluation.
This paper use user experience evaluation and model construction methods to collect
and encode automotive autonomous driving takeover system user experience evaluation
indicators using semi-structured interviews and grounded theory, and then summarize
and determine the indicator dimensions, to provide a reference for improving the user
experience of the automotive autonomous driving takeover system for drivers.

2 Methods

2.1 Research Methodology

Understanding how users initially obtain assessment indicators and analyzing and gen-
eralizing indicator dimensions make up the two key components of the research method.
Understanding user acquisition metrics is the first step. The research content is con-
ducted methodically using the user interview method, allowing for a more thorough
collection and comprehension of the user’s overall experience from the user’s basic
information, assisted driving information, and take-over evaluation information of the
three clue dimensions. The study gathers asmuch information as it can about user experi-
ence, including knowledge, demand, sentiment, and feedback regarding the automotive
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autonomous driving takeover system. The indicator dimensions are analyzed and sum-
marized in the second section. The indicators gathered from the insight portion of the
study were coded, arranged, and separated using grounded theory. To broaden and syn-
thesize ideas, as well as to innovate research, indicators with comparable properties are
grouped based on the content relevance of the collected indicators.

As shown in Fig. 1, grounded theory is a research methodology whereby the inves-
tigator conducts a process- and interaction-driven bottom-up progressive descriptive
interpretation of empiricalmaterials, refines concepts, clusters categories, and builds per-
tinent theories by examining the logical relationship between core categories [12]. The
concepts of the dimensional evaluation indicators division are gathered from a substan-
tial quantity of intricate research factual data using the grounded theory method, which
is also utilized to analyze and summarize the indicator dimensions stage in this study.
The establishment of the system framework is effectively promoted by the dimension
evaluation index division ideas.

Fig. 1. Steps in grounded theory research

2.2 Preparation for Interview Research

There is a large selection of smart car products on themarket, and the brands that sellmost
of them include Tesla, Huawei, XPENG motors, NIO, and so on. Thus, from October
2023 to December 2023, purposive sampling was employed in this study to interview
owners of Tesla, Huawei, XPENG motors, and NIO. Twelve interview subjects were
chosen after the information saturation concept was used to calculate the sample size.
Based on their skill level and comprehension of the autonomous driving system, users
are divided into novice users, regular users, and power users, which defines the study’s
scope in the context of L3 conditional autonomous driving. Novice users are those who
have driven before and have used assisted or autonomous driving features; they are
less skilled at autonomous driving and have a lesser comprehension of the autonomous
driving takeover system. Regular users are individuals who have a greater degree of
driving experience as well as more expertise with automated driving; these individuals
are better knowledgeable about autonomous driving and are accustomed to its features
and modes of operation; Power users are individuals who possess extensive driving
experience, are professionals in automotive design, and are experts in their field. They
are well-versed in the autonomous driving vehicle’s human-computer interaction system
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and have conducted extensive research and have more experience designing automotive
interfaces and human-computer interactions design.

Semi-structured interviews—that is, unstructured conversations carried out in line
with a loose framework—allow for the abstraction of pertinent concepts and categories
using grounded theory as well as the understanding of the interviewees’ feelings and
perceptions. They also yield rich, vivid, and detailed textual information in a relatively
informal setting [13]. As shown in Table 1, the interview plan is primarily divided into
three sections: basic user information, aided driving information and takeover evaluation
information.

Table 1. Semi-structured interviews

No. Level 1 Level 2 Questions

1 Basic user information Basic information Q1: How old are you?

2 Q2: What gender are you?

3 Q3: Your current place of
residence?

4 Q4: What is your line of work?

5 Driving habits Q5: At what point did you start
driving?

6 Q6: In what situation do you
drive most often?

7 Q7: What is your typical
frequency of vehicle use?

8 Aided driving
information

Driver assistance habits Q8: To what extent are you
familiar with driver assistance,
or autonomous driving?

9 Q9: What autopilot setup do you
often use? How long have you
been using it?

10 Q10: In your daily driving, how
frequently do you utilize
autopilot features such as
automated cruise control? How
often do you use it?

11 Q11: What kinds of driving
technology support services are
most frequently used?

12 Q12: What are some scenarios
where the driving assistance
features are activated?

(continued)



User Experience Evaluation Indicators 165

Table 1. (continued)

No. Level 1 Level 2 Questions

13 Evaluation of driver
assistance

Q13: Why is the driver aid
feature activated in this case, or
why is it off?

14 Q14: What is your impression of
the driver-aid feature? Does the
system suddenly flashback when
you’re driving? Will there be an
unforeseen circumstance
involving a withdrawal?

15 Q15: Are there any aspects of
driver assistance that you believe
ought to be offered but aren’t at
the moment?

16 Q16: Which aspects of the driver
assistance features require
improvement?

17 Takeover evaluation
information

Driver status Q17: Do you know how the
current in-car takeover system
works? Is it utilized frequently?

18 Q18: When using automated
cruise control, what is your
usual course of action?

19 Q19: When your car is operating
on autopilot, do you still keep an
eye on the road?

20 Taking over Q20: How does the system
typically notify you when it’s
time to resume driving?

21 Taking over evaluation Q21: After engaging in
non-driving chores, what is the
typical timeframe for you to
resume driving?

22 Q22: What sort of alerts about a
takeover would you notice
initially?

23 Q23: How do you feel about
takeover alarms in general? How
many times, on a scale of 1 to
10, would you think about rating
a widely utilized system?

24 Q24: What sort of takeover are
you anticipating?

(continued)
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Table 1. (continued)

No. Level 1 Level 2 Questions

25 Q25: Are you happy with the
driver takeover system’s visual
cueing interface? Do you find
the vibration of the sound
satisfactory? Do you think the
light effects are satisfactory?

26 Q26: Do you believe that taking
control of the car carries any
risk?

In this study, one-on-one interviews were conducted with the interviewees based
on the interview outline and recorded throughout the entire interview, which lasted
40~80 min/times, and the interviewees were given an honorarium of RMB 100 yuan.
After each interview, the interviewer organized the content of the interview into textual
information and provided timely feedback to the respondents to further supplement and
improve the relevant information. Before the interview, the interviewer explains the
main purpose and content of the interview, and then proceed with the interview after
obtaining the interviewee’s consent, and the interviewer should pay attention to recording
the interviewee’s expression, tone of voice, and movement during the interview.

2.3 The Process of Interview Research

In-depth interviews were conducted through both online and offline channels, and in
light of the current resource situation, a total of 12 sample subjects were recruited for
this research, of which the sample capacity for online interviews was 9, and the sample
capacity for offline household interviews was 3. The recruited sample subjects were in
the range of young andmiddle-agedwhite-collar workers aged between 20–40 years old,
and all of them had experience in using at least one automotive self-driving system, to
avoid homologous errors and to ensure the quality and validity of the research results as
much as possible. To avoid homologation errors and maximize the quality and validity
of the research results, the sample covers users of different genders, ages, and product
usage backgrounds. The numbers and information of the sample are summarized in
Table 2.
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Table 2. Summary of information about respondents

No. Type Name Age Experience Area Autonomous driving
system

1 Novice user Ms. Wu 24 1 year Nanjing NIO

2 Novice user Ms. Xiao 39 10 years Wuhan Tesla

3 Regular user Ms. Zou 24 1 year Hangzhou Tesla

4 Power user Mr. Qian 32 10 years Hangzhou Tesla

5 Power user Ms. Zuo 28 10 years Shanghai Mercedes-Benz

6 Power user Mr. He 35 10 years Wuhan Dongfeng

7 Power user Mr. Wang 35 5 years Beijing XPENG

8 Power user Ms. Li 37 5 years Shanghai Huawei

9 Regular user Mr. Huang 26 6 years Hangzhou NIO

10 Regular user Mr. Jiang 32 13 years Shenzhen NIO

11 Novice user Mr. Jiang 27 5 years Shanghai XPENG

12 Regular user Mr. Liu 31 5 years Wuhan NIO

The sample selected for this study had an equitable distribution of male-to-female
proportions, with 42% of the sample being female and 58% of the sample being male.
As shown in Fig. 2, the age distribution of the sample subjects was 17% in the 20–25
age range, 25% in the 26–30 age range, 41% in the 30–35 age range, and 17% in the
36–40 age range. As shown in Fig. 3, different user types are involved in the distribution
of sample objects, with a generally even distribution of each type of user: 25% of novice
users, 33% of senior users, and 42% of expert users.

20-25years 
17% 

26-30years 
25% 

30-35years 
41% 

36-40years 
17% 

Fig. 2. Age distribution chart

As shown in Fig. 4, NIO, Tesla, XPENG, Huawei, and Dongfeng Motor are among
the car brands whose autopilot systems are most frequently used by the sample subjects.
NIO, Tesla, and XPENG have a higher number of sample subjects than the other brands,
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Novice 
Users
25% 

Regular 
Users
33% 

Power 
Users
42% 

Fig. 3. Type distribution percentage chart

which is consistent with the current situation where Tesla, NIO, XPENG, and other
brands are leading the competition for intelligent electric vehicles in China.

4 
3 
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1 1 1 
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Fig. 4. Distribution of commonly used automated driving systems

3 Results and Discussions

3.1 Preliminary Analysis Based on Word Cloud

NVivo 11.0 qualitative data analysis software is used in this study for data analysis. First,
to create the following high-frequency word frequency graph, the original data of the 11
interview sample subjects were read repeatedly to identify the factors that influenced the
user experience evaluation of the automotive autonomous driving takeover system. The
words that had the highest rankings were driving, automation, functionality, assisting,
problem, reminding, taking over, needing, using, experience, system, prompting, etc.,
as shown in Fig. 5.
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Fig. 5. High-frequency word cloud map

3.2 Open Coding

Open coding, also knownas initial coding, is a research process inwhich textualmaterials
are sorted and interpreted according to certain principles. Firstly, the long paragraphs
in the original data are streamlined and turned into short concepts, and secondly, the
subordinate categories between the concepts are explored in depth. In the coding process,
it is necessary to try to avoid the researcher’s subjective ideas and inherent thinking about
things, restore the original connotation of the text to the greatest extent possible, and
summarize the formation of the initial concept, as shown in Table 3.

Table 3. Open Coding

Original representative statement (partial) Concept tags Initial category

It’s all there, the whole transparency of
information is higher, and then it leads you
to the status of the car, the status of the
takeover, and the status of the road
conditions are very clear

Distinct messages in a clear
manner

Details openness

Linkage is the best way because now it is
also linked, will steering wheel will vibrate,
like lane departure, and the steering wheel
will vibrate, it will not voice prompts, but
the pilot-assisted driving exit, is the
dashboard will display, and then voice
notification, but the steering wheel will not
vibrate, that is to see it should be out of the
function of its needs

Clarity of takeover information

As for him saying that the LIDAR is
abnormal or which abnormalities I can
know, but because I understand where the
LIDAR is, but a lot of users he does not
know what the LIDAR is. He knows that
this information may not be of much use to
him, that is, anyway, can be said to be able
to remind him in time to take over, I think
he has realized his meaning, to achieve his
purpose

Interaction of touch, aural, and
visual information

Combinations of multiple modes

(continued)
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Table 3. (continued)

Original representative statement (partial) Concept tags Initial category

A driver who feels the steering wheel move
is certainly obvious, a normal driver would
be an immediate reaction to such a situation

Operation prompt for the next step Instructional clarity

He now has seatbelt vibration and many
different kinds of alerts. I think that is a bit
redundant, but overall acceptable, and
visual alerts

Quick reaction to alarms Alarm timeliness

The key is that this will not scare the driver,
or he may still have a gradual process, let’s
say I transitioned from voice to alarm and
then transitioned to vibration, I think there
is such a transition will be relatively better

Redundant prompts Alarm redundancy

For example, the simplest, you overtake at
high speed, there is a large truck on the
right, and you oversize trucks, it the car
system to determine my lateral distance
from it is enough. But, the human driver
sitting inside, his human perspective to see
his words, this distance feels very close,
very dangerous. Then in that case we
humans might panic and take over on our
own

Gives people anxiety Alarm irritation

When we are on autopilot, I may be
relatively more relaxed. But he has a
reminder, if my eyes are out of the road for
a long time, or I have twisted my head,
attention drift, there will be a reminder

Adheres to the customs and
expectations of human drivers

Compliance with expectations for
driving

Because he has a feature that may prevent
you from fatigue if you have been out on
the road for a long time, the screen will
show that you have to turn the steering
wheel, but the angle at which it turns the
steering wheel is only a little bit

Constraints on non-driving tasks Tracking of driver conduct

3.3 Focused Coding

Through open coding, the concepts and initial categories of the original information
were established, and to find out how the different categories and concepts are related
to each other in open coding, this stage will link the severed information again and try
to find out the cause and effect relationship between the different variables according to
the process of focused coding in grounded theory, as shown in Table 4.
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Table 4. Focused coding

Secondary nodes Tertiary nodes Amount

Alarm safety Details openness 10

Combinations of multiple modes 16

Instructional clarity 18

Alarm timeliness 6

Alarm redundancy 5

Alarm irritation 13

Driving safety Compliance with expectations for driving 14

Tracking of driver conduct 8

Anti-fatigue alert 6

Safety distance limit 6

Human-computer interaction safety 3

Technical safety Iteration timeliness 11

Technology maturity 10

Data perfection 9

Clarity of responsibility 12

System reliability Road compatibility 5

Risk controllability 4

Frequency of accidents 16

System misjudgment rate 8

Predictability Vehicle status alert 4

Road condition prediction 8

Hierarchical takeover warning 13

Flexible real-time feedback 1

Integrity Function richness 5

Failure response 7

Emergency road condition handling 11

Exit compensation program 7

Efficiency Takeover completion 4

Takeover completion time 9

Passing efficiency 2

Driver status Safety awareness 10

Fatigue level 2

(continued)
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Table 4. (continued)

Secondary nodes Tertiary nodes Amount

Stress management 3

Concentration 12

Perceived complexity Road environment judgment 23

System interaction complexity 8

Driving state judgment 11

Satisfaction Personalization 16

Comfort 26

Trust 17

Intelligence 23

Experience load Smoothness 4

Usability 10

3.4 Selective Coding

Selective coding is an in-depth and systematic analysis of the main categories based
on the internal logic of each category. From the summarized categories, we extract and
mine the core categories and storylines of a summarized nature. The core categories

Table 5. Selective coding

Main scope Selective coding Amount

Security Alarm safety 55

Driving safety 39

Technical safety 44

System reliability 33

Completeness Predictability 26

Integrity 30

Efficiency Takeover completion 4

Takeover completion efficiency 9

Passage efficiency 2

Situational awareness Driver capability 3

Driver status 36

Perceived complexity 42

Subjective experience Satisfaction 82

Experience load 14
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have the role and significance of a high degree of condensation of the theory, which can
integrate the relationship between the categories to form a relatively complete theoretical
interpretation structure, as shown in Table 5.

3.5 Theoretical Sampling and Saturation

Sampling was stopped when the core category reached saturation. A saturation test was
performed on the one set aside and found that no new information on the core category
emerged, as shown in Table 6.

Table 6. Theoretical sampling and saturation

Selected source materials Open coding

There are also sounds, some of which are based on
the intensity of the sound, the volume of the sound,
and the frequency of the sound, reflecting different
emergencies, all of which can serve as effective
reminders. If a single visual reminder is not enough

Details openness

Interference is there. Sometimes it’s also annoying,
I know I won’t play all the time, but he still
reminds me, but he’s sure it’s not like he can read
minds, and it’s not like he knows what I’m thinking
at the time. This is a very normal reminder, and it’s
necessary to have it. But, understandably, this one
doesn’t work

Alarm redundancy

The vast majority of them are put in his pipe, just
sometimes is to meet some very large truck, when
he drove a little bit, bias a little bit off the lane of
that kind of situation, this kind of scenario may be
triggered to take over my own

Compliance with expectations for driving

Including that seat belt, I use I think it is better. I
was chewing gum, and then my mouth was wide
open, he thought I was yawning, so subconsciously
he would pull you

System misjudgment rate

For example, when I was driving myself, one of the
features of the Tesla that was better was the
anti-tailgating feature, that is, for example, if I
suddenly got too close to the car in front of me, he
would drop. That’s very good, and then I
subconsciously put my foot on the brake, and that’s
very good

Function richness

(continued)
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Table 6. (continued)

Selected source materials Open coding

Just that I’m in this kind of assisted driving
scenario, I may be able to be more relaxed
mentally, the posture I can be more relaxed if I
have to go to do something extra, then maybe drink
water, then I may briefly leave the steering wheel,
this I think is the most appear a practical scenario,
less likely to go to play the phone, or go to play the
game, or to take a nap

Concentration

I have more confidence in the car, but not so much
in our road conditions

Road environment judgment

It will display the surrounding vehicle situation,
around what people, cars, the display the
surrounding realities, I will stare at the screen to
compare, for example, people close to me, but the
reality is that people have been close to me for a
second, the screen has a delay

System interaction complexity

In my daily driving state, I can play my vehicle
very strong perception of this ability to identify the
surrounding driving risks, and then help me to
make a better judgment of the vehicle driving state

Driving state judgment

This may be related to personal preference the
design can be done in the car machine inside an
option, that is, the driver can choose what voice
reminders

Personalization

3.6 Integration and Establishment of Indicators

In summary, through the collection of primary data and coding process, the framework
of the overall departmental expenditure performance evaluation index system is summa-
rized into five main dimensions: security, completeness, efficiency, situational aware-
ness, and subjective experience. A total of 40 open codes and 14 spindle codes were
obtained to form 14 secondary indicators and 40 initial indicators of the autonomous
driving takeover system user experience evaluation indicator system at the third level,
as shown in Table 7.
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Table 7. User experience evaluation indicator system

Primary indicators Secondary indicators Tertiary indicators

A1 Security B1 Alarm safety C1 Details openness

C2 Combinations of multiple
modes

C3 Instructional clarity

C4 Alarm timeliness

C5 Alarm redundancy

C6 Alarm irritation

B2 Driving safety C7 Compliance with expectations
for driving

C8 Tracking of driver conduct

C9 Anti-fatigue alert

C10 Safety distance limit

C11 Human-computer interaction
safety

B3 Technical safety C12 Iteration timeliness

C13 Technology maturity

C14 Data perfection

C15 Clarity of responsibility

B4 System reliability C16 Road compatibility

C17 Risk controllability

C18 Frequency of accidents

C19 System misjudgment rate

A2 Completeness B5 Predictability C20 Vehicle status alert

C21 Road condition prediction

C22 Hierarchical takeover
warning

C23 Flexible real-time feedback

B6 Integrity C24 Function richness

C25 Failure response

C26 Emergency road condition
handling

C27 Exit compensation Program

(continued)
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Table 7. (continued)

Primary indicators Secondary indicators Tertiary indicators

A3 Efficiency B7 Takeover completion
B8 Takeover completion time
B9 Passing efficiency

/

/

/

A4 Situational awareness B10 Driver competence /

B11 Driver status C28 Safety awareness

C29 Fatigue level

C30 Stress management

C31 Concentration

B12 Perceived complexity C32 Road environment judgment

C33 System interaction
complexity

C34 Driving state judgment

A5 Subjective experience B13 Satisfaction C35 Personalization

C36 Comfort

C37 Trust

C38 Intelligence

B14 Experience load C39 Smoothness

C40 Usability

4 Conclusion

In summary, five factors make up the automotive autonomous driving takeover system‘s
user experience evaluation: security, completeness, efficiency, situational awareness, and
subjective experience. This study uses a grounded theory approach, takes into account
the driver’s actual demands and feelings, and develops the automotive autonomous driv-
ing takeover system’s user experience evaluation index system. An assessment of the
automotive autonomous driving takeover system’s user experience. Through anchored
theory coding, which forms a comprehensive and systematic theoretical framework in
the research process, the indicator system’s indicators are obtained. This approach yields
indicators that are clear, highly relevant, and reliable.

The user experience evaluation of the automotive autonomous driving takeover sys-
tem was collected in this study by semi-structured interviews; nevertheless, there are
limitations because of certain objective factors: Firstly, a large-sample investigation is
required to confirm the findings of the qualitative research based on the rooted theory. It
is envisaged that an empirical study would help to further develop and validate the find-
ings of this study. It is intended to conduct a large-sample questionnaire survey, improve
the user experience evaluation measurement tool, and use empirical research to confirm
the validity and scientific integrity of the study’s findings. Secondly, the evaluation index
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system does not give the specific weights of the indexes, which needs to be improved in
the future research.

Acknowledgments. This work was supported by the Key Research and Development Project of
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Abstract. Technological innovation has a profound impact on people’s work and
daily lives, introducing unprecedented challenges for societal development. Ini-
tially focused on meeting life’s necessities, design now encompasses the orches-
tration of relationships across various domains, including human-object, human-
human, human-environment, and human-future interactions. As problems become
increasingly complex, the required knowledge becomes more diverse and inter-
disciplinary. Design has evolved from a mere focus on “innovation” to a deeper
emphasis on “collaboration,” with research guiding theoretical methodologies
toward practical implementation.

This paper introduces the ICMA toolkit, specifically designed for intelligent
cockpit designs, and addresses integrating emerging technologies within interdis-
ciplinary, multi-role stakeholder environments. The toolkit hierarchically orga-
nizes elements within the cockpit based on experiential frameworks, facilitating
the translation of technologies into contextual experiences to foster mutual under-
standing. Over three years, application cases have not only showcased but also
substantiated the development of intelligent cockpit designs tailored to meet the
diverse needs of stakeholders. The ICMA tool enables nuanced comprehension
of information and its practical application, effectively managing complex sys-
tems and transforming traditional information transmission across disciplines. It
plays a crucial role in fostering consensus and facilitating joint decisions for inter-
disciplinary teams grappling with multifaceted challenges, particularly in under-
standing and implementing novel technologies, while also discerning the future
experiential value embedded in intelligent cockpits.
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1 Introduction

Design often confronts complex and wicked problems [1]. Technological innovations
lead to societal shifts and environmental transitions, intensifying and profoundly affect-
ing people’s work and lives. These changes pose unprecedented challenges to the future
development of human society. Developing an intelligent cockpit design blends many
technologies, culminating in an intelligent cockpit concept that synergizes various disci-
plines into a sophisticated system [2, 3]. The co-creation design powerfully addresses the
complex, interdisciplinary system challenges associated with intelligent cockpit design
formation.

Traditional cockpit design requires extensive testing and long iterative phases to final-
ize designs [4]. Collaborative creation helps stakeholders from various fields address
design challenges efficiently [5], seek consensus, and develop tools for collaborative
solutions in complex systems [6]. In this approach, designers use synergy tools for col-
laborative exploration, expressing solutions through visual thinking focused on product
design involving using visual elements [7].

This study explored the situational theory and the ICMA toolkit’s impact on collab-
orative cockpit system design, emphasizing how ‘constructing contextual experiences
and scenarios’ fosters multidisciplinary co-creation, better adaptation, and diversity of
ideas. The toolkit’s application in workshops enhanced interdisciplinary understanding,
resolved conflicts, and set common goals. Finally, we discussed how to evaluate the
ICMA toolkit in interdisciplinary co-creation, noting that the ICMA tool aids designers
in reflecting and capturing group dynamics. Using such tools improves understanding
of complex issues and promotes cross-disciplinary negotiation.

2 Literature Review

2.1 Technological Transformation Leads to Interdisciplinary Co-creation Design

Technological innovation has fostered interdisciplinary integration, transforming prod-
ucts from their original simple forms into complex and diverse structures [8]. Technology
is divided into two categories: experiential technology and high-tech technology. [9].
Experiential technology emerges directly from daily life, embodying ingrained habits.
High-tech technology now profoundly impacts societal life, leading to a comprehen-
sive transformation in the overall structure of traditional technological networks and
even bringing about fundamental changes in entire industrial systems. However, the
development of this technological form still has a dual impact on individuals. High-tech
technologies often emerge rapidly, primarily from laboratories, characterized by pure
rationality, futurism, and high permeability. The accelerating pace and shortened cycles
of technological iteration in contemporary times add complexity to high-tech technol-
ogy, making it challenging for individuals to adapt, resulting users in unfamiliarity and
fear and creating specific cognitive and transitional barriers.

The technology establishes a Gestell framework structure involving humans and
entities. Only when human factors permeate scientific and technological realms can the
instrumental characteristics of technology have a clear direction and purpose. Design
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serves as a blueprint for creating a healthier andmore beautifulworld for people. The fun-
damental principle of design is human centricity, which aims to transform technological
designs into humanized ones as much as possible.

Amid global pushes for dual circulation and strongChinese policy support for energy
and sustainable development, the automotive industry is rapidly transitioning towards
autonomous driving. This shift in intelligent cockpit design emphasizes digital integra-
tion with collaborative human-machine technologies, turning the cockpit into a "third
space" for decentralized activities and fluid resources [10]. However, the rapid rise of
In-Vehicle Information Systems (IVIS) enhances user experience but introduces multi-
tasking risks [11, 12]. As cockpit interactions become increasingly intricate, designers
encounter the challenge of seamlessly integrating diverse functions to enhance user
interaction.

Consequently, the design’s emphasis has shifted from “Innovation” to “Collaborative
design” [13], and the research focus has elevated from problem-solving capabilities to
the examination and implementation of theoretical approaches guiding practical applica-
tions [14, 15]. Interdisciplinary co-creation is a primary driver and solution for tackling
intricate and diverse issues, amalgamating insights from various technological sectors
[16, 17].

2.2 User Experience and Narrative Design

Norman divides design into three levels: the behavioral level, the visceral level, and the
reflective level [18]. Based onNorman’s theory and contextual systemwithin the cockpit,
combined with user behavior theory, intelligent cockpit attributes can be classified into
three levels: the explicit level (content), the behavioral level (context), and the experience
level (imaginary). The explicit level of the cockpit corresponds to the physical environ-
ment within the cockpit, encompassing elements such as cockpit form, spatial layout
of interactive entities, and specific functional features of technology. When the content
level interacts with the user, it represents the primary stage of experience, namely, the
experience of ‘The perception of an object.’ The behavioral level corresponds to the
users within the cockpit and their specific actions, constituting the intermediate stage
of experience, the contextual experience. The advanced level, namely the experience
level, is for imagination and refers to the user’s experience of specific ideas, values, and
spiritual needs within the cockpit.

Fig. 1. Intelligent cockpit’s user’s experience and narrative design
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Per Phelan’s definition, narration represents events occurring in a specific time and
space through a medium [19]. From an informational perspective, narration and inter-
action require simultaneous support from time and space to be actualized. They both
demand involvement from factors such as individuals, behaviors, and events, sharing
structural and elemental similarities. From an experiential perspective, narrative explo-
ration at the levels of experience and meaning exhibits intrinsic characteristics that can
infuse a human element into human-computer interaction design, emphasizing rational
task flows. The uniformity in information structure establishes narrative intervention as
the cornerstone of cockpit experience design, whereas the differentiation in functional
purposes enables narrative intervention in interactive experience design to engender
novel possibilities. Narrative in the research process contributes to a better understanding
of technology, translates user experiences, and fosters consensus among team members.

As Fig. 1 shows, the narrative is not just a form of expression but also a mode
of content presentation. Through compelling scenario stories, designers can convey
information in visual, dynamic, and spatial design, evoke emotions in the audience, and
play a crucial role in narrating the interaction processes and user experiences. Therefore,
narrative is vital in guiding users to perceive and understand the design [20]. Designers
can concretize abstract technological concepts through narrative, making them more
tangible and vibrant. This helps eliminate communication barriers among teammembers,
promotingmutual understanding. In designingprototypes, the narrative provides a shared
framework for the team, aiding them in collaborating effectively to achieve design goals.

2.3 Participatory Design for Complex Systems and Design Tools

At present, intelligent cockpits integrate various high-tech technologies, forming a
complex system. With continuous iterative upgrades in technology, the complexity of
intelligent cockpits is constantly increasing.

In 1984, Norman first defined “co-creation”: in co-creation, customers complete
some tasks that should initially be provided by the service company [21]. In previous
studies, co-creation design methods, processes, and tools have facilitated a better mutual
understanding of complex problems faced by design personnel fromdifferent disciplines,
promoting the generation of design thinking creativity and managing complexity in
systems [22]. Participatory design has been widely applied in various fields, such as
mechanical design, computer design, product design, and sustainable development [23].

In the multidisciplinary context of intelligent cockpits, the concurrent engagement
of multiple stakeholders in the design process is essential for the swift development
of cockpit systems. However, there is currently limited research on collaborative design
specifically focused on the conceptual stage of intelligent cockpit design. In this study,we
integrated narrative design theory to investigate intelligent cockpit designmethodologies
when multiple stakeholders collaborate within the context of complex systems.

In the design field, tools such as storyboards, experience maps, and blueprints, com-
monly used in interaction, service, and experience design, possess characteristics of
co-creation design. These tools can serve as a method to gain insights into problems,
identify points of opportunity, and develop design concepts.

Narrative methods involve incorporating events into a story, finding corresponding
emotions in time and space, and forming the foundation for guidingmultiple stakeholders
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in structuring complex problems and constructing experiences. Simultaneously, narra-
tive design is based on concepts from semiotics and semantics, and its core integrates
storytelling elements and distinctive design features to form the narrative process. Hence,
within cockpit scenario narration, the “storytelling” approach necessitates the systematic
organization and arrangement of numerous design elements to craft a coherent structure
for conveying the narrative theme effectively. Nevertheless, when addressing the cockpit
as a multi-layered and multi-element complex system, traditional tools such as story-
board, experience map, and blueprint may translate technical narratives and organize
elements within a limited timeframe. Therefore, there is a necessity for a novel tool to
streamline the translation of advanced technologies, foster the engagement of multiple
stakeholders in design endeavors, aid in organizing elements across various experiential
levels within the cockpit, generate scene concepts, and foster a shared understanding,
ultimately leading to consensus in decision-making.

3 Development and Practice of Narrative Design Tools Based
on Cockpit Experience

From July 2020 to September 2023, 14 design researchers participated in creating the
ICMA toolkit. The ICMA toolkit plays a pivotal role in facilitating the development of
intelligent cockpit design. It offers inspiration through experiential levels and narrative
methods, aiding in organizing complex elements of intelligent cockpit scenarios and
user experience. This toolkit development aims to foster co-creation among multidisci-
plinary stakeholders by providing comprehensive support. Based on Schön’s proposi-
tion sign practice and reflection [24], during the development process, we invited design
researchers from other universities to use the ICMA toolkit and try to generate intelligent
cockpit scenario concepts in each iterative stage. The reflections from each round of test-
ing, including common feedback regarding the incomplete scenario information on the
cards during the initial stage and feedback regarding the overly scattered and difficult-to-
organize scenario information in the subsequent stage, served as inspirations for refining
the tool. Finally, the ICMA toolkit underwent three iterations, incorporated expert opin-
ions, and consulted other card-based design information sources to continually enhance
the form and usage of the ICMA toolkit, thus facilitating design exploration. (as detailed
in Sect. 4.1). In response to the global pandemic’s effects in 2020, we engaged with
stakeholders beyond the organization through online workshops, utilizing the ICMA
toolkit to conduct its initial validation. Through this initial practice, we preliminarily
determined the efficacy of this tool in idea generation and collaboration with diverse
stakeholders, thereby facilitating the establishment of consensus on interests.

Webeginbyoutlining the iterative development of the tool, identifying the fundamen-
tal elements crucial for fostering consensus among multiple stakeholders, and detailing
the structure and utilizationmethods of the co-creation ICMA toolkit. Following this, we
delve into the application and outcomes of the tool through two sub-workshops involving
multidisciplinary stakeholders within distinct corporate settings.
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3.1 Format and the Elements of the ICMA Toolkit

The ICMA toolkit comprises two categories of cards: mission-actions cards and spatial-
layout cards. We drew inspiration from the approaches of Vera and Mueller, who used
context pictures in their designs to enhance participants’ understanding of the cards. [25,
26]. Most card design tools combine graphics and text, except for a few like Oblique
Strategies Cards and The House of Cards, which are text or image-based. Cardoso
believes text stimuli during idea generation could limit cognitive flexibility [27], while
Bougienages that images promote broader conceptual exploration [28], enhancing flexi-
bility. Text stimuli lead to more ideas, whereas images increase idea uniqueness without
affecting their quantity, quality, or novelty. As Fig. 2 shows, Mission-action cards mea-
sure 15 cmx 12 cm and are provided in paper format, featuring a concise cockpit scenario
narrative and interactive tasks for the user to complete within the scenario. Each card
includes a title, a description of the scenario story, and a series of actions for the user
to follow over time, accompanied by pertinent visual representations of the scenario
and the user’s profile picture. To facilitate swift card sorting by creators, we suggested
categorizing these cards thematically and assigning distinct front border and back colors
corresponding to five predefined categories.

Fig. 2. ICMA-mission and action cards and the five categories.

The cockpit spatial-layout card draws inspiration from architectural concepts. As
Fig. 3 shows, the cards include a three-dimensional perspective layout of the cockpit.
It aids participants in comprehending the spatial layout within the intelligent cockpit.
Leveraging the existing spatial arrangement, participants can endeavor to annotate ele-
ments of the Content Conception Level and Context Conception Level by using this
cockpit spatial-layout card. For example, participants can use spatial-layout cards to
mark ICMA cards’ touch points and connect them with path lines, providing explicit
spatial references for users’ actions, systematic actions, the cockpit layout, and the form
of entities. We identified 12 basic spatial-layout cards to help participants understand
the specific actions in using the cards to design the cockpit.

3.2 ICMA Toolkit’s Technique

The ICMA toolkit be utilized in the co-creation design workshop to facilitate rapid
ideation for intelligent cockpit design. The workshop involves participants taking on
roles as either facilitators or participants, divided into small groups. As depicted in
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Fig. 3. ICMA: spatial-layout card format.

Fig. 4, the workshop follows a four-stage ICMA toolkit technique. Participants leverage
their multidisciplinary knowledge, construct a scenario narrative using various cards,
and engage in discussions to refine and reach consensus on design matters. They select
a theme and organize pertinent cards on a large sheet to track the evolution of con-
cepts, thereby nurturing creativity. During the idea selection phase, participants select
a cockpit spatial layout card from the ICMA cards, marking connections and sketch-
ing corresponding spaces. Subsequently, they present the scenario narrative and assess
the concepts generated, ensuring that spatial considerations are duly acknowledged and
considered in the development of intelligent cockpit design.

Fig. 4. The four stages of usage process of the ICMA toolkit in the workshop.

4 Design Workshop - ICMA Toolkit’s Practice

This extensive project, conducted amidst the global pandemic, employed a combination
of online and in-person workshops, utilizing diverse recording methods, such as audio
and video, throughout the process to capture participants’ ethnographic perspectives.
[29]. The lead and corresponding authors played crucial roles in designing the toolkit and
coordinating the workshops, acting as facilitators to address conflicts and cultivate the
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‘experience’ among stakeholders.Weconducted analyses of eachworkshop’s procedures
and outcomes to investigate how stakeholders from diverse disciplines interacted with
the scenario storymethodology and deliberated on the results throughout the workshops.

4.1 The First Practical Case

In January 2021, participants were invited to a three-day online workshop to employ
and validate the ICMA toolkits, addressing the situation in which offline gatherings are
not feasible due to the pandemic. 20 students and educators from various disciplines
(5 in interaction design and 3 in product design), and the remaining 12 participants are
teachers from various colleges and universities across China (7 in mechanical design
and 5 in automotive electronics). They were divided into four teams to use the card
tool to refine the concept of an Intelligent cockpit. Guided through the process, teams
familiarized themselves with the card components, generated new cards, and crafted
conceptual scenario narratives using the ICMA toolkit.

Fig. 5. During thefirst practice, Participants selected cards and combined them to create a cohesive
narrative for the intelligent cockpit scenario design.

As depicted in Fig. 5, the empirical findings suggest that participants from diverse
disciplines can generate ideas for intelligent cockpit concepts by integrating ICMA
cards and constructing scenarios. They effectively address different temporal features
and missions by leveraging ICMA cards as a basis for their designs.

Fig. 6. Group A’s ideation: Enjoy life.
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Group A is an illustrative example, comprising 3 mechanical design professors,
1 automotive electronics professor, and 1 interaction design student. Group A’s work
depicts the cockpit as a mobile office and relaxation area on a physical level. Conse-
quently, on a situational level, the user is perceived as a young professional in an office
setting. Participants conducted a detailed analysis of user actions and identified specific
user needs. For instance, considering potential user fatigue, they proposed incorporating
sensor and lighting adjustment technology into the vehicle to address these needs.

As illustrated in Fig. 6, participants from Group A suggested leveraging spare time
within the cockpit to accomplish basic office taskswhile simultaneously transforming the
intelligent driving space into a personalized, soothing third space. The narrative unfolds
across three levels: situational experience, experiential context, and artistic ambiance,
skillfully combining the cards. Each level aligns with specific behavioral and emotional
settings, with corresponding technological transformations and applications delineated
at each stage’s technical interface.

The participants’ ideas and narratives underscore the concept of experience as they
collaboratively construct a shared understanding of the user’s experience within the
cockpit. By crafting a story depicting the user’s journey in the cockpit, they delve
into the interactions occurring within this space, acknowledging that users accumulate
travel experiences at different points. The systematic actions within the cockpit assist
or facilitate the user in accomplishing tasks, affirming the functional effectiveness of
ICMA.

4.2 The Second Practical Case

In September 2021, as part of a corporate project, we conducted the second ICMA
toolkit exercise, engaging stakeholders from various disciplines, including designers,
engineers, productmanagers, andmarketing personnel. Over two days, forty participants
were organized into nine multidisciplinary teams. Each group comprised four or five
members, representing at least three disciplines.

Fig. 7. Photo documentation from the second practice.

As illustrated in Fig. 7, we examined the design concept named “A Cloud-Piercing
Arrow” proposed by Group A.“A Cloud-Piercing Arrow”, documenting the process
through photos, audio recordings, and video files. This group focused on depicting a
family vacation involving Mrs.Han and her son Xiao Ming. Participants incorporated
five mission-action cards: “Travel Plan Recommendations,” “One-Click Contact,” “Mo-
bile Viewing Platform,” “In-Car Photography,” and “Automatic VLOG Editing.” The
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narrative unfolds with Mrs.Han plans the journey via the car’s AI and notifies Xiao
Ming with a one-click feature, on the trip, the car provides a 360° scenic view of the
scenery, then Xiao Ming captures photos by using gestures. At the end of their trip, the
car system automatically generates a VLOG upon the trip’s conclusion.

Fig. 8. Left: Team members of “A Cloud-Piercing Arrow” are narrating the concept story; Right:
The story flow is organized by the author based on the concept storyboard.

As depicted in Fig. 8, participants utilized the ICMA cards to construct their scenario
narrative. Throughout the design process, participants use the ICMA toolkit to interpret
a variety of high-tech technologies within the intelligent cockpit into a narrative story of
a travel journey. They consider the user experience throughout the travel journey. These
experiences are subsequently integrated into the design to establish different functional
aspectswithin the intelligent cockpit. The interconnection of these functional aspects cul-
minates in a comprehensive cockpit scenario design experience.The story encompasses
contextual conception, detailing user actions, descriptions of users’ actions, interaction
entities, and elements such as cockpit space and applied technologies within the narrative
content. The “scenario theme” encapsulates a high-level overview of the story setting
within the cockpit, while “user actions,” drawn from ICMA’s cards, delineate the user’s
actions at various stages of the story. “User action descriptions” provide specific inter-
pretations of these actions, with participants modifying or enhancing card content, such
as incorporating scenarios like “gesture photo-taking” and “real-time uploading” into the
“in-car shooting” action. The arrangement of user action cards reflects the flow of usage,
offering a tangible depiction of the scenario. “Spatial movement” is indicated and orga-
nized by participants on form cards, outlining user positions or interaction points with
cockpit components during each action, such asmarking the screen on the driver’s seat for
route planning by the mother. “Applied Technology” signifies the technical capabilities
necessary for cockpit functions during user actions, representing engineers’ technical
expertise and functional constraints in designing the intelligent cockpit, documented
textually alongside corresponding actions.

The practical results demonstrate that participants effectively leverage narrative
experience design methods and tools. Through the utilization of cards, they translate
technology into personalized scenario narratives. By emphasizing content and context
conception, they redirect the spotlight from technology within the cockpit towards the
planning of user behavior, thereby crafting a distinctive experience centered around the
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user within the cockpit. Participants emphasize the emotional attributes and experien-
tial significance of this journey. This approach delves into how experiences evolve into
emotional memories and evolve into compelling stories worth sharing.

5 Discussion

5.1 Narrative Methods and Tools Facilitate Experience Achievement

During the workshop, participants identified innovative opportunities and challenges
presented by the ICMA toolkit, categorizing them as “missions,” such as gesture-based
photo-taking or real-time uploading. They selected scenario elements like “user, action,
interaction entities” and attempted to reconstruct a scenario narrative from the user’s
perspective. Stakeholders contributed design and technological insights based on these
narratives, fostering a holistic understanding of scenarios. Designers typically super-
vised the tool’s usage, managing event flows and crafting initial concept stories. Engi-
neers assessed technical feasibility, while product managers evaluated market and user
receptivity.

By utilizing the ICMA toolkit, multidisciplinary teams could collaboratively explore
possibilities for cockpit design, establish shared goals. They amalgamated expertise to
craft valuable design narratives, using cards to interpret cockpit scenarios and indi-
cate user positions with action touchpoints. This process culminated in developing a
comprehensive design concept encompassing scenario elements.

However, this method and tools will encounter new challenges in the future.With the
ongoing advancement of AI technology and big data models, the structure of narratives
and the methods of story generation may transform. This aspect of emerging technolog-
ical changes has not been extensively discussed in this paper, representing a limitation.
In future research, we intend to delve deeper into narrative methods and tools related to
AI technology within the context of intelligent cockpit design.

5.2 Multiple Stakeholders Reached Co-Experience Through a Co-creation
Toolkit

When confronted with continually evolving and increasingly unfamiliar high-tech tech-
nologies, users may feel apprehension regarding “how to use these technologies?” and
“high-techmight bemore unsafe than they areworth?” In the design process of intelligent
cockpits, it is crucial to contemplate the application transformation of high-tech tech-
nologies and user adaptability. Narrative methods empower stakeholders to translate
high technology collaboratively and promptly into a story of user experience, seam-
lessly integrating high technology into people’s daily lives. As illustrated in Fig. 9, we
leverage narrative methods and tools to encourage the involvement of multidisciplinary
stakeholders, enabling them to grasp the technological transformations and conceptual
designs within the cockpit. Through the storytelling structure, we engage participants
to comprehend the specific experiences of users within, immersing them in the narra-
tive backdrop. In real-time, they employ technologies into scenarios, articulating their
perspectives cohesively with the central user experiences depicted in the story. This



Exploration of Narrative Design Method 189

Fig. 9. Narrative method: A Co-Experience Creation by Multi-disciplinary Stakeholders

storytelling approach enhances mutual understanding among participants. While our
approach has initiated a value transformation, it’s important to note that in this study,
we have not thoroughly explored whether other emerging technologies could potentially
expedite or provide additional applications for technological transformations. This rep-
resents a minor limitation in our ability to develop enhanced user experience designs
within the cockpit.

6 Conclusion

This study explored the application of narrative design methods and tools to aid
multidisciplinary participants in navigating complex design challenges amidst rapid
technological transformations.

Narrative design represents a novel approach to addressing complex systems and
user experiences, shifting the design focus from mere “things” to dynamic “events.“
It entails a user-centric exploration of requirements to infuse experiences with deeper,
fundamentalmeaning. This paper introduces the concept of experience level in intelligent
cockpit design and proposes the ICMA toolkit to elucidate narrative design elements,
steps, and methodologies. As a storytelling tool for scenario development, the ICMA
toolkit facilitates interdisciplinary collaboration in tackling complex challenges.

The research findings suggest that the ICMA toolkit assists multidisciplinary stake-
holders in addressing complex system issues by systematically organizing and recon-
structing elements within the system hierarchy. The toolkit offers valuable insights for
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its application in complex systems and products and promotes stakeholder engagement
in the design process. Using narrative methods in experience design harnesses the power
of storytelling, provides a fresh perspective on the world, and continuously drives design
innovation forward.
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Abstract. Collaboration between humans and intelligent agents has become an
integral component of everyday life due to advancements in intelligent technolo-
gies. Emotional communication plays a particularly important role in this human-
computer relationship. In addition to enhancing experiences, emotional communi-
cation facilitates decision-making, improves efficiency, and serves various other
beneficial purposes. Current research is focused on human-computer empathy,
which enables intelligent agents to seamlessly integrate into human societies by
simulating empathic emotions. This research draws upon knowledge from psy-
chology, computer science, design, sociology, and other relevant disciplines. This
paper provides an overview of human-computer empathy, covering definitions,
principles, technical implementations, and design aspects to illuminate the com-
plex landscape of knowledge in this area. Two specific areas are given detailed
attention: technical implementation and empathy design. In the technical imple-
mentation section, the paper delves into the psychological theoretical foundations
for developing artificial empathy models, techniques of affective computing, and
related artificial empathy models. In the design section, it discusses methods for
implementing empathic responses, analyzing designs using social psychology,
and outlines various design principles and evaluation methods. Finally, the paper
addresses ethical considerations, design challenges, and other pertinent topics.

Keywords: Artificial Empathy · Human-Computer Empathy · Affective
Design · Design theory

1 Introduction

In the realm of Artificial Intelligence (AI) research, virtual agents have seamlessly inte-
grated into our daily lives, serving not only as tools but also as assistants and even
partners [1]. HCI researchers envision the next generation of robots capable of engaging
with people in human-centered environments and assisting them in their daily activities
[2]. Studies have shown that humans interact with computers in ways akin to interper-
sonal interactions [3]. Given the emotional nature of human societies, it is imperative
to consider the emotional connection established between users and AI when designing
agents, emphasizing the importance of empathy in this process [4].
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However, striving tomake computers as human-like as possible is not necessarily the
optimal approach for intelligent systems, despite their level of intelligence. Computers
inherently lack the ability to genuinely convey real emotions, but they can offer support
and assistance in various contexts where human intervention is needed. By incorporating
the positive aspects of empathy into our systems while mitigating the negative aspects,
we can enhance their effectiveness [5].

In the domains of computer technology, human-computer interaction design, and
psychology, numerous researchers have explored the design and implementation of
human-machine empathy. Although machines cannot experience and express empa-
thy authentically, various research endeavors have aimed to develop robots capable of
displaying empathy [6]. Researchers in computer science draw upon empathy theory
from social psychology to construct artificial empathy models [1, 7, 8]. Moreover, HCI
design researchers devise diverse expressions to address emotional responses from a
user experience standpoint [9–11].

Amultidisciplinary approach, spanning psychology, design, and computer science, is
essential for researchers to develop a comprehensive understanding of human-computer
empathy. This paper aims to offer a comprehensive overview of this subject from various
angles, covering definitions, principles, technical implementation, anddesign.By explor-
ing these aspects, researchers can gain insights into various facets of human-computer
empathy, enabling them to pursue research endeavors aligned with their interests in this
domain.

2 About Empathy

2.1 What is Empathy

The concept of empathywas first introduced by humanist Carl Rogers in 1975, defining it
as the ability to perceive another person’s inner world [12]. It encompasses any reaction
triggered by observing another individual’s emotional state and subsequently activating
one’s ownemotions [13]. Empathy research is broadly divided into two systems: affective
empathy and cognitive empathy [14]. Affective empathy involves individuals directly
and unconsciously experiencing the emotional state of another person, leading to a
similar emotional response [15]. On the other hand, cognitive empathy, also known as
higher-level empathy, entails imagining how the other person feels, activating emotions,
evoking empathy, and engaging in corresponding behavioral responses [16].

Psychological research on empathy typically involves three components. Firstly, the
empathizer’s intention and emotional state towards themselves or the target, along with
their understanding of the current situation, serve as prerequisites. Secondly, a compre-
hensive assessment of the preconditions is conducted. Finally, empathic outcomes are
expressed through behavior, such as expressing concern [17]. These components allow
researchers to formulate processmodels of empathy, conceptualizing empathy as a super-
ordinate category that encompasses all phenomena with similar mechanisms. Artificial
Empathy leverages these process models to develop a theory of empathic interaction for
intelligent products in this study.
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2.2 The Role of Empathy in Human Society

Empathy is widely recognized as a crucial element in interpersonal interactions, encom-
passing various aspects such as ethical considerations, pro-social behavior, and cooper-
ation [18, 19]. Consequently, its significance in social interactions is on the rise. Empa-
thy enables individuals to continuously assess each other’s situational contexts, adjust
their emotional states accordingly, and exhibit empathetic behavior in response to these
dynamics [20]. In fact, empathy often serves as the driving force behind altruistic behav-
ior in human interactions. Recent psychological research has shown that individuals tend
to be more helpful and generous when they experience empathy [21].

In collaborative settings, empathy yields numerous positive effects on individuals’
attitudes and behaviors towards one another. Depending on the nature of interaction,
individuals may vary in their willingness to express their emotions. Criticism or lack of
interest may discourage further expression, leading to withdrawal. Empathy can miti-
gate such negative outcomes and foster open communication [5]. Moreover, empathetic
responses aid in resolving conflicts among team members, facilitating smooth decision-
making processes [22]. Furthermore, studies suggest that empathy helps individuals
comprehend vital environmental cues about others and anticipate their future behavior
[8] Psychologists have also confirmed that emotions play a significant role in ratio-
nal thinking, influencing behavior and decision-making processes [23, 24]. In essence,
empathy in teamwork not only supports positive emotional communication but also
enables individuals to gather information about others’ environments, understand their
behaviors, and make informed decisions.

2.3 The Positive Effects of Empathy on HCI

Numerous studies have highlighted the significant positive impact of empathic emotions
on users’ perceptions of intelligent systems, thereby enhancing the overall user-computer
interaction experience [25, 26]. Users tend to view AI systems that display empathy
as more sympathetic, likable, and trustworthy compared to those devoid of empathic
responses [5, 27]. Consequently, empathetic AI systems are not only more appealing but
also more likely to retain user engagement [28].

Furthermore, empathy plays a pivotal role in enhancing the efficiency of human-robot
collaborations. For instance, intelligent products can utilize emotional expression to aid
humans in understanding their capabilities, enabling users to discern tasks that the robot
can perform effectively and optimize its utilization [29]. Studies have demonstrated that
teamsmaking decisions based on empathy tend to perform better, underscoring empathy
as a mechanism that enhances the effectiveness of AI agent teams [30].

The impact of empathic responses by intelligent agents varies depending on the
user and the scenario. Therefore, empathic responses constitute one of the most crucial
elements in the design of human-computer interaction, significantly influencing user
experience and operational efficiency. For instance, research on AI interviewers revealed
that users preferred systems they could empathizewith during high-stakes job interviews,
indicating a preference for a serious approach [31]. Similarly, in studies onAI teaching, it
was observed that providing students with positivity and affirmation could significantly
enhance classroom quality [5].
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3 About Artificial Empathy

Social science research on human relationships serves as a foundational framework for
constructing human-computer relationships [32]. Asada conducted an extensive review
of psychological models pertaining to empathy mechanisms and processes, laying the
groundwork for the development of artificial empathy [7]. To effectively incorporate
artificial empathy into design, HCI designers must first grasp its implementation. Arti-
ficial empathy has emerged from established psychological theories of empathy and the
advancements in affective computing technology. Affective computing has enabled the
simulation of empathy processes within human society.

3.1 Research on Empathy in Psychology

There are two types of empathy: emotional empathy and cognitive empathy. Asada
examines the logical relationships between these two types of empathy in psychology.
The concept of emotional empathy refers to the matching of an emotional response to
the emotional state of another person by directly feeling that person’s emotions. Com-
paratively, cognitive empathy refers to the ability to think differently in order to activate
emotional or affective empathy through imagination. Emotional contagion coincides
more closely with physiological instinct than emotional empathy because it is automatic,
unconscious, and is the basis for a higher level of empathy. Comparatively, sympathy
is more closely aligned with rational judgment than cognitive empathy since it refers
to emotions that are not necessarily shared and primarily effected by the self’s view of
the emotions of others (Asada, 2015). In comparison to these theory [7]. In comparison
to these theories of empathy, emotional contagion/emotional empathy is more closely
related to human physiology and consciousness and is less likely to be employed to con-
struct artificial empathy, while sympathy/cognitive empathy is more commonly used to
conduct artificial empathy research.

It is suggested by cognitive empathy theory that empathy involves understanding or
knowing a particular object’s state, its environment, its emotions, or its exposure to a
particular event [6] According to cognitive empathy theory, researchers have disman-
tled these elements and proposed a variety of alternative models. According to [33]
Rodrigues proposed a model of artificial empathy evaluating responses, which includes
multiple elements such as events, emotional cues, similarities, links, moods, disposi-
tions, behavioral responses, etc. de Vignemont also analysed four categories of factors
that can modulate empathic responses in the artificial empathy model: characteristics of
the emotion, the subject and the target relationship, situational context, and characteris-
tics of the subject [8]. Understanding the psychological research on empathy can help
us better understand the principles and elements of artificial empathy in which to design
human-computer interaction (Fig. 1).
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Fig. 1. Different Types of Empathy.

3.2 About Affective Computing

Artificial empathy is rooted in the concept of affective computing, which involves the
ability to comprehend and respond to emotional cues conveyed by communication part-
ners. Conversational agents, as discussed by Ochs, are equipped to calculate and identify
empathetic emotions appropriate for a given conversational context [31, 34]. Through
affective computing techniques, AI systems can learn about users’ emotions by collect-
ing physiological data via computer vision, skin conductance, and electromyography.
This data can then be computationally interpreted into various affective states, allowing
the system to deliver empathetic responses to users [35]. Hegel characterize empathy
responses as non-verbal displays of emotions and a means of empathetic engagement,
encompassing facial expressions and motor mimicry.[36].

Affective computing was initially proposed by Picard in 1997 following Minsky’s
1986 identification of the challenge of emotion recognition in intelligent machines [37].
Presently, research in emotion computing technology is mainly bifurcated into two
streams: emotion-based affective computing (Emotional Analysis) and viewpoint-based
affective computing (Sentiment Analysis). Professor Picard leads the field of emotion-
based affective computing, which focuses on gathering emotional data, recognizing
and analyzing emotions, understanding emotions and cognitions, and expressing emo-
tional information. This approach aims to categorize emotional traits and quantify their
intensity [38]. On the other hand, sentiment analysis based on viewpoint, as proposed
by Professor Liu, involves analyzing perspectives, inclinations, attitudes, and positions
of the target. This method allows for sentiment calculations regarding specific issues,
events, themes, as well as users, organizations, and products [39].

3.3 Build Artificial Empathy

Various approaches to modeling empathy have been developed in psychology over the
past few decades [40]. However, due to differences in purposes and application contexts,
computational approaches to artificial empathy vary in their modeling strategies [1].
Integrating a range of cognitive and behavioral skills into these approaches has been
suggested by several researchers to develop comprehensive computational models of
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empathy. To achieve this, they propose dividing the components of artificial empathy
into emotional communication, emotion regulation, and cognitive mechanisms, which
can bemanipulated synthetically and structurally to enhance understanding of emotional
development processes [7].

Rodrigues, drawing from cognitive empathy theory, proposes an active empa-
thy model where individuals respond selectively to emotions and situations based on
assessment rather than passively empathizing with every encounter. In contrast to De
Vignemont and Singer’s theoretical approach [8], Rodrigues divides empathy into two
main stages: empathy assessment and empathy response. During the assessment stage,
intelligence infers the emotional state of the target and generates empathic emotions,
which are modulated by factors like similarity, emotional connection, mood, and person-
ality. These empathic emotions trigger specific empathic behaviors, such as expressing
concern [27]. Smith and Lazarus’s Cognitive-Motivational-Emotive psychological the-
ory also focuses on evaluating cognitive empathy and response as fundamental processes
in organizing empathy models [41].

While much research has concentrated on the evaluation and reaction phases of
empathy, moderating factors also play a crucial role between these phases. Boukricha’s
computational model divides empathy into three phases: evaluation, moderation, and
reaction [42]. Researchers have developedmechanisms for regulating emotions by utiliz-
ing personality traits, emotional and social bonding parameters, and situation assessment
to reflect empathy’s degree [34, 42]. Empathy is further influenced and moderated by
assessing the value, intensity, and salience of emotions, social relationships, situations,
and the agent’s mood, personality, gender, age, and affect.[43].

While there’s been significant research on computational models for assessing emo-
tions [44, 45], little attention has been paid to how intelligences respond to these models.
In McQuiggan’s CARE empathy framework, agents respond to the target’s emotions or
specific attributes gathered from the target, thus displaying empathy [20]. The design of
such intelligent agent responses has become a focal point of HCI research since tech-
nicians developing empathy models may lack expertise in interaction design. Design-
ers play a crucial role in shaping artificial empathy by considering factors like voice
tone, movement, language, expression, user similarity, personality, and role within the
intelligent body design.

4 Design of Artificial Empathy

4.1 Implementation of Artificial Empathy Design

Designers play a pivotal role in creating empathic experiences for users by crafting the
responses of intelligences [36]. This is primarily achieved through visual appearances,
speech, voice features, facial expressions, and movements [11]. Visual appearance has
been identified as a major factor influencing initial impressions, shaping people’s expec-
tations during interactions with AI [46] Adjusting visual appearance can reveal differ-
ent dimensions of emotional expression, as suggested by Broadbent [47]. Furthermore,
linguistic style can significantly impact how people perceive a robot, with a friendly
demeanor often resulting in a positive user experience, while an insistent attitude may
lead to negative perceptions [48, 49].Vocal characteristics, such as volume, speech speed,
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pitch, and intonation, also contribute to the empathic quality of interactions. Extrover-
sion tends to be associated with higher volume, faster speech speed, varied intonation,
and increased speech volume, whereas introversion is characterized by lower volume,
slower speech, monotonous intonation, and reduced speech volume [50–52]. Despite
the diverse forms of products, there are discernible patterns in locomotion. For instance,
Meerbeek designed the iCat robot with two personality versions: the introverted, polite,
and responsible version exhibited slower, less frequent head movements and conser-
vative nods, while the extroverted, friendly, and somewhat careless version engaged in
more frequent headmovements, playfulmovements, and nods during conversations [10].
In current research, visual appearance and movement are the most commonly utilized
design elements, followed by speech, vocal features, facial expressions, and movement
[11].

4.2 Design Analysis with Social Psychology

Despite the multitude of approaches to design, the question remains: how should analy-
sis be conducted? Design researchers, such as B. J. Fogg, often regard products as social
actors [53]. Consequently, theories from human societies are employed to explain users’
emotional perceptions of products, attributing human-like characteristics to computers
to foster more intuitive and engaging interactions [54]. Cliff Nass’s research indicates
that people typically interact with computers in a social manner, attributing human-like
qualities such as personality to them. It’s important to recognize that these emotional
aspects aren’t merely superficial behaviors but can also be considered essential com-
ponents of an organization’s structure, facilitating the integration of various computing
modules. The interplay between emotion, cognition, and coping behaviors in psycholog-
ical research can serve as a central organizing principle for human-like autonomous agent
behavior [40]. Studies highlighting the influence of social interaction and socially per-
ceived expectations, as emphasized by social psychology [55], apply to human-computer
interaction as well [56].

Social psychology proposes an integration of personality psychology with social
roles. An individual’s personality dictates the stable characteristics, needs, motivations,
and attitudes manifested in their social behavior. For instance, when interacting with a
product, users may attribute a specific personality to it based on how it elicits emotions
[57]. The process of personifying products, assigning various personality traits, and envi-
sioning their interaction with users serves as a generative approach for designers [58].
Conversely, roles emphasize the significance of relationships, occupations, social cate-
gories, and the impact of norms [59]. For instance, there have been efforts to design smart
products with ‘character’ archetypes using role conceptualization, such as policeman,
butler, or friend [9], and to examine products in terms of masculinity and femininity,
leading to different user expectations [60]. Through the lens of human-computer interac-
tion, elements of social psychology can aid designers in analyzing how products should
be designed to engage in empathic interactions with users (Fig. 2).
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Fig. 2. The Analysis and Implementation of Artificial Empathy Design.

4.3 Concept of Design

While we aim to design empathic human-computer experiences to cultivate empathic
relationships within human societies, the design processes diverge due to the funda-
mentally different nature of the interacting entities. Numerous studies have explored
the philosophy of conducting human-computer empathic design, examining aspects of
logic, realism, and influencing factors.

Firstly, human-computer empathy doesn’t necessarily adhere strictly to perfect logic.
Empathy involves understanding another’s emotions without always eliciting emotional
feedback, or even triggering unexpected emotions [34]. For instance, a study on smart
speakers revealed that users often abandon new features quickly if the system fails to
provide answers to unexpected questions. Offering unexpected yet relevant responses
can prolong user engagement [61].

Secondly, it’s crucial not to design human-computer empathy overly realistically.
Just as in all realms of human-computer interaction, managing user expectations is
paramount. AI inherently lacks the capacity for true empathy; it merely simulates,
projects, and imitates empathy through recognition and expression. If an AI’s empathic
response is overly realistic, it may fail to meet users’ expectations [62]. Therefore,
empathy should be designed to be credible while still retaining a “human-like” quality.

Lastly, various factors influence the design approach to empathy. User personality,
task or interaction context, cultural background, and demographic information all shape
perceptions of a product’s performance [11]. Researchers have identified two types of
attraction in human-robot interactions: similarity attraction and complementary attrac-
tion. Participants often prefer interactingwith robots possessing similar personality traits,
but they also show interest in collaborating with complementary robots [63, 64].

4.4 Assessment for Artificial Empathy

Continuous evaluation of the empathic impact and iterative program adjustments are
essential in human-computer empathic interaction design. Presently, psychological eval-
uation scales are predominantly employed tomeasure and assess users’ empathic experi-
ences. The most prevalent assessment concept revolves around evaluating the perceived
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personality of the product. “Product personality” encompasses a set of characteristics
used to delineate a specific product and differentiate it from others [65]. Both user
interaction and product evaluation are influenced by product personality, aiding users in
anticipating how to engage with the product. Hence, designing products with predefined
personalities during the design phase may be desirable [66]. Research has shown that a
set of 20 items can determine a product’s personality based on its appearance during the
design process [66].

Another method of assessing empathy involves evaluating the relationship between
the user and the intelligence. This is because the user’s own personality traits, such
as extroversion, influence their perception and behavior towards the AI interface [31].
Consequently, an alternative approach argues that the emphasis should not solely be on
evaluating the perceived personality of the product but also on assessing the user’s social
relationship with the intelligent product. Examples include the Interpersonal Reactivity
Index (IRI) [67] and the Barrett-Lennard Relationship Inventory (BLRI) [68].

5 Potential Issues

5.1 Regarding Technical and Design Issues

Advancements in AI technology have sparked concerns regarding the societal impact
of intelligent machines, often overlooking moral and ethical considerations. Trust, as a
fundamental element of successful cooperation, poses the primary challenge. For robots
to effectively function within society, they must be designed to inspire trust. Societies
foster trust among members through morals, ethics, and social norms. Hence, artificial
intelligencesmust be designed to adhere to these norms, ensuring acceptance and societal
benefits [69].

Another critical issue is the perception of threat. Research indicates that humans
perceive robots with higher thinking abilities as more competent in serving them [3].
However, people may also perceive threats, including real ones like unemployment and
resource loss, as well as symbolic threats like the loss of human uniqueness. Future
research may focus on mitigating user threat perceptions through empathic interaction
during the design phase.

While robots with greater intelligence capabilities may evoke ambivalent attitudes
[70] the expression of empathic emotions by anthropomorphic agents can also have
adverse effects [71]. For instance, virtual agents expressing emotions in inappropriate
contexts may yield more negative outcomes than those that do not [34]. Therefore, the
expression of empathic emotions must always be contextualized within human societal
norms, especially when the product impacts users’ emotional experiences on a large
scale. Designers must proceed cautiously in such scenarios.

5.2 The Difficulty of AI Design

HCI designers often struggle with conceptualizing and prototyping AI systems. Many
researchers find machine learning particularly challenging to design for due to the com-
plex technical principles underlying it and the high uncertainty associated with its out-
puts. While machine learning has expanded design possibilities, collaboration between
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engineers and software developers still tilts heavily towards technological engineer-
ing innovations, with design-led innovations lagging behind [72]. Moreover, without
adequate prototyping, AI systems may produce reasoning errors when not tailored to
diverse users and environments, potentially violating established usability guidelines for
traditional user interface design [73, 74].

Researchers in Human-Computer Interaction have delved into AI system design.
Extensive research has led to the proposal and validation of 18 guidelines for AI inter-
action design [73] Some studies have also devised simple rule-based simulators as AI
prototyping tools, linking rule-based interaction features to AI design complexity [75,
76]. While these studies offer valuable insights into designing more fluid AI systems,
we believe that, given the rapid evolution of artificial intelligence, the crux of design-
ing empathic human-computer interactions lies in establishing an intrinsic logic rela-
tionship between them. By integrating this understanding with the current context of
AI technology, we can enhance the cognitive, regulatory, and reactive capabilities of
intelligences.

6 Conclusion

The aim of this paper is to explore various aspects of human-computer empathy con-
struction from diverse perspectives. To initiate the discussion, we provide a definition of
empathy and examine its impact on human society. We then delve into both implemen-
tation and design aspects of empathy, with a focus on technical implementation, given
the predominant role of technology in driving human-computer empathy interactions
currently. Drawing from cognitive empathy theory in psychology, computer researchers
have developed a model for human-computer empathy. Leveraging advancements in
emotion computing technology, a model of artificial empathy can be established through
three key steps: emotion assessment, mediation, and response. Subsequently, we delve
into the design implementation phase. Despite significant research on models and algo-
rithms in computer technology, designers must consider regulating factors such as per-
sonality, similarity, and context in the emotion regulation phase. Furthermore, providing
emotional feedback to users through language, expression, and actions is crucial in the
emotion response section.

Additionally, this paper addresses potential challenges and obstacles in this research
direction, enabling readers to anticipate and navigate them effectively. By providing
a comprehensive overview of human-computer empathy, we aim to facilitate a deeper
understanding of this complex research area for technicians and designers interested in
this field.While this paper strives to ensure high-quality literature citations,we encourage
readers to conduct independent research, as there is no standardized search and filtering
of papers. Instead, the integration and collection of core information are subjective. We
recommend exploring the referenced literature further to gain a deeper understanding of
the topic.
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Abstract. Artificial intelligence (AI) hits music creation. With the assistance of
AI, the threshold of music generation decreases. Users are capable of generating
high-quality music for entertainment and business purposes. As the increasing
number of music generated by either AI algorithms or musicians, who should be
responsible for or benefit from the music?Whether the music is public property or
private property is widely argued. This study focuses on copyright consciousness
of music created by AI algorithms. To understand copyright consciousness, this
study investigatedfive copyright determinants (economic incentive, independence,
creativity, intelligence effort, and tool property) and identified eightmusic creation
scenarios based on stakeholders (programmers, music producers and end-users)
and the degree of AI involvement (fully autonomous, partially autonomous, and
automatic) through survey research. This study ended up with 137 valid responses
via online survey platforms. Kruskal-Wallis test and logistic regression were used
for data analysis. According to the results, this study indicated that creativity and
tool property were important for programmers’ copyright consciousness; eco-
nomic incentive mattered end-users’ copyright consciousness; economic incen-
tive, independence, and creativity were critical for music producers’ copyright
consciousness. Moreover, tool property influenced overall copyright conscious-
ness in AI creative spaces, while intelligence effort was increasingly important
as the growth of the degree of AI involvement. Gathering the results, this study
proposed a copyright consciousness framework for suggesting critical copyright
determinants for recognizingAImusic as personal or public property from the per-
spective of different stakeholders. As the increasing use of AI in music creation,
this study believes that the results and proposed framework could help understand
copyright consciousness from various aspects, which should be foundations for
developing future human-centered AI-related copyright.

Keywords: Artificial intelligence · Copyright · AI music ·Music creation

1 Introduction

Artificial intelligence (AI) reduces the threshold of music creation and facilitates music
production processes. Everyone may be a creator with the assistance of AI. For exam-
ple, users can generate soundtracks with inputting genres, moods and instruments to
AI machine; musicians can facilitate the songwriting process with AI collaboration;

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
P.-L. P. Rau (Ed.): HCII 2024, LNCS 14702, pp. 210–225, 2024.
https://doi.org/10.1007/978-3-031-60913-8_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-60913-8_15&domain=pdf
http://orcid.org/0000-0001-5901-0623
http://orcid.org/0000-0002-5713-8612
https://doi.org/10.1007/978-3-031-60913-8_15


Using Artificial Intelligence in Music Creation? 211

manufactures can produce perfect music pieces for commercialization by developing
powerful AI algorithms. While debates about the copyright of the work created with
AI are ongoing, there are legal grey areas of the copyright to computer-generated work,
including arts, music, and articles.

The scope of copyright has expanded to encompass anyone who uses AI machines.
Discussions about the copyright of AI-generatedwork (AIwork) suggest that individuals
such as users, musicians, manufacturers, and programmers all contribute to the creation
process to varying degrees, which raises questions about who has rightful ownership
of the work. However, the current copyright practices in most countries define “work”
as a form of presenting ideas and require human authors for copyrightable work. This
definition is not applicable to AI work since the originality and human involvement are
uncertain in AI-based creation.

It is true in creative spaces where rules about AI work are ambiguous and immature.
This leads to negative impacts on human beings due to the lack of passion on work, the
loss of employment, and even disordered market [1]. To safeguard humanity, a complete
understanding of copyright is necessary as it is a formal way to protect human values
from being threatened by AI. Investigating public copyright consciousness is a starting
point to achieve this goal. This study aims to focus on the copyright consciousness
of AI-generated music and propose a copyright framework for stakeholders involved
in AI music creation. Given the blooming applications of AI, this study believes that
understanding people’s attitudes towards AI work can provide prospective insights for
the future of AI copyright.

2 Related Work

2.1 Computer-Generated Work and AI Work

Computer-generated work has been widely mentioned in several court judgments and
legal discussions. Computer scientists have argued the necessity for copyright protection
of computer-generated work since the early stages of AI. Although the first submission
of the registration for computer-generated workwas before 1965, two reasons havemade
it difficult to manage (Copyright Office Library of Congress, 1966) [2]. One argued that
the computer was merely a tool, and the other was the human prerequisite of copyright
[3].

AI has significantly advanced computer-generatedwork as it can approximate human
intelligence and collaborate with humans to complete tasks [4]. For example, with the
assistance of AI, video creators can quickly find out and regenerate suitable music for
fitting their videos [5]. Thus, AI is somewhat autonomous and unpredictable, making
AI work an extending definition of computer-generated work [6].

Nevertheless, the lack of transparency ofAI presents newchallenges for the copyright
of AI work since it impedes the ability to determine the contributions of programmers
and users to the AI work [7]. While AI is highly autonomous, humans are still required
to manipulate the AI machine. In the creation process of AI work, programmers have to
develop and tune the algorithms, while users execute AImachine for creation. This study
argued that both roles do put intelligence efforts on creating an AI work, making them
eligible for rights over the AI work. Therefore, in addition to consider the tool property
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and human prerequisite in copyright domain following with the traditional regulations,
this study suggested that intelligence efforts should be crucial factor for clarifying the
responsibility between AI machines and humans, which is associated with copyright
concerns, legal and ethical problems [8, 9].

2.2 Divergent Copyright of AI Work

Copyright ensures authorship of the original work, which is established for two primary
purposes: 1) to contribute to public welfare and 2) to encourage continuous creation
[10]. The first purpose is to attract more attention and increase public accessibility,
which builds mutual communication between the public and the authors, and develop
a good connection. The second purpose shows that copyright serves as an incentive for
authors to keep innovation [11]. In other words, copyright protection can affirm efforts
of specified authors and ensure their rights over the work.

However,whetherAIwork can be applicable to the current copyright remains unclear
and varies across countries. Civil law countries generally employ natural right justifica-
tion, while common law countries adopt utilitarianism, resulting in different copyright
perspectives on AI work [12–14]. Common law countries such as the United Kingdom
(UK) explicitly mention computer-generated work, while civil law countries like Japan
do not [15, 16]. The UK Act s 178 states the copyright of computer-generated work
protected those work generated by an original program and “the work generated by a
computer in circumstances such that there is no human author of the work”. Similarly,
the Irish Copyright and Related Rights Act 2000 protects that the work “the work is
generated by computer in circumstances where the author of the work is not an indi-
vidual”. Nonetheless, the copyrightability of AI work was still debated based on factors
like originality, creativity, and algorithmic adaptation [17], with creativity being themost
significant concern [16].

McCutcheon [18] identified three different authorship types undertaken across the
following countries: the UK, the United States, Germany, Italy, and Australia. The first
type was the UK, stating that the authorship belonged to the person who performed the
work’s necessary arrangements. The second type was the US, Germany, and Italy. Their
rule of thumbs was to give authorship to works that satisfy human prerequisites and
personal intellectual creation. Hence, creative individuals are required for authorship.
The third type was Australia, which prohibited the protection of computer-generated
work unless it could benefit the public and originated through intelligence effort. Bene-
fitting the public was another concern for authorship in the third implementation type, in
addition to human requirements. Hoesl and Butz [19] reported that various authorships
were emerging, and the degree of work experience might be a sense of authorship in
AI applications. Nevertheless, recognizing authorship in AI work is still an open prob-
lem, and there is no ground truth to follow. Erdélyi and Goldsmith [20] suggested that
proactive action internationally helped regulate wide-scale AI applications.

While many studies have examined copyright laws related to AI work, few have
focused on relevant laws in Asian countries. Two notable cases in China in 2019 shed
light on the issue of copyright protection for AI work. InBeijing Film LawFirm v Beijing
Baidu Netcom Science & Technology Co Ltd (Film), the court concluded that natural
persons were required for copyright protection; thus, the work was not copyrightable
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[21]. Additionally, in Shenzhen Tencent Computer System Co Ltd v Shanghai Yingxun
Technology Co Ltd (Tencent), the court presented that the output of the intelligent writing
computer met the requirements of written work; thus, the work was copyrightable [22].
In addition to justifying the copyrightability of AI work, both cases highlighted the
importance of considering the key action for the output and originality for determining
authorship in AI creative spaces. This study argued that these issues must be discussed
to address the copyrightability of AI work.

2.3 Research Model

AI music is a form of computer-generated works, and it is a work of cognitive non-
consciousness with few personalities. The gap between the artist and the audience have
been enlarged because of the engagement of programmers. Daniele and Song [23]
reported that it was difficult to examine the value of creativity and the role of AI in
art-creation procedures. Identifying human intelligence input and ensuring predictable
and duplicable expressions are two challenges for AI copyright. In fact, AI relies heavily
on abundant datasets and algorithms. Artists’ and programmers’ input makes ambiguous
in responsibility among artists, programmers, and even machines [24, 25].

Based on AI music creation processes, this study proposes a research model (See
Fig. 1) to understand AI copyright consciousness with copyright determinants. Three
copyright stakeholders of AI music, including programmers, end-users of AI machine,
and music producers, were considered in the research model. This study constructed
eight music creation scenarios on the basis of hybrid situations of human and machine
intelligence, which clearly divided different human-machine collaboration scenarios by
decision preparation and decision [26]. In this way, this study could figure out copyright
consciousness that AI music in the personal domain or in the public domain in different
hybrid AI music creation scenarios. Meanwhile, the critical copyright determinants for
stakeholders in AI music creation in these scenarios were pointed out.

There are five determinants identified for AI copyright in the research model, includ-
ing economic incentive (ofwork), independence (ofwork), the creativity (ofwork), intel-
ligence effort (whether the human effort is involved during creation?), and tool property
(what role does the AI play as?). First, economic incentive encourages artists to maintain
their creation and motivation because of copyright. Second, originality and creativity
contribute to the independent work, while it is difficult to determine in deep learning
methods, such as a generative adversarial network (GAN). It enhances performance by
self-generated noises and reduces the originality and creativity of human beings at the
same time. Third, a minimal degree of creativity is essential for copyrightable work
[27]. The prior visual examination of creativity is insufficient and no longer adaptable
to distinguish between human and computer creativity. Fourth, whether or not human
intelligence is involved in the work is difficult to evaluate [28]. Personality and human
intelligence may be excluded once the neural network can generate without human inter-
ruption. Fifth, the role of a computer is a tool or an autonomousmachine during creation.
This is because a lower autonomous level is likely to be a support for artists and relevant
to clarifying a work’s copyrightability [29].
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Fig. 1. Research model of this study

3 Methodology

3.1 Questionnaire Design

There are three parts of the survey questionnaire, including demographic characteristics,
the understanding of AI music, and scenarios for measuring copyright consciousness.
First, the demographic characteristics and participants’ previous music learning expe-
riences, such as age and instruments, were collected. The understanding of AI music
revealed participants’ knowledge of AI, music, and law. Subsequently, eight scenarios
were designed for investigation.

Although AI machine is complex, programmers might be the ones who have the
best understanding of the mechanism for maintaining and developing the machine. By
contrast, it is like a black box for end-users and music producers. Thus, the studied
scenarios were designed according to three stakeholders’ perspectives with different
degrees of AI involvement. Table 1 presents eight scenarios in this study.

Table 1. Perspective and degree of AI involvement in eight scenarios

Scenario Perspective Degree of AI involvement Description

S1 Programmers Fully autonomic Feed data directly

S2 Programmers Partially autonomic Gather rules beforehand

S3 End-users Fully autonomic With end-users input,
unpredictable results

S4 End-users Partially autonomic Selection of
unpredictable results

S5 Music producers Fully autonomic No input, unpredictable
results

(continued)
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Table 1. (continued)

Scenario Perspective Degree of AI involvement Description

S6 Music producers Partially autonomic Machine evaluation

S7 Music producers Partially autonomic Human-machine
collaboration

S8 Music producers Automatic

S1 and S2were designed to examine the copyright when programmers applied AI for
developing purposes. S3 and S4 were proposed to investigate copyright consciousness
when AI was released to the market for entertainment purposes. S5, S6, S7, and S8 were
described to evaluate the copyright consciousness of music producers who are likely to
use AI for work. Table 2 describes the eight scenarios in detail.

Table 2. Description of eight scenarios

Scenario Scenario description

S1 To create a track with your styles through a machine, programmers directly input a
large number of your works to generate music of your styles by the program

S2 To create a track with your styles through a machine, programmers analyse a large
number of your works and conclude your styles (scales, modes, arrangement, etc.)
as rules. Then they can generate music of your styles by the program under the
condition of rules

S3 There is a music generation software, and it is a product for users. Users would do
only two steps: one is to input someone’s music, and the other is to click the “Start”
button. After that, they could obtain a piece of music with someone’s style

S4 There is a music generation software, and it is a product for users. After inputting
someone’s music, users then click the “Start” button. They could obtain a piece of
music with someone’s style. Furthermore, users can evaluate the music based on
their preferences and choose to keep it or not

S5 Artificial Intelligence can generate music with originality. Thus, we can complete
the whole creation process simply with an AI machine. The only we should do is to
click a button and motivate the program

S6 To generate a suite, we input several music pieces to a machine. After machine
evaluating the quality and performance of a different combination of music, it will
output the optimal suite

S7 You summarize someone’s styles into rules and create some part of music as
conditions. Then you could generate a music piece from your collaboration with
the machine

S8 You can make music with the assistance of AI by entering your ideas to the
machine. Then, a piece of music can be generated accordingly
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In the questionnaire, every respondent was assigned four random scenarios and
completed the following questions regarding the five copyright characteristics (economic
incentive, independence, creativity, intelligence effort, and tool property). In addition,
the copyright consciousness indicating the work generated from the scenario was in
public or personal domain should be answered. A seven-point Likert scale was applied
to participants to indicate their agreement with the corresponding statements. A score
of 1 represented completely disagree, while a score of 7 meant completely agree. The
questions are presented in the Appendix.

This study ensured response quality via controlling the questionnaire in a short
version, indicating respondents could finish within 15 to 30 min [30]. Meanwhile, this
study provided small prizes to appreciate their participant for each valid response.

3.2 Reliability Analysis

According to the rule of Cronbach’s alpha coefficients in the exploratory analysis, it is
acceptable when the value is greater than 0.5. Therefore, to test the internal consistency,
this study calculated the Cronbach’s alpha for each determinant of scenarios in the
questionnaire. Results indicated that reliability of this study was acceptable (Table 3).

Table 3. Cronbach’s alpha for the investigation of copyright consciousness

Determinant

Scenario EI ID CR IE TP

S1 0.91 0.79 0.87 0.72 0.88

S2 0.89 0.78 0.88 0.69 0.81

S3 0.94 0.85 0.86 0.79 0.86

S4 0.96 0.91 0.93 0.79 0.92

S5 0.97 0.91 0.87 0.87 0.85

S6 0.96 0.87 0.86 0.81 0.92

S7 0.93 0.89 0.86 0.70 0.94

S8 0.94 0.87 0.87 0.72 0.90

*EI= Economic incentive; ID= Independence; CR= Creativity; IE= Intelligence effort; TP=
Tool property

3.3 Participants

This study received 137 valid questionnaires. The age of the 137 respondents ranged from
19 to 64 (mean= 25.37, SD= 7.96). Those who had learned music for at least one year
were eligible to participate in this investigation as they should reflect the needs of people
and be potential users of AI machine for music creation. Nearly 70% of respondents (95
out of 137) had learned music for more than five years, while over 40% of respondents
(57 out of 137) had more than ten years of learning experience.
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SincemostAI and electronicmusicwere based onWesternmusic elements, this study
also noted the instruments that respondents had learned. Respondents had to recall the
instruments they had learned as much as possible. Among all respondents, 73 respon-
dents learned piano (53%), which was the most popular instrument mentioned in the
questionnaires. On the other hand, Guzheng was reported as the most favoured Chinese
instrument.

Additionally, this study asked participants to report their experiences for making
music in the past year, which indicated their familiarity with the music creation process.
Twenty respondents disclosed that they participated in music creation, including, but not
limited to, composing, arranging, and recording. On average, they were involved in the
music creation process 3.7 times (SD = 3.21) in the past year.

4 Results and Discussion

Results overviewed participants’ understanding of AI music and relevant legal knowl-
edge. Nonparametric test was applied in this analysis because the data did not follow
the normal distribution. Hence, this study used Kruskal-Wallis Test and post-hoc test for
the Kruskal-Wallis Test with R to conclude the results. In addition, this study conducted
logistic regression to predict the overall copyright consciousness, which refers to per-
sonal or public property. Five copyright determinants served as independent variables,
and overall copyright consciousness was the dependent variable.

4.1 Understanding of AI Music

This study collected the participants’ understanding of the relevant issues in AI music
before the main questionnaire. Figure 2 shows the overall understanding levels. With
the comparison of AI+music (mean= 3.33, SD= 1.47) and AI+music+ law (mean
= 2.23, SD = 1.23), participants were more familiar with AI + music. Nevertheless,
over half of the participants scored 1 to 4 in AI + music, which indicated that the
understanding of AI music was limited. On the other hand, most respondents scored 1
to 4 in AI + music + law (129 out of 137, 93%), which meant that nearly all of them
were unfamiliar with the legal issues involving the AI.

The results could project two implications of people’s consciousness of copyright as
the increasing AI application in art creation, particularly for music. First, it is universal
that consciousness of scientific and technological laws is weak. Second, the regulation
of computer-assisted or computer-generated works, such as those empowered by AI,
remains ambiguous.
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Fig. 2. Participants’ understanding of AI music

4.2 Copyright Determinants – Programmers’ Perspective

In the AI music creation process, programmers are critical because they are responsible
for algorithms. Therefore, their thoughts result in different AI mechanisms. The lower
the input, the higher the degree of autonomy theAImachinewill have. In otherwords, the
results indicated that the outcomes would rely on machine consciousness as autonomy
increased (see Fig. 3(a)).

Statistical analysis results reported that there was no significant difference among
five determinants. While two implications could be highlighted according to descriptive
results. First, creativity was lower in the fully autonomic scenario. The results reported
that participants thought less creativity was involved in the creation process when the
data were input without actions. This implication reflected the importance of human
creativity during programming. Second, respondents revealed that the machine’s tool
property in the partially autonomic scenario was higher than that in the fully autonomic
scenario. Both scenarios usually occurred far from the market since many of them were
ongoing projects. Accordingly, the results suggested that creativity and tool property
were the two critical dimensions to investigate while specifying the copyright of work
created during the development process.

4.3 Copyright Determinants – End-Users’ Perspective

Human intelligence input was low after releasing it to the market. Some people might
argue that end-users had the right to own the AI machine via the purchasing contract.
This study aims to determine the crucial dimensions of copyright to clarify the arguing
targets from the end-user’s perspective (see Fig. 3(b)).

This study found that economic incentive in the partially autonomic scenario was
marginally significantly higher than that in the fully autonomic scenario (p = 0.05).
The results concluded that rewarding end-users with participation via evaluation and
filtering machine outcomes promotes their willingness to make music with AI. On the
other hand, respondents reported that a fully autonomic machine might not increase
their intentions, even though the work was valuable. As a result, economic incentive
was critical in determining the copyright of machine works in the scenario in which
end-users were able to participate.
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Fig. 3. Results of five determinants in eight scenarios

4.4 Copyright Determinants – Music Producers’ Perspective

Repetitive and redundant tasks were eliminated with the assistance of AI, so that music
producers can put more effort into creativity and innovation. In other words, the music
creation process could be facilitated by AI. To understand the influence of copyright
dimensions on the relevant creation processes, this study constructed four scenarios for
investigation.

According to Fig. 3(c) and the results of statistical analysis, the fully autonomic
scenario (S5) was significantly different from S7 and S8 in terms of economic incentive,
independence, creativity, and intelligence effort (p < 0.05). While S5 was significantly
different from S7 for tool property as well (p < 0.05). The scenario with machine
decision-making (S6) was significantly different from S5 in terms of intelligence effort
(p < 0.05). This study gathered five implications. First, a human involved in the music
creation process is essential to determine copyright in terms of economic incentive.Mak-
ing music in a fully autonomic scenario might not increase music producers’ motivation
due to the low economic incentive. Second, in terms of independence, human ideas
in the music creation process would be the most crucial in determining independence.
Third, except for the fully autonomic scenario, the music created under the other three
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scenarios was more creative, indicating users’ higher involvement. Fourth, respondents
reported a lower agreement to give a human author under the fully autonomic scenario.
Fifth, respondents reported that a fully autonomic scenario was not a tool that enhanced
user efficiency because of the lack of human involvement.

4.5 Copyright Consciousness

The copyright for AI work nowadays is ambiguous, it is noteworthy to clarify who
should be responsible for it or own the right to use it in terms of personal or public
property. In this study overall copyright consciousness was investigated with four target
scenarios. Among the three perspectives, fully autonomic scenarios showed significant
differences from others, and they were supposed to result in dramatic challenges for
the compatibility of copyright. The results also reported that S6 was another notable
scenario from the music producers’ perspective, which relied on machine decision-
making. Hence, this study focused on three fully autonomic scenarios (S1, S3, S5) and
one partially autonomic scenario (S6).

To build up the logistic regression model for examining overall copyright conscious-
ness, this study processed data with evident attitudes and opinions on personal or public
property. According to Table 4, the four regressionmodels showed a significant improve-
ment over the null model by evaluating the likelihood ratio test. In terms of individual
regression of S1, tool property was a significant predictor, and independence was a
marginally significant predictor of overall copyright consciousness. For the individ-
ual regression model of S3, intelligence effort was the only significant predictor. The
results of S5 showed that intelligence effort was significant predictor while creativity
was marginally significant, and the intercept was suggested to apply to the model of S5.
As for the individual regression model of S6, economic incentive, independence, and
intelligence effort were significant predictors of overall copyright consciousness.

According to odd ratios, the increasing agreement to tool property in S1, people were
likely to view the AI music as personal property (ORS1 = 0.21, 95%C.I.= [0.02, 0.77]).
Whereas, the AI music in S3, S5, and S6 as public property as the increasing agreement
to the lack of intelligence effort (ORS3 = 2,29, 95% C.I. = [1.23, 5.01]; ORS5 = 7.11,
95%C.I.= [2.44, 35.60]; ORS6 = 5.04, 95%C.I.= [1.78,26.63]). Although the targeted
four scenarios were AI decision-making, the overall copyright consciousness differed
from the music creation stages in which autonomous AI was exploited. Tool property
was related to an earlier stage, such as S1, and intelligence effort was corresponding to
stages approaching the market, like S3, S5, and S6.
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Table 4. Logistic regression analysis of S1, S3, S5, and S6

Constant EI ID CR IE TP Likelihood
ratio test

S1 b 6.7 0.79 −2.29 −0.24 1.15 −1.57 Overall
model
evaluation

25.64

OR – 2.21 0.1 0.78 3.15 0.21 5

p 0.15 0.22 0.84 0.18

S3 b − 0.85 0.42 − 0.84 − 0.33 0.83 0.02 19.45

OR – 1.52 0.43 0.72 2.29 1.02 5

p 0.67 0.2 0.13 0.56 0.96

S5 b − 7.32 0.17 − 0.74 − 1.04 1.96 0.86 40.17

OR – 1.19 0.48 0.35 7.11 2.36 5

p 0.51 0.16

S6 b 3 1.08 − 1.91 − 0.56 1.62 − 0.87 27.18

OR – 2.93 0.15 0.57 5.04 0.42 5

p 0.14 0.23 0.1

*EI= Economic incentive; ID= Independence; CR= Creativity; IE= Intelligence effort; TP=
Tool property

4.6 Copyright Framework

Determining the copyright of the AI music generated by a fully autonomous machine
should be a challenge.Whether it is included in the personal or public domain is one of the
most difficult problems. Thus, this study tackled this problem through the investigation
of copyright consciousness under scenarios that stakeholders were interacting with a
fully autonomous machine. According to the results of logistic regression, this study
revealed critical factors to recognize personal and public property. Once the AI music
was indicated as personal work, clarifying the copyright holders was important because
it reserves the right for their own use.

Therefore, this study proposed a copyright framework for stakeholders in AI music
creation (See Fig. 4). The presented framework first reported conditions for identifying
AI music as personal property. Then, determinants for the copyright of each stakeholder
in the AI music production process were suggested.
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Fig. 4. Copyright framework for AI music stakeholders

5 Conclusion

This study has revealed the copyright consciousness from stakeholders’ perspectives.
Their concerns about the copyright of AI music are varied because of their proximity
to the market. According to the results, this study suggested that programmers con-
sidered creativity and tool property essential to determine the copyright of AI music;
music producers paid close attention to economic incentive, independence, and creativ-
ity speaking of the copyright of AI music; end-users focused on economic incentive
specifically. Apart from that, the increasing tool property of the machine in an earlier
stage of AI music creation (particularly programmers) would make the AI work a per-
sonal property, while the decreasing intelligence effort engaged in the latter stages of AI
music creation (particularly end-users) would make the AI work a public property. In
summary, this study proposed a copyright framework for AI music stakeholders, which
gave grounds for further development of AI-related copyright based on human-centred
perspectives.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Appendix

Table A. Questionnaire for copyright consciousness

Copyright determinant Items Sources

Economic incentive • The economic benefits of this music work in the
market will enhance my willingness to create music
in the future

• I think the economic value of this music work
positively influences my willingness to create music

• When I learn that this music work is with economic
value, I will be more active in creating music

[10, 11]

Independence • The value of this music work is equal to my own work
• I think this music work should be protected by
copyright as other music works

• No matter how the work is produced, it deserves
equal rights

[10, 17]

Creativity • I think author’s creativity is presented in this music
work

• Creativity exists in this music work
• This music work is with originality and should be
protected with copyright

• Intellectual effort is necessary to accomplish this
music work

[23, 27]

Intelligence effort • Human is not necessary in this music creation process
• I think the artificial intelligence applied in this music
work is autonomous

• I think the artificial intelligence applied in this music
work can complete critical creating actions, for
example, compose, arrangements

[3, 18, 24, 25]

Tool property • I think this artificial intelligence is a tool to make
music

• Making music with this artificial intelligence enhance
my efficiency

• People can make music with the assistance of this
artificial intelligence

[3]

Overall copyright consciousness • This music work is personal property. To do anything
that may infringe authors’ right should ask for
permission beforehand

• This music work is public property. Everyone can use
it without limitation

–
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Abstract. Robotic devices are being introduced to support active aging and
enhance the lives of older adults at home. To effectively design and implement
such devices, it is crucial to investigate the user needs of both older adults and
their family members. This study aimed to investigate middle-aged adults and
older adults’ needs for home robotic devices. A total of 46 participants took
part in interviews focusing on the appearance, social characteristics, functional
requirements, and acceptance of home robotic devices. The results revealed that,
in terms of appearance, middle-aged adults showed a preference for mechani-
cal robots, whereas older adults favored humanoid robots. Both middle-aged and
older adults liked female robots in terms of social characteristics. In terms of
functional needs, both middle-aged and older adults considered life management
functions as the most important. However, older adults placed less importance
on entertainment functions, while middle-aged adults perceived emotional com-
munication as less essential. In terms of the factors influencing acceptance, the
critical factors that influence older adults’ acceptance were economic factors and
psychological factors. The critical factors influencing middle-aged adults’ accep-
tance were economic factors, technological maturity, functional perfection, and
other technical characteristics. These findings have implications for the design
and implementation of home robotic devices.

Keywords: Home Robotic Devices · Older Adults · Aging · User Needs ·
Human-Robot Interaction

1 Introduction

With the acceleration of population aging in China, the old-age care mode selection
among middle-aged and older adults has attracted more attention in recent studies [1, 2].
The introduction of home robotic devices can be used as an effective solution to address
the challenges and enhance the daily well-being of older adults. These devices can not
only assist older adults in daily tasks [3] but also provide companionship, alleviating
feelings of loneliness [4].

Nonetheless, older adults’ needs for home robotic devices have not been fully inves-
tigated. Compared to younger generations, older adults also have lower proficiency in
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using smart machines [5]. When introducing robotic devices into the domestic environ-
ment, it is crucial to take into account the specific preferences of each family member
regarding their usage. Particularly in China, home-based elderly care is the primary
mode of elderly care, and older adults are more dependent on their children. Previous
research found that younger, middle-aged, and older adults differed significantly in their
user requirements and acceptance of the smart home voice assistant [6].

Therefore, this study aims to investigate the user needs of home robotic devices in
middle-aged andolder adults. The user needs include their preferences in robotic devices’
appearance, social characteristics, and functions. Moreover, this study also analyzed the
factors influencing the acceptance of home robotic devices. The results could provide
insights to aid in the design and development of home robotic devices for various age
groups.

2 Literature Review

2.1 Effects of Robotic Devices’ Characteristics on Human-Robot Interaction

Previous research has shown that the appearance and social characteristics of robots
are crucial factors affecting human-robot interaction [7]. Older adults exhibited higher
sensitivity towards the visual aesthetics of robots, the visual aesthetics of robots also
impacted their acceptance of such technologies [3]. Moreover, users were likely to con-
nect robotic devices with their functions. For example, mechanical robots were often
perceived as ill-equipped to handle certain social tasks such as nursing and teaching
[8], while humanoid robots were perceived as more useful and intelligent than their
mechanical counterparts [9]. In terms of robot size, smaller robots were preferred in
home environments, whereas larger robots were favored in medical care tasks [8].

In terms of robots’ social characteristics, previous research found that receptionist
robots were frequently designed with more feminine attributes and were perceived as
being more “hospitable”, while robots with masculine characteristics were believed to
excel in tasks associated with traditional male stereotypes, such as moving objects and
operatingmachinery [10].Moreover, when robotswere designedwith broader shoulders,
they were perceived as having a more “authoritative” presence [11]. Female chatbots
were also regarded as communicating in a kinder, friendlier, and more polite manner
compared to male or gender-neutral chatbots [12].

2.2 Effects of Robotic Devices’ Characteristics on Human-Robot Interaction

In the domestic environment, robotic devices can provide various functions including
providing physical and cognitive rehabilitation,managingmedication, andoffering phys-
ical assistance for daily tasks [13]. Additionally, they can contribute to companionship,
health improvement, and social engagement for users [14–17]. Previous research found
that for older adults, the most crucial functions of robots were assisting older adults in
daily activities, facilitating tailored interactions, and promoting social engagement and
leisure activities, for clinical professionals and caregivers, the most crucial functions
were reminding patients of the care plans and monitoring the health and safety [18]. Ruf
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et al. highlighted the use of robots as exercise coaches for older adults and emphasized
the positive impact of social assistance robots on motivating them to partake in social
exercises and remain active [19]. Zafrani et al. found that social assistive robots could sig-
nificantly enhance the quality of life for older adults [20]. Recent research also revealed
that older adults were less receptive to intimate physical assistance from robots, such as
bathing, but more inclined to utilize robots for simpler tasks like managing reminders
and facilitating communication [21, 22]. The robots should be adaptable to the needs,
preferences, and unique desires of their users to promote users’ trust and usage intention
[23].

2.3 Technical Acceptance Model for Older Adults Using Home Robotic Devices

The Technology Acceptance Model [24] posits that people’s acceptance of household
machinery and equipment is largely determined by two factors: perceived ease of use
and usefulness. Previous research found that individuals might have negative attitudes
toward family caregivers’ usage of such technologies to assist them in caring for their
loved ones. Some research pointed out that providing personal visits to older adults and
extending emotional care might be more favorable approaches [25]. Furthermore, pre-
vious research found that highly anthropomorphic designs of robots could pose privacy
issues [9, 26]. The presence of robots should not compromise the safety of older adults
[27]. For example, the robot should have settings that not granting entry to unauthorized
individuals and refraining from sharing personal information with unknown parties. Pre-
vious research also found that some respondents expressed concerns about over-reliance
on robots, potentially leading to a loss of autonomy and independence [28]. Due to
cost-related apprehensions, elderly household residents thought hiring nursing staff to
be more practical than acquiring robots [29].

3 Research Questions

The objective of this study is to investigate middle-aged and older adults’ preferences for
home robotic devices’ characteristics and functions, and the factors influencing middle-
aged and older adults’ acceptance of home robotic devices. Furthermore, this study aims
to investigate whether there are significant differences exist between middle-aged and
older adults’ preferences or the factors influencing their acceptance. This leads to the
following research questions:

Research Question 1: Do middle-aged, and older adults differ in their preferences
toward home robotic devices’ appearance and social characteristics?

Research Question 2: Do middle-aged, and older adults differ in their preferences
toward home robotic devices’ functions?

Research Question 3: What are the critical factors that influence middle-aged and
older adults’ acceptance of home robotic devices?
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4 Methodology

4.1 Participants

23 middle-aged participants (Mean age= 47.78 years, SD= 3.85) and 23 older partici-
pants (Mean age= 68.96 years, SD= 5.62) were recruited from Fuzhou and Quanzhou.
In this study, older adults refer to adults in the age range of 60 years and above, and
middle-aged adults refer to adults in the age range of 40–59 years old. Demographic
information of participants involved in the interview is presented in Table 1. Among
demographic information of middle-aged and older participants, there were significant
differences in monthly income (p < 0.05) and whether had known about home robotic
devices (p < 0.05). 82.61% of older participants had a monthly income of 3000 RMB
or less, while 82.61% of middle-aged participants had a monthly income above 3000
RMB. In addition, 39.13% of middle-aged participants said they had known about home
robotic devices, while only 4.35% of older participants showed the same case. In addi-
tion, 8.70% of older participants reported that they lived alone at home, and 34.78% of
middle-aged participants also reported that their parents lived alone.

Table 1. Demographic information of participants

Variables Example Middle-aged
participants

Older participants

Age Mean = 47.78 years, SD
= 3.85

Mean = 68.96 years, SD
= 5.62

Frequency Percentage Frequency Percentage

Gender Male 13 56.52% 10 43.48%

Female 10 43.48% 13 56.52%

Monthly income Below 3000 RMB 4 17.39% 19 82.61%

3000–4500 RMB 4 17.39% 3 13.04%

4500–6000 RMB 8 34.78% 0 0.00%

Above 6000 RMB 7 30.43% 1 4.35%

Education High school or below 18 78.26% 22 95.65%

Junior college 2 8.70% 0 0.00%

Graduate 3 13.04% 1 4.35%

Whether
knew about home
robotic devices

knew about home
robotic devices

9 39.13% 1 4.35%

never heard of home
robotic devices

14 60.87% 22 95.65%
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4.2 Procedures

Before the interview, participants were informed of the purpose of the interview and
the anonymity of the data collection. Each participant was interviewed in a specific
place at a specific time. Firstly, the interviewer played a video to introduce the func-
tions of home robotic devices, including assisting with video chat, communicating with
older adults, reminding older adults to take medicine, etc., so that participants could
learn about home robotic devices. Secondly, the interviewer collected the participants’
demographic information. Thirdly, participants talked about their preferences for home
robotic devices’ appearance type, height, gender, and so on. Fourthly, participants rated
the importance of each function of home robotic devices by using the Likert scale (1:
extremely unimportant, 7: extremely important). The questions included four modules,
consisting of emotional communication, life management, medical security, and enter-
tainment. Finally, based on the Technology AcceptanceModel, participants talked about
the factors affecting their acceptance of home robotic devices. The average duration of
interviews was 30 min. The participants were compensated with a gift for participation.
All recordings were transcribed and then analyzed using a six-step thematic analysis
method, which included (1) familiarity with the data; (2) Generate the initial code; (3)
Looking for a theme; (4) Theme review; (5) the definition and naming of the theme; (6)
Generate analysis reports [30]. The key variables in the interview are shown in Table 2.

Table 2. Key variables in the interview

Modules Variables

Home robotic devices’ appearance and social
characteristics

Appearance type of home robotic devices
Gender of home robotic devices
Character of home robotic devices
Human-robot relationship

Home robotic devices’ functions Emotional functions
Functions of life management
Functions of medical security
Functions of entertainment

External variables influencing factors for user
acceptance

Economic factors
First impression of home robotic devices
Role of adults in family relationship
Concerns about restrictions on user freedom

Perceived usefulness The use of home robotic devices to bring life
assistance
Home robotic devices can improve the
relationship between people
Home robotic devices can replace children of
older adults

Perceived ease of use Obstacles to using home robotic devices

Attitude toward using The acceptance rate of participants
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5 Results

5.1 Participants’ Preference for Appearance and Social Characteristics of Home
Robotic Devices

The results from the chi-square test showed there was a significant difference between
older participants and middle-aged participants in the choice of home robotic devices’
appearance type (χ2= 7.64, p = 0.03). As shown in Fig. 1 and Fig. 2, 65.22% of older
participants preferred the humanoid appearance while 56.52% of middle-aged partici-
pants preferred the mechanical one. In addition, the similarity between the two groups
was expressed in the fact that they rarely chose animal or geometric appearance.

Humanoid,34.78%

Animal,4.35%Mechanical,56.52%

Geometric,4.35%

Middle-aged participants’ preference for home robotic devices’ 

appearance
Humanoid

Animal

Mechanical

Geometric

Fig. 1. Middle-aged participants’ preference for home robotic devices’ appearance

Humanoid,65.22%Animal,8.70%

Mechanical,17.39%

Geometric,8.70%

Older participants’ preference for  home robotic devices’ appearance

Humanoid

Animal

Mechanical

Geometric

Fig. 2. Older participants’ preference for home robotic devices’ appearance

Based on this, participants were required to express the reasons for their preference
for home robotic devices’ appearance. In the answers of middle-aged participants who
chose themechanical appearance, the reasons in order of importancewere: (1) humanoid
home robotic devices were creepy, in line with the uncanny valley theory [31]; (2)
mechanical home robotic devices looked better than others in quality and function. In
the answer of older participants who chose the humanoid appearance, the reasons in
order of importance were: (1) humanoid home robotic devices were more beautiful; (2)
humanoid home robotic devices looked more approachable.

I will choose the humanoid one which looks beautiful (Older participant #15).

I’m going to pick the mechanical home robotic device because the humanoid one
looks creepy (Middle-aged participant #6).
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I would choose the mechanical home robotic device because the humanoid one is
too novel and will frighten children (Older participant #16).

The results from the chi-square test showed there was no significant difference
between older participants and middle-aged participants in the choice of home robotic
devices’ gender (χ2= 3.00, p = 0.28). For home robotic devices’ gender characteristics,
as shown in Fig. 3, the similarities between middle-aged and older participants were that
most participants chose female home robotic devices. In interviews, older participants
and middle-aged participants gave similar reasons. In the responses of participants who
chose female home robotic devices, themain reasons citedwere: (1) female home robotic
devices were better caregivers; (2) female home robotic devices were gentler and more
careful than male home robotic devices. In the responses of participants who chose
male home robotic devices, the main reasons cited were: (1) male home robotic devices
looked more stable and reliable; (2) male home robotic devices taking care of men
were less controversial. In the responses of participants who chose gender-neutral home
robotic devices, the main reasons cited were: (1) mechanical home robotic devices were
supposed to be neutral; (2) gender-neutral devices were less ethically controversial.

Most of the nannies who look after older adults are women (Middle-aged
participant #3).

I think women are more careful and better at communicating with others (Middle-
aged participant #14).

Male home robotic devices are stronger, to make them seem more reliable (Older
participant #10).

Male home robotic devices tend to take care of male owners more easily than
female ones (Older participant #17).

Mechanical home robotic device is supposed to be gender-neutral (Middle-aged
participant #6).

13.04%

47.83%
39.13%

26.09%

56.52%

17.39%

0%

20%

40%

60%

80%

100%

Male Female Gender-neutral

Middle-aged and older participants’ preference for  home robotic devices’ 

gender Middle-aged participants
Older participants

Fig. 3. Participants’ preference for home robotic devices’ gender characteristics

The results from the chi-square test showed there was no significant difference
between older participants and middle-aged participants in the choice of human-robot
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Fig. 4. Participants’ preference for human-robot relationship

relationship (χ2= 1.10, p = 1.00). For the relationship between users and home robotic
devices, the proportion of guards chosen by both groups was the smallest, as shown in
Fig. 4. In the interview, 85.71%ofmiddle-aged participantswho chose the nanny thought
that home robotic devices with the human-robot relationship of nanny would be able to
take better care of older adults, and 66.67% of older participants who chose the nanny
thought similarly. In addition, all older participants who chose the friend believed that
home robotic devices appearing as friends would better communicate with older adults,
and 85.71% of middle-aged participants who chose the friend thought similarly. More-
over, 77.78% of older participants who chose the family considered that home robotic
devices with the human-robot relationship of family would create a warm and harmo-
nious atmosphere for the life of older adults, and 77.78% of middle-aged participants
who chose the family had the same thought.

Home robotic devices should be nannies for older adults so that they can take
better care of older adults (Middle-aged participant #4).

The home robotic device is supposed to be my nanny, and its main task is to help
me with my housework (Older participant #9).

If the home robotic device is my friend, I think it will communicate with me better
(Older participant #3).

The home robotic device can communicate with older adults, it should be the friend
of older adults (Middle-aged participant #3).

5.2 Participants’ Preference for Functions of Home Robotic Devices

This study also analyzed participants’ functional demands of home robotic devices:
emotional communication, life management, medical security, and entertainment.

Emotional Functions of Home Robotic Devices. For emotional functions of the
devices, the results from the non-parametric tests showed there was no significant differ-
ence betweenmiddle-aged and older participants in the five types of emotional functions.
As shown in Fig. 5, among middle-aged participants, the highest priority was the func-
tion of home robotic devices to provide video support, while the lowest one was the
function of home robotic devices to have vivid expression. Among older participants,
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the most important function was emotional communication, while the least important
one was whether home robotic devices had vivid expressions.

5.74 
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Fig. 5. Middle-aged and older participants’ rating of the importance of emotional functions

In the interview, when asked if home robotic devices should have other functions,
the main emotional functions mentioned by older participants were communication and
elimination of boredom. For middle-aged participants, the main emotional functions
were communication and providing psychological counseling.

I hope home robotic devices can help me make video calls with my family. And home
robotic devices can communicate with me to solve my boredom (Older participant
#10).

I hope home robotic devices can communicate with my mother and help her do
some housework (Middle-aged participant #1).

Life Management Functions of Home Robotic Devices. For lifemanagement func-
tions of the devices, the results from the non-parametric tests showed there was a sig-
nificant difference between middle-aged and older participants in remote monitoring (p
= 0.01). Middle-aged participants, as offspring, preferred to know more information
about older adults to ensure their safety. However older participants, as the monitored
group, did not fully accept their all-around monitoring which involves personal privacy
issues. Among older participants, the most important function was a memorandum,
while the least one was remote monitoring. Among middle-aged participants, the most
valued function was to prevent older adults from falling, while the least valued one was
automatic shopping. The above conclusions can be seen in Fig. 6.

When asked if home robotic devices should have other functions, older participants
believed that home robotic devices should provide life management help, such as doing
housework, offering healthy recipes and exercise plans. And middle-aged participants
also believed that home robotic devices should pay attention to the design of lifemanage-
ment functions, including doing housework, detecting danger, providing memorandum,
connecting smart devices, and so on.
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Fig. 6. Middle-aged and older participants’ rating of the importance of lifemanagement functions

I hope that home robotic devices can tailor three meals a day for my diet and daily
exercise program (Older participant #9).

I hope that home robotic devices can help my parents with the housework (Middle-
aged participant #8).

Medical Functions of Home Robotic Devices. For medical functions of the devices,
the results from non-parametric tests showed there was a marginally significant differ-
ence between middle-aged and older participants in the medical consultants (p = 0.08).
According to Fig. 7, among older participants, the most highly valued function was
health monitoring while the least one was health counseling. Among middle-aged par-
ticipants, emergency call was the most valued function, while medical consultant was
the least valued.

In the interview, some participants, whethermiddle-aged or older, believed that home
robotic devices should provide medical security. When participants were asked about
the physical health of older adults, 67.39% of participants said that older adults suffered
from symptoms such as hypertension, hyperlipidemia, and hyperglycemia. Middle-aged
participants also considered the mental health of older adults. When asked if home
robotic devices should haveother functions, someolder participantswanted home robotic
devices to provide medical functions such as monitoring body data. In addition, middle-
aged participants alsomentioned psychological counseling, psychological treatment and
other functions.

I think home robotic devices should monitor my health indicators (Older
participant #12).
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Fig. 7. Middle-aged and older participants’ rating of importance of medical functions

I think home robotic devices should learn to judge whether older adults get sick
(Middle-aged participant #3).

I think home robotic devices should also chat with older adults to provide
psychotherapy (Middle-aged participant #10).

I hope home robotic devices can help older adults with housework and provide
psychological counseling (Middle-aged participant #12).

Entertainment Functions of Home Robotic Devices. For entertainment functions of
the devices, the results from the non-parametric tests showed there was no significant
difference in the rating of importance of entertainment functions among middle-aged
and older participants. In addition, the similarities were reflected in that middle-aged
and older participants rated lower importance of board games. According to Fig. 8,
middle-aged and older participants attached the most importance to the news broadcast.
The function least valued by older participants was board games, while for middle-aged
participants, it was singing and dancing. When participants were asked what other func-
tions the home robotic devices should have, none of them mentioned the entertainment
function.

Functional Preferences of Middle-Aged and Older Participants. When participants
were asked which type of function was the most important, the results from the chi-
square test showed there was no significant difference between middle-aged and older
participants (χ2= 6.37, p = 0.07). According to Fig. 9, the type of function most valued
by older participants was the life management function of home robotic devices, while
the entertainment function was the most unimportant. Among middle-aged participants,
the most valued function was also life management, while the most unimportant was the
emotional communication function of home robotic devices. In addition, the proportion
of middle-aged participants who thought life management was the most important was
significantly higher than that of older participants, and the proportion of middle-aged
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Fig. 8. Middle-aged and older participants’ rating of importance of entertainment functions

participants who thought emotional communication was the most important was signif-
icantly lower than that of older participants. Both groups believed that entertainment
was not very important, which also corresponded to the above conclusion “The average
rating of importance of entertainment was lower than other type of functions”.
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Fig. 9. Middle-aged and older participants’ choice of the most important type of functions

5.3 Factors Influencing Participants’ Acceptance of Home Robotic Devices

In this study, a non-parametric test was used to analyze whether there were significant
differences in older and middle-aged participants’ acceptance of home robotic devices,
and the results showed that there was no significant difference in their acceptance (p =
0.92). The average acceptance rate of older participants was 59.78%, and the average
acceptance rate of middle-aged participants was 59.17%. According to the Technology
Acceptance Model, perceived usefulness and perceived ease of use determine users’
attitudes toward using. These two parts were influenced by environmental constraints,
system design, user characteristics, and other external variables [24]. This study further
explored the differences and similarities in the various factors that influenced attitudes
toward using between middle-aged and older groups.
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External Variables Influencing User Acceptance. This study divided external vari-
ables into threemodules: economic factors, degree of understandings, and psychological
factors. 65.22% of older participants and 56.52% of middle-aged participants mentioned
the price of home robotic devices in their answers. The price of home robotic devices
for older participants ranged from 500 to 150000 RMB, and 65.21% of older partici-
pants priced them between 1000 and 20000 RMB. Middle-aged participants expected
home robotic devices to be priced between 1000 and 150000 RMB, and 56.52% of
middle-aged participants priced them between 1500 and 30000 RMB. In addition, some
middle-aged participants also mentioned other economic factors, such as warranties,
after-sales service, additional consumption, and so on.

That must be the economic factor, if the price is cheap, of course, I will buy the
home robotic device so that it can help my life. But if the price is too expensive,
I’m sure I can’t afford it (Older participant #4).

It could be the economic factor. I am worried that I will have to pay for each
function in the process of using home robotic devices (Middle-aged participant
#1).

I am not only worried about the price of home robotic devices but also other
economic factors, such as warranties, product quality, and so on (Middle-aged
participant #11).

Secondly, in terms of participants’ understanding of home robotic devices, 34.78%
of older participants’ first impressions of home robotic devices were that home robotic
devices could help humans, 26.09% of older participants had never known about home
robotic devices before, and 17.39% of older participants thought home robotic devices
were very similar to humans. While 17.39% of middle-aged participants mentioned
various types of home robotic devices, such as sweeping robots and food delivery robots,
17.39% of middle-aged participants thought that home robotic devices were emerging
technology products, and 13.04% of middle-aged participants thought home robotic
devices might replace human beings.

I have seen home robotic devices on TV and feel they were practical products of
technology that could help people with housework (Older participant #8).

I think home robotic devices can bring social and emotional needs to human beings
(Older participant #12).

With the development of technology, I think home robotic devices may replace
humans in some positions (Middle-aged participant #13).

I think the home robotic device is a kind of new technology product (Middle-aged
participant #8).

I have seen robots delivering food in Haidilao. I think home robotic devices can
help us (Middle-aged participant #2).

Moreover, 60.87% of older participants considered that home robotic devices could
directly contact their children in an emergency and 86.96% of middle-aged participants
also had the same thought. In addition, there was a difference in the proportion of older
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participants and that of middle-aged participants who thought that home robotic devices
could provide body index about older adults to their children every day. The proportion of
middle-aged participants was 91.30%while it was 65.22% in older participants. 39.13%
of older participants said that their children worked outside the home, and if there was
no need, they hoped that home robotic devices would not disturb their children.

My children all work hard, so I hope home robot devices will not disturb them
(Older participant #6).

My kids all work outside the home. I don’t want to bother them anymore so home
robotic devices don’t have to provide body index to them (Older participant #2).

Perceived Usefulness of Home Robotic Devices. To study the differences and similar-
ities of perceived usefulness on attitudes toward using, the Chi-square test was used to
analyze the results. It could be seen that whether home robotic devices could improve the
relationship between older adults and their children had a significant difference among
middle-aged and older participants (χ2= 4.06, p = 0.05). 86.96% of older participants
believed that home robotic devices could improve their relationship with their children,
while 60.87% of middle-aged participants also had the same thought. In the interview,
when asked how home robotic devices could help the lives of older adults, 69.56% of
older participants only focused on life management, such as fire monitoring and mem-
orandum. However, 43.47% of middle-aged participants were not limited to a certain
type of function, their answers included paying attention to the health of older adults,
contacting older adults’ children in emergencies, and communicating with older adults.

I think home robotic devices can help me in life management, such as monitoring
strangers (Older participant #2).

I think home robotic devices can communicate with older adults and give them
help in life management, such as security monitoring and assisting in the use of
smart devices (Middle-aged participant #7).

Perceived Ease of Use of Home Robotic Devices. Participants were asked what obsta-
clesmight exist in the process of using home robotic devices, and therewas no significant
difference in the answers of the two groups. 47.82% of older participants and 47.82%
of middle-aged participants were concerned about obstacles that home robotic devices
were too intelligent to operate. In addition, 13.04% of older participants said that they
would have resistance to smart products, especially for home robotic devices, and 8.70%
of middle-aged participants had the same concern.

I think there may be difficulties in the process of operating the home robotic devices,
but there is no difficulty if it is controlled by voice (Older participant #6).

I think older adults may be psychologically resistant to learning about how to
control home robotic devices (Middle-aged participant #13).
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6 Discussion

In terms of home robotic devices’ appearance, the results revealed that middle-aged
participants preferred mechanical home robotic devices. This is consistent with the prior
study pointed out that home robotic devices with a low humanoid appearance were
more popular with consumers [32]. However, older participants preferred humanoid
robots which is consistent with the prior study pointed out that consumers would prefer
home robotic devices with a highly humanoid appearance [33]. The appearance of the
home robotic devices would affect users’ expectations, cognition, and reaction [32]. The
Uncanny Valley theory suggested that highly humanoid home robotic devices would
induce an eerie feeling [34]. Middle-aged and older participants’ different preferences
for home robotic devices’ appearance could be explained by the theory of self-construal.
Previous research found that self-construal might influence consumers’ preference for
humanoid and mechanical social robots in the home environment [35]. As a group with
lower social connection, older participants preferred home robotic devices with high
humanoid appearance; Middle-aged participants, as a group with a higher degree of
social connection, preferred home robotic devices with a lower degree of humanoid. In
the perspective of home robotic devices’ relationship with users, middle-aged and older
participants did not have a clear preference. For gender characteristics of home robotic
devices, middle-aged and older participants preferred female home robotic devices. This
is consistent with the prior study that found female service robots would generate more
pleasure and higher satisfaction than male service robots [36].

In terms of home robotic devices’ functions,middle-aged participants thought remote
monitoring was important, while older participants disagreed with it. The results of the
prior study showed that only about a quarter of older participants would be satisfied with
the data collection of their location and activities [37]. Although older participants were
willing to trade their privacy for potential benefits [38, 39], they expressed concerns
about it [40].

In addition, the importance of entertainment functions was significantly lower than
other function types in both middle-aged and older participants. This is different from
the results of the prior study which suggested that the main needs of older participants
were the entertainment functions of home robotic devices (such as juggling, dancing,
singing, storytelling, news reporting, and telling jokes) [41]. This could be explained
by the demographic background characteristics of older participants. In this study, older
participants were not living in the community service center. They might have a higher
demand for functions of life management.

In terms of external variables influencing user acceptance, both middle-aged and
older participants believed that economic factors would affect their acceptance of home
robotic devices. The difference was reflected in that older adults mostly only considered
the price, while middle-aged participants also considered home robotic devices’ war-
ranty period, after-sales service, additional charges, and other economic factors. This is
the same as the results of a prior study that owning a home robotic device was extremely
challenging for older adults with low economic income [4]. Most middle-aged partici-
pants knew about home robotic devices,while older participants hardly knewmuch about
them. They mainly learned about home robotic devices through movies or TV shows.
This is different from the findings of a prior study that participants in Japan mostly
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learned about home robotic devices through news, anime, manga, and other media [42].
Finally, due to the different family roles of middle-aged and older adults, older adults
didn’t want home robotic devices to disturb their children frequently.

Moreover, in terms of perceived usefulness, older participants believed that home
robotic devices would improve their relationship with their children, while middle-aged
participants disagreed with it. In terms of perceived ease of use, there was no significant
difference between middle-aged and older participants. It’s about half of the participants
believing that there would be operational difficulties. This is consistent with the prior
findings which suggested that older adults were anxious about new technologies [43]. In
addition, the technical complexity also reduces the level of perceived ease of use, which
leads to operational frustration and anxiety, thus hindering their acceptance of social
assistant robots. The results of the prior study also showed that middle-aged and older
participants had more positive attitude toward the use of voice assistants, contrary to the
stereotype that older adults were tech-phobic [6].

This study has several limitations. First, the sample size of middle-aged and older
participants was relatively small and the areas were limited to Fuzhou and Quanzhou.
Future research should recruit more participants from different areas or with different
cultural backgrounds. It is essential to further investigate the preferences of young adults
(under 40 years) for home robotic devices and based on this, compare the differences and
similarities between the three groups. Second, future research can investigate partici-
pants’ preferences and functional demands for home robotic devices after real experience
with different types of home robotic devices. Third, in terms of the factors influencing
the acceptance of home robotic devices, more variables should be investigated.

7 Conclusion

The objective of this study is to investigate middle-aged and older adults’ preferences
for home robotic devices through interviews. The main findings are listed as follows: (1)
In terms of the appearance of home robotic devices, middle-aged adults preferred the
mechanical type while older adults preferred the humanoid one; In terms of the gender
characteristics of home robotic devices, both groups preferred a female one; In terms of
human-robot relationships, both groups believed that home robotic devices could better
communicate with older adults if they were friends of older adults, home robotic devices
could better serve older adults if they were nannies of older adults and home robotic
devices could create a warm and harmonious atmosphere for the life of older adults if
they were families of older adults. (2) In terms of the functions of home robotic devices,
middle-aged and older adults considered life management functions to be the most
important. For the remotemonitoring function, older adults thought it was less important,
while middle-aged adults did not. (3) In terms of the factors influencing acceptance, the
critical factors influencing older adults’ acceptancewere economic factors, especially for
the pricing of home robotic devices, and psychological factors such as not disturbing their
offspring. The critical factors influencingmiddle-aged adults’ acceptancewere economic
factors, technological maturity, functional perfection, and other technical characteristics.
The results of this study would help designers understand different users’ preferences
for home robotic devices.
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Abstract. The rapid development of artificial intelligence (AI) technology has
deepened the complexity of discerning the truth. Through the techno-art installa-
tion “FromPost-Truth to AI-Truth” as practical research, AI-automated journalism
is applied to the redefinition and shaping of truth, pointing out that the rights of
truth definition were transferred. This project illustrated how AI can generate new
competing truths based on post-truth news. At the same time, remind people of
the methods to discern when faced with information.

This research proposes that with technological development, the transforma-
tion from “tertiary retention” to “tertiary protention” reveals the possibility of
truth diversity. The ethical standards of information communicators and receivers
in the post-truth era should also be bound. It deepens people’s understanding of the
cross-cultural interaction between post-truth news and AI-automated journalism.
It will provide significant insights into the development of the news industry, cul-
tural communication, and emerging technologies, which will help people better
cope with the challenges and opportunities of AI technology.

Keywords: Post-Truth · AI-Truth · Competing Truths · Automated Journalism ·
AIGC

1 Introduction

The Oxford Dictionary selected “post-truth” as the word of the year for 2016, marking
the beginning of the post-truth era. The term post-truth saw a surge in frequency in
the context of the 2016 Brexit referendum and the US presidential election. There is a
political background behind it, which is related to the word “post-truth politics.” The
Oxford Dictionary defines post-truth as “Appeals to emotions and personal beliefs may
be more effective in shaping public opinion than expressing objective facts” [1].

People have more ways to get news and information in the rapidly developing infor-
mation age, from traditional paper media, television, and broadcast media to the Internet
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and social media today. People have been receiving a large amount of information in the
current era of information explosion from the ubiquitous mainstream media, capitalists,
and self-media. Truth and logic become secondary in the information dissemination
process when emotions incite and dominate public opinion more than the facts people
are pursuing because the cost of knowing the truth is too high [1]. People no longer trace
the facts behind the news but only want to believe what they believe, and are replaced by
traffic-oriented news headlines, emotionally inciting comments, and forwarding. Post-
truth news is not the same as rumors and fake news. This research focuses on quoting the
four competing truthsmentioned inHectorMacdonald’s book “Truth” that will affect our
thinking patterns, namely partial truths, subjective truths, artificial truths, and unknown
truths [2].

With the rise of artificial intelligence (AI) technology, text, images, and videos gen-
erated by AI have become increasingly difficult to distinguish. This research analyzes
the post-truth news cases and the multimedia piece “In Event of Moon Disaster,” which
used deepfake technology, the application of automated journalism, and the ethical issues
arising from the development of AI technology [3–5]. It intends to discuss whether
humans should blindly trust the content of automated journalism using AI technology
under the cross-cultural influence brought about by the rapid development of AI and
whether humans can cope with the large amount of information generated by it. This
research proposes that we have entered the AI-truth era from the Post-Truth era, as well
as the responses of “tertiary retention” and “tertiary protention.” And takes the project
of experimental techno-art installation “From Post-Truth to AI-Truth” as the main prac-
tical research object. This project used the large language model (LLM) GPT-3.5 to
make AI become the editor-in-chief of a newspaper, imitating the way human jour-
nalists write news articles. Based on the post-truth news that had been published on the
Internet and using competing truthmethods to rewrite and generate multiple AI versions,
a printer automatically printed newspapers generated by AI in real time [6]. According
to the above practices, this research conducts a multi-angle analysis of the design con-
cept, technological experiments, and actual exhibition of the project, focusing on the
attitudes and opinions of audiences from different cultural backgrounds towards the cre-
ative project and aiming to deeply explore the cross-cultural interaction relationships
between post-truth news and AI-generated news and how they influence and interact
with each other.

2 Literature Review

2.1 Competing Truths in the Post-truth Era

Hector Macdonald proposed the concept of “competing truths” in his book “Truth” in
2018. It refers to the situation in which a person, event, thing, or policy can be described
in a variety of ways that may be equally legitimate [2]. The competing truths include
four distinct types: “partial truths,” “subjective truths,” “artificial truths,” and “unknown
truths.” Partial truths emphasize that the statements are hard to cover the complexity
and comprehensiveness of all the truth, even if they are true, and many relevant factual
details will be missed through communication, which is an inevitable feature. Subjective
truths explore the extent to which individuals are motivated by morality, desirability, and
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financial value, reflecting the subjectivity and changeability of truth. Artificial truths
point out that communicators are actually forging new truths by establishing names or
definitions to suit their purposes, revealing that these truths can be easily shaped and
modified by social constructs. Lastly, unknown truths involve predictions and beliefs
that have yet to be proven, emphasizing that they remain a state of competing truths
until the truths are proven. Since the truths related to religious and ideological beliefs
are hard to accurately prove or falsify, these distinct forms of truth shape and influence
people’s thinking patterns and worldviews [2].

In post-truth era, people are frequently faced with multiple versions of competing
truths, which may differ based on different perspectives, interests, or interpretations [2].
The concept of competing truths reveals that existing diverse truths may compete with or
complement each other in complex reality. These concepts are closely associatedwith the
post-truth era, which refers to public discourse in which appeals to emotion and personal
belief are more influential than objective facts [1]. In the above context, competing truths
emphasize that people need to considermultiple possible interpretations and perspectives
when understanding and evaluating facts and how they shape and influence people’s
cognition. It is of great significance to how people deal with complex truth cognition in
the information age.

Quinoa was declared by NASA as a “superfood” with health benefits, and the United
Nations named 2013 the “International Year of Quinoa” [7, 8]. TheWestern mainstream
newsmedia originally used provocative headlines to report that the increased demand for
quinoa from Western healthy eaters had caused quinoa prices to rise, making it difficult
for poor families in Bolivia and Peru to afford it, resulting in malnutrition problems [9,
10]. The related news of quinoa spread around the world, but through an actual data
survey, three economists found that the quinoa trade improves the living standards of
local farmers [11].

Hector Macdonald classified people who use competing truths into three types of
communicators: advocates, misinformers and misleaders. Advocates will ignore some
facts and selectively use various types of competing truths to create an accurate impres-
sion of reality and aim to achieve constructive goals.Misinformers unintentionally spread
competing truths that distort reality due to their incomplete grasp of information. Mis-
leaders intentionally use competing truths to create an incorrect impression of reality,
perhaps for personal gain or to influence public opinion and behavior. Those three types
of communicators state that the truth ranges from well-intentioned advocacy to inten-
tional deception, reflecting different ethical standards. HectorMacdonald proposes three
criteria for the ethical communication of people who use competing truths. Firstly, it is
correct in terms of facts. Secondly, its objectives are to achieve constructive results that
the public will support. Thirdly, it will not cause the audience to behave in ways that
harm themselves. As above, the aim is to warn people not to become misleaders while
facing various misinformation about the truth in the post-truth era [2].

This research contends that the concept of competing truths reflects that in the post-
truth era, news narrative is not only concerned with the facts themselves but more con-
cerned with how these facts are presented and interpreted. The four types of competing
truths are the ways in which telling a story or writing news may operate; these show how
information is shaped, interpreted, and spread, and subjective and objective factors may
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be involved in these processes. Competing truths emphasize the diverse truths rather
than just labeling them “fake news.” Its theory encourages people to think deeply and
analyze the different perspectives and possibilities behind information and news when
understanding and evaluating facts. Put yourself in other people’s shoes and think about
how the truth is shaped and affects people’s cognition. This is critical for how people
deal with complex truth cognition in the information age.

2.2 AI Technology and Theoretical Frameworks in the AI-Truth Era

In 1998, Bernard Stiegler proposed the concept of “tertiary retention” in his book
“Technics and Time, 1: The Fault of Epimetheus” [12]. This concept refers to exter-
nalizing and preserving memories and experiences through technological means such as
writing, recording, and digital media. So that people can experience perceptions repeat-
edly, they may produce different new experiences, such as phonographs and records.
Tertiary retention is a form of memory that is not only individual but also cross-cultural
and technological. Stiegler let the technics as time in the form of retentions. Tertiary
retention not only preserves the past but also influences the present and the future by
reconstructing the past. Yuk Hui proposed the concept of “tertiary protention” in his
2016 book “On the Existence of Digital Objects” as a response to Stiegler’s “tertiary
retention.” It refers to being based on structured data and effective algorithms, using
digital technology and big data analysis to predict and create an expected future. For
instance, a shopping website uses big data to predict the products that users may like and
promote them to users with targeted push. Hui’s concept builds upon Stiegler’s theory
and critically analyzes the influence of digital technology on predicting and shaping
people’s futures in the context of big data ecosystems [13].

This research aims to discuss artificial intelligence (AI) technology in the context
of the AI-truth era, in which the theoretical framework mentioned above is pivotal
in understanding digital technology. Advanced technology has an increasing influence
on the construction and perception of reality. AI technology involves deepfake and
automated journalism, artificial intelligence generated content (AIGC), etc. “Tertiary
protention” demonstrates how AI technology may predict and shape future reality.

Deepfake is amixedword that combines “deep learning” and “fake.” It refers to using
AI techniques based on machine learning and neural network algorithms in synthetic
media where a person’s image, voice, or video is replaced with someone else’s [14]. In
2020, “In Event of Moon Disaster” from the MIT Center for Advanced Virtuality used
deepfake technology to reimagine what would have happened if the Apollo 11 moon
landing mission failed in July 1969 and the astronauts were unable to return. The project
publicly released a previously unreleased video of a contingency speech prepared byU.S.
President Richard Nixon for the possibility. The project was set in a 1960s American
living room physical installation, and viewers could experience this artificial history
through a vintage TV. The related online interactive resource site deepened people’s
understanding of deepfake and served to educate and alert. The speech content was
real, written by Nixon’s speechwriter, and all the footage was real archival from Apollo
11. However, Nixon’s face and voice were a deepfake video. The short documentary
film version showed the specific use of deepfake techniques. The MIT Center used the
image synthesis technique of artificial intelligence to swap Nixon’s face onto the actor’s
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face, making it hard to distinguish between real and fake. Some news media reported the
project to alert the public to the dangers of deepfake videos. The team cooperatedwith the
company Respeecher to use deep learning techniques to produce synthetic speech. The
company Canny AI used video dialogue replacement techniques to study and simulate
the movements of President Nixon’s mouth and lips [3–5].

This research contends that “In Event of Moon Disaster” is an essential case for
reflecting the technological development and evolution from the post-truth era to the
AI-truth era. This case used techniques to preserve the Apollo 11 moon landing videos,
Nixon’s speech draft from that year, and Nixon’s many years of image and voice data,
which complies with the concept of “tertiary retention.” Using artificial intelligence (AI)
deepfake technology to reshape and create a new artificial truth through previously saved
data, which complies with the concepts of “tertiary protention” and “competing truth,”
The MIT Center used the resources on its website to warn and educate the public about
the potential harm of deepfake videos in order to respond to the current misinformation
epidemic. This case shows how technology can be used to reconstruct historical events
and confuse reality, sparking public thought and discussionwhile allowing people to face
the challenges of truth identification brought about by the development of AI technology.
Nowadays, people can directly and easily generate text, images, voices, and videos by
using AIGC tools such as ChatGPT, Midjourney, Stable Diffusion, HeyGen, etc. [15–
18]. The development of AI technology, while improving work efficiency, also warns
people that the spread of information in the AI-truth era may become more complex and
difficult to identify. The improvement of the public’s critical thinking about information
and media literacy is particularly important in this context.

2.3 Automated Journalism in the AI-Truth Era

“Automated journalism” refers to AI computer programs that automatically generate
news stories without human intervention based on natural language generation (NLG)
technology, algorithms, and structured data. Also terms “algorithmic journalism” and
“robot journalism” [19, 20]. Automated journalism is generally used in fields with rich
statistical data, such as sports news, financial news, meteorological and geological disas-
ters. This technology could save time and labor costs and improve the efficiency of news
output. At the same time, it stimulates public discussions on the quality and authenticity
of news [21]. Quakebot is an automated news program designed by Ken Schwencke,
a journalist from the Los Angeles Times, specifically for earthquake news reporting.
The goal of its algorithm is to obtain basic information about the events as quickly and
exactly as possible. On March 17, 2014, Quakebot extracted relevant data from the U.S.
Geological Survey about an earthquake and automatically generated the magnitude 4.7
earthquake report based on algorithms and data, posted after manual review by human
journalism, and the entire process was completed within three minutes. This became one
of the pioneering cases of automated journalism in the field of journalism [22, 23].

News articles generated by algorithms can reduce the subjective bias that human
journalism may bring. However, as it relies on the data that can be obtained, it may also
fail to provide in-depth analysis of complex topics and contexts. The content, signa-
tures, editors, and reviewers of automated journalism reports will affect readers’ reading
experience and judgment, causing ethical issues regarding algorithm transparency. If the
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source data is incorrect, automated journalism may also produce partial and misleading
content [21].

This research contends that the technology of automated journalism is based on
data and algorithms and complies with the features of “tertiary retention” and “tertiary
protention.” However, due to its reliance on data, automated journalism may be limited
to reporting data-based facts, making it hard to completely grasp the overall context
of an event and potentially causing it to become a misleader. Quakebot posts news
after manual review, which is semi-automated journalism. Whether manual review is
required depends on the news organization’s consideration of the accuracy or timeliness
of the news. The rapid iterative updates of AI technology and automated journalism
continuously enhancing algorithms through machine learning make humans into a more
complex information age. In the context of the AI-truth era, automated journalism is not
only a tool for information generation but also plays a key role in shaping and defining
truth. It will be increasingly difficult to discern the truth if the readers are unable to
distinguish the poster of news contents between humans and algorithms. The practical
project “From Post-Truth to AI-Truth” of this research deeply explores the application of
automated journalism technology in the construction of truth, showing how technology
affects people’s judgment of information in the current era.

3 From Post-Truth to AI-Truth

3.1 Method and Practice

In today’s age of information overload, people live in a post-truth reality full of com-
peting truths. With the increasing development of AI technology, making it harder to
distinguish artificial intelligence generated content (AIGC). Asmentioned above, people
are gradually moving into the AI-truth era, which started in 2023. The proposed concept
was also practiced in the techno-art installation project “From Post-Truth to AI-Truth,”
which aimed to explore this critical cross-era change.

This project was divided into two distinct sections, which were “post-truth” in 2016
and “AI-truth” in 2023, by two display walls. The participants will be able to gain an
in-depth understanding of the connection between post-truth and AI-truth through the
cross-cultural conversation between the videos projected on these two display walls.
The background and origins of post-truth were presented on one display wall, hence the
concept of competing truth proposed by Hector Macdonald, and the authors explored in
depth how this concept influences our judgment, cognition, and worldview. The authors
asked the participants, “Who defines fake news? Who has the right to explain and own
the truth? When the truth becomes blurred, how can we discover the direction of judg-
ment?” A printer installation that can keep automatically printing out AI newspapers was
installed on the other display wall. This project made the large language model (LLM)
GPT-3.5 the editor-in-chief of its own newspaper named “AI-Truth.” All news contents
in each newspaper are automatically generated in real time by AI after randomly grab-
bing an article based on post-truth news that has been published on the Internet from the
database and rewriting it through algorithms. The contents include headlines, articles,
images, captions, crossword puzzles, and the answer. Each piece of the newspaper was
unique, marked with the date of the day and the generated time. The participants can
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check and compare the original news article by scanning the QR code on the newspaper
in order to obtain a deeper understanding of the information complexity of this era.

According to the above project idea, this research produced an algorithmic program
that allows the AI-Truth automated journalism installation to directly generate news
content and output in a pre-layout format without manual review. Since the project
“From Post-Truth to AI-Truth” was exhibited in Linz, Austria, English was chosen by
the authors to be the official program language. AI-Truth automated journalism needs
to be generated based on the original data of post-truth news and then rewritten by
AI, and post-truth news needs to be manually selected and identified. Therefore, this
research selected original news has been published by the Western mainstream media
based on the four types of competing truths proposed by Hector Macdonald in his book
“Truth “ [2]. And the content in the original post-truth news webpage has become the
“tertiary retention” here. As mentioned above, “post-truth” is related to the word “post-
truth politics.” The authors set six AI generation version instructions in the program
to become the “tertiary protention” here, including “right-wing,” “left-wing,” “partial
truths,” “subjective truths,” “artificial truths,” and “unknown truths.”

3.2 Technological Experiments

Shownbelow in Fig. 1 is a specific programoperation design framework. First, a database
in TXT file format was created for all selected post-truth news-related URLs. This
research used the GPT-3.5 models of the OpenAI API for program development in
Python. Then, GPT-3.5 will generate a new article in the “AI-Truth” version by randomly
grabbing a piece of post-truth news from the database. These include generating new
article titles, article contents, captions and prompts for news images, and a list of article

Fig. 1. The program operation design framework of “From Post-Truth to AI-Truth.”
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keywords and definitions. Combined with generating the “AI-Truth” version of prompts,
this project used text2image with Stable Diffusion text2image to generate related news
images. Because the generated news is not read on the website but will eventually be

Fig. 2. The design format of “AI-Truth” newspaper.
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presented in the form of a printed newspaper. The project used a list of keywords and
definitions to construct a crossword puzzle of “AI-Truth” news and its answers, in order
to make it look more like a traditional newspaper. Each “AI-Truth” news piece will
have e a QR code with the URL of the original news website linked to it, which the
exhibition participants can scan to check out the original article and enjoy the challenge
of a crossword puzzle interactive game when they receive the newspaper.

The content layout in “AI-Truth” newspapers, including the position, font, word
size, line spacing, and line limit of the headline of each one, were all pre-designed in
the program. The program will combine all the items on the computer into an image file
according to the prescribed format and then print it out, as shown in Fig. 2. Finally, the
project sets up the system to automatically update the daily date of the exhibition and
the time when each news piece is generated. The system was programmed to generate
a new “AI-Truth” newspaper every 5 min and print it out automatically. However, the
actual operating interval will vary depending on the Internet speed limit at the exhibition
location, the content of each news piece, and the printing speed of the printer.

Since “AI-Truth” had not been reviewed manually but was automatically gener-
ated and printed out, the final paragraph may contain only one word from the beginning,
resulting in an incomplete paragraph. This project usedLLMas amodel, and the newarti-
cles generated may have paragraphs written in the English template style. This research
cited the post-truth news case of Quinoa in Sect. 2.1 above. As the comparison in the
Fig. 3 below shows, it intuitively releases that the AI will generate different versions
according to the instructions of the algorithm, which are based on the same news source.
The instructions for the AI-generated version will only be used in the algorithm of the
program, and they will not be shown in the printed newspaper.

Fig. 3. Different versions of “AI-Truth” automated journalism based on the same news source.
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3.3 Actual Exhibition Presentation

“FromPost-Truth toAI-Truth”was exhibited at theCampusExhibition ofArsElectronica
Festival 2023 Postcity, Linz, Austria, from September 6–10, as part of the College of
Arts at National Tsing Hua University [6]. The concept of this experimental project was
a goodmatch for the 2023 festival theme, “WhoOwns the Truth?” Because of the limited
exhibition space, a part of the plan’s display was made on-site according to the actual
size of the allocated exhibition space. The top view of the floor plan for the exhibition,
as shown in Fig. 4.

Fig. 4. The top view of the floor plan for the exhibition of Ars Electronica Festival 2023

This project changed the original regular A4 photocopy paper for the newsprint
paper in order to make the printed “AI-Truth” news more consistent with the touch of
real newspaper. Due to the change in paper weight, in order to achieve the authors’
expectations, the printer printed out the newspapers one after another, facing upward on
the floor. So the final height setting of the printer was also modified during the actual
installation, as shown in Fig. 5.

This project allowed the participants to pick up randomly scattered newspapers on
the floor, read them, and optionally take them away. The remaining newspapers will be
sorted and hung on the wall representing AI-truth at the end of each day’s exhibition, so
that the participants can flip through the “AI-Truth” news generated on the previous day
or the previous few days on the next day. The authors used a single projector to separate
the post-truth video from the AI-truth video, which was projected on these two display
walls. In addition, the competing truth and its related corresponding judgment methods
proposed by Hector Macdonald, which were mentioned in this research, were marked
on the wall, representing post-truth, as shown in Fig. 6.
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Fig. 5. An automated journalism installation was printing out “AI-Truth” newspapers in real time,
which were part of “From Post-Truth to AI-Truth,” which was exhibited at the Ars Electronica
Festival 2023.

Fig. 6. Participants at the exhibition site “From Post-Truth to AI-Truth” at the Ars Electronica
Festival 2023.

4 Discussion and Conclusion

Through the practice of the techno-art project “FromPost-Truth to AI-Truth,” which con-
sisted of videos and installation, this research used this kind of artistic presentation that
was generated in real time at the exhibition space and automated journalism produced by
AI. It aims to trigger people’s cognitive reflections on post-truth, fake news, and AIGC.
This experimental project invited people to participate in interactions and discussions
at the exhibition place. The participants saw the “AI-Truth” newspaper generated by AI
being printed out continuously on site, and they could engage in an interactive connec-
tion with it. In addition to mention four types of competing truths proposed by Hector
Macdonald and summarized the methods by which truths can be recognized. It can be
seen from practice that AI based on the LLM can generate new competing truths, which
increases the difficulty of identifying the truth. Different from previous automated jour-
nalism, it is clearly marked that news articles are generated by GPT-3.5 in “AI-Truth”
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newspapers. Due to the limited language of the original post-truth news data, only the
English version of “AI-Truth” automated journalism can currently be developed. The
authors look forward to developing versions in other languages in the future.

This research proposes the significant concept ofAI-truth. In response to the question
“Who defines truth?” asmentioned at the beginning of this research, this project explores
the transformation of the right to define truth in the post-truth era and the AI-truth era.
A conversation between two eras over two walls prompts people to think deeply about
the truth. In the context of this new era, the truth may no longer be simply defined
by authoritative institutions, news publishers, or mass communicators but will become
more complicated and diverse with the intervention of AI. By exhibiting “AI-Truth”
automated journalism and allowing the participants to trace the origin of the news article
for comparison, the same original news article can be generated by AI into different
new versions. This project confronts the impact of rapidly developing AI technology
on the original information age. It is also a cross-cultural exploration of truth, power
shifts, and the influences of technology. This research attempts to inspire people to have
a deeper understanding of the truth and remind them to learn to discern while obtaining
information.
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Abstract. This study aims to explore the application of AIGC in the field of
graphic design and its impact on the creative thinking of designers. With the rapid
development of artificial intelligence technology, collaboration between designers
and AIGC tools is becoming increasingly popular, which has triggered a profound
reflection on the creative process and results. This study adopts in-depth interviews
and literature analysis methods to analyze the impact of AIGC driven graphic
design tools on the creative thinking of designers.

Firstly, research has found that AIGC tools can quickly generate a large num-
ber of creative concepts and design drafts, providing designers with more sources
of inspiration. The use of this tool can stimulate the creative thinking of designers,
making it easier for them to try different design styles and element combinations.
However, at the same time, some designers have also raised concerns that AIGC
may weaken their creative output, as excessive reliance on these tools may lead
to a decrease in designer creativity.

Secondly, this study emphasizes the role of AIGC tools in the design process.
They can not only be used for creative inspiration, but also for automated repeti-
tive tasks, allowing designers to focus more on creative and strategic work. This
division of labor and collaboration approach provides designers with more time
to think, explore, and advance design projects, which helps to improve the quality
of creative thinking.

In summary, AIGC driven graphic design tools have played an important
role in stimulating creative thinking among designers, but there are also some
challenges. Designers need to recognize the advantages and limitations of AIGC
tools and integrate them into their creative process to achieve more innovative and
in-depth designworks. This study provides a deep understanding of the application
of AIGC in the field of graphic design and valuable insights for future research
and practice.

Keywords: AIGC generation tool · Designers · Creative thinking · Influencing
factors · Graphic design
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1 Introduction

In the current digital era, the flourishing development of artificial intelligence technology
has triggered revolutionary changes in the field of design, among which the rise of AI
driven graphic design tools (AIGC) has become an important driving force in design
creation. This phenomenon not only signifies technological progress, but also calls for
designers to comprehensively examine their creative methods and thinking patterns.
This paper aims to conduct an in-depth study on the impact of AIGC tools on the
creative thinking of designers. By exploring the application scenarios, advantages, and
challenges of the tools, it aims to provide more profound understanding and guidance
for practitioners in the design field to respond to this change. By analyzing the new
relationship between artificial intelligence and designers, we will gain a comprehensive
understanding of how AIGC tools influence creative thinking, providing substantial
insights for the future development of the design field.

2 Background Introduction

2.1 Overview of the Application of Artificial Intelligence in the Field of Design

With the continuous progress of artificial intelligence technology, its application in the
field of design has become increasingly widespread and profound. The emergence of
artificial intelligence provides designers with new digital tools and creative resources,
driving the boundaries of design innovation. Machine learning technology is playing an
increasingly important role in the field of design. By learning from a large amount of
design data, machine learning algorithms can analyze and recognize patterns, providing
designers with deeper insights and inspiration. In graphic design, machine learning can
be used for image recognition, color analysis, and other aspects to help designers process
information more effectively and creatively apply elements. The rise of artificial intel-
ligence driven graphic design tools (AIGC) has become a major highlight in the field
of design. These tools utilize machine learning and algorithms to automatically gener-
ate design elements, creative concepts, and artworks, providing designers with powerful
assistance and creative inspiration. For example,AIGC tools can quickly generate diverse
design drafts, expanding the creative space of designers. Artificial intelligence has had
a profound impact on interaction design and user experience in product and application
design. By analyzing user behavior and feedback, artificial intelligence can personalize
interface design and improve the quality of user experience. This personalized design
can not only meet the specific needs of users, but also improve the user satisfaction
and market competitiveness of the product. Artificial intelligence plays a crucial role in
creative generation and automated design. Designers can use AIGC tools to quickly gen-
erate a large number of creative concepts, thereby exploring different design directions
more quickly. Meanwhile, automated design processes can accelerate the completion
of repetitive tasks, allowing designers to focus more on creative and strategic work. In
the field of architectural design, the application of artificial intelligence technology is
becoming increasingly significant. Intelligent algorithms can assist architects in gener-
ating diverse solutions during the design process and optimizing building structures to
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improve energy efficiency. The rise of intelligent design systems has provided more pos-
sibilities for architectural designers, enabling buildings to better adapt to the environment
and meet user needs.

2.2 The Development and Application of AIGC Tools

AIGC, also known as artificial intelligence generated content, represents an emerging
method of content production that relies on constantly evolving artificial intelligence
technologies. Early AIGC was mainly applied to assist in generating content in pro-
fessional fields, including film and television production, entertainment industry, and
modeling. With the evolution of technology, a series of changes have emerged. In 2014,
Goodfellow and other scholars proposed the Generative Adversarial Network (GAN)
based on adversarial learning; Subsequently, in 2021, Radford et al. proposed the CLIP
(Comparative Language Image Pre Training) algorithm, which can effectively learn
visual features and achieve multimodal pre training; In 2022, Ho et al. implemented
a diffusion model for text generation using forward diffusion and backward generation
processes. This series of significant changes has enabledAIGC to bemorewidely applied
in fields such as digital twins, digital modeling, and artistic creation. In November 2022,
OpenAI released ChatGPT, a generative artificial intelligence model with interactive
capabilities that attracted 100 million monthly active users in just two months, sparking
widespread attention from various sectors to AIGC.

AIGC has demonstrated its application potential in multiple industries such as
finance, media, entertainment, and industry, especially in the field of design, such as
advertising design, animation design, game design, etc. The application of AIGC has
significant representativeness. In terms of advertising design, AIGC can quickly gener-
ate marketing content such as advertising copy and poster pages for advertising compa-
nies and brands, providing efficient and low-cost solutions for the production of smart
advertising. Taking the Chinese tourism and travel platform Feizhu as an example, they
successfully launched the AIGC generated “What to Play on May Day” themed adver-
tisement in cities such as Shanghai and Hangzhou in April 2023. AIGC combines pre-set
advertising text materials in the database, integrates data collection and analysis, obtains
user browsing behavior, forms a user preference dataset, triggers and extracts advertis-
ing keywords from the dataset, and ultimately generates advertisements that match user
preferences for placement. At present, there are patent applications based on the AIGC
advertising content generation system.

3 Literature Review

3.1 The Application of AIGC in Graphic Design

Zhou Zhen and Zhang Xinyi (2023) In the article “The Future Transformation Behind
the Tiangong Feast and Screenwashing Video: The Era of Big Data”, it is mentioned that
in August 2022, game designer Jason Allen’s “Space Opera” created using the AI draw-
ing tool Midjournal won the championship in the digital art category at the Colorado
Art Fair, highlighting the outstanding performance of artificial intelligence in artistic
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creation. At the same time, the enterprise behind the image generation algorithm Stable
Diffusion, Stability AI, announced a financing of over $100 million, with a post invest-
ment valuation of $1 billion, highlighting the remarkable development of AI technology
in the commercial field. On the other hand, OpenAI launched the chatbot algorithm
ChatGPT at the end of November, which has sparked a new wave in the AIGC field and
even received high praise from Tesla CEO Musk, who bluntly stated that ChatGPT is
“terrifying”. This indicates that AI is no longer limited to understanding language, text,
and images, but has ventured into the field of generating high-quality content, covering
areas such as artistic creation that were previously considered unique to human intel-
ligence. As early as 2022, Baidu Research Institute made a forward-looking statement
on the big model of pre training and AIGC in its scientific and technological trend fore-
cast. At the 2022 Baidu World Conference in July, Robin Lee, the founder of Baidu,
clearly praised the concept of AIGC. Subsequently, the C-end release of Wenxin Yige
enabled users to generate artwork in just a few seconds by providing brief descriptions
and selecting their preferred styles, once again highlighting the outstanding contribution
of AIGC technology in promoting innovation in the creative and artistic fields.

Zhang Jian, Wang Yuxin and Yuan Zhe (2023) AIGC Empowers Traditional Culture
Inheritance Design Methods and Practices - Taking the design of the Yongle Palace
Digital Exhibition Center in Shanxi Province as an example, the article points out that
in the era of Web 3.0, AIGC plays an important role in traditional culture inheritance,
bringing new creative methods to the design field. By comprehensively analyzing the
application status of AIGC in various fields both domestically and internationally, as
well as its key technologies and methods, this article focuses on the application pro-
cess of AIGC in traditional cultural inheritance design. Taking the design of the Yongle
Palace Digital Exhibition Center in Shanxi Province as an example, this article show-
cases the design scheme jointly created by AIGC and designers. This method provides
innovative ideas and processes for the inheritance and design of traditional culture. By
combining machine learning, generative models, and algorithm optimization technolo-
gies, AIGC not only flexibly and efficiently excavates and creates new design elements,
but also provides designers with richer inspiration and creative support through big data
analysis, image processing, and natural language processing. More notably, the integra-
tion of multiple technologies and algorithms by AIGC enables the design process to be
automated or assisted, improving design efficiency and quality, thereby promoting the
inheritance, innovation, and sustainable development of traditional culture. This com-
prehensive approach has brought new thinking and practical directions for the design of
traditional cultural heritage. As shown in Fig. 1.

Wang Lei (2023) Exploring the Application of AIGC Drawing Tools in UI Interface
Design - Taking Midjournal as an Example, this article delves into the application of
AIGC drawing tools in UI interface design. By analyzing in detail how to use AIGC
drawing tools to quickly generate graphic elements such as interface renderings, icons,
product images, mascots, etc., and modifying and optimizing these elements through
instructions, the potential of AIGC in improving UI design efficiency and quality is
revealed. Analysis shows that AIGC drawing tools have significant advantages in the
early stages of UI design. Designers can use them to quickly output creative design
drawings, enrich the sources of creative inspiration, shorten the design draft creation
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Fig. 1. Visualization of cultural and biological images in AIGC design

cycle, and effectively improve the creativity and design efficiency in the early stages of
UI interface design. Although the actual implementation of design projects still requires
secondary modifications and development by designers, the AIGC drawing tool elimi-
nates the tedious work of producing a large number of process drafts, allowing designers
to focus more on exploring better design directions and avoid being buried by a lot of
drawing work. Although AIGC drawing tools can quickly generate design drafts, excel-
lent design solutions still require the joint efforts of designer experience and repeated
deduction. Designers who are familiar with AIGC instructions and parameterized think-
ing are more likely to master deeper usage and how to configure instructions to make
the generated results closer to design goals. In addition, as AIGC drawing tools require

Fig. 2. Icon Design of AIGC Drawing Tool in UI Interface Design
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English instructions, designers need to have a large vocabulary in design related profes-
sional English. Overall, AIGC drawing tools are essentially auxiliary tools for improv-
ing design efficiency, and their application effects vary from person to person. Excellent
designers can fully utilize them to create better design solutions. As shown in Fig. 2.

In summary, the three research papers collectively depict the significant contributions
of AIGC technology in artistic creation, commercial applications, traditional cultural
heritage design, and UI interface design. Jason Allen’s successful case demonstrates
AIGC’s outstanding performance in the field of digital art, while Stability AI financing
and OpenAI’s ChatGPT launch highlight AIGC’s remarkable progress in business and
language generation. The study, taking Yongle Palace in Shanxi Province as an example,
emphasizes the innovative role of AIGC in traditional cultural inheritance design, while
Wang Lei’s research delves into the potential of AIGC drawing tools in UI interface
design. These studies collectively present the diverse applications of AIGC technology
in multiple fields of graphic design, providing profound insights for future research
and practice. The continuous development of AIGC technology will continue to drive
innovation in various fields, bringing broader possibilities to human society.

3.2 The Theoretical Framework of Creative Thinking in Designers

Lei Li (2023). From Human Creativity to AIGC: Philosophical Reflection on Future
Advertising. The article points out that in the future, advertising will usher in an era
of collaborative creation between humans and AIGC, achieving the reconstruction and
upgrading of the advertising industry. The application of AIGC in the field of advertis-
ing creativity aims to liberate human creative productivity and achieve positive inter-
action with artificial intelligence. Although humans and machine intelligence compete
in advertising creative activities, their complementarity is more crucial. The essence
of advertising creativity is based on a profound understanding of human emotions and
needs, which determines the irreplaceability of humanity in future advertising creativ-
ity. In order to compensate for the limitations of machine intelligence, future advertising
creativity needs to promote a positive interaction between AIGC technology and human
intelligence. Human creators will become a bridge connecting human intelligence and
machine intelligence, on the premise of fully mastering knowledge and skills. Balanc-
ing the relationship between technology and culture in human-machine co creation, so
that AIGC technology can promote the development of the advertising creative indus-
try on the right track. The integration of the two will stimulate the infinite potential of
human creativity, while providing more possibilities for the widespread application of
AIGC, and promoting society towards a more intelligent, inclusive, and beautiful direc-
tion. From the perspective of creative process and way of thinking, AIGC focuses on
logic and mathematics, generating advertising content based on a large amount of data
and algorithms, while humans focus on emotions and inspiration, creating unique and
attractive advertising content through knowledge, experience, cultural background, and
imagination. Although AIGC has advantages in improving the efficiency and accuracy
of advertising creativity, it still cannot surpass humans in terms of emotional expression,
cultural connotations, and the uniqueness of creativity. In the future, advertising will be
more completed by AIGC, and the role of humanity will shift towards evaluating cre-
ativity. It is necessary to cultivate comprehensive humanistic literacy, interdisciplinary
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knowledge background, enhance appreciation and identification abilities, and complete
the evaluation and control of machine creativity.

Cheng Lin and Wang Mingzhi (2023) The opportunities and challenges for design
professionals in the era of AI technology arementioned in the article. In daily life, people
are encouraged to examine things that are often overlooked and forgotten from a new
perspective, maintain sensitivity to small details in life, and try to think about problems
from different perspectives. On the path of innovation, the key is to constantly break
through old thinking frameworks. In the current era of increasingly mature artificial
intelligence technology, designers are no longer just competing for who can master
more skills, but rather showcasing richer imagination and creativity.

For example, Apple has adopted a very unique minimalist form in designing its iPod,
which has attracted a large number of consumers with its innovation and uniqueness,
making it a leader in the music player market. With the strong intervention of AIGC
technology in the design field, design practitioners must integrate with AI to drive the
progress of the entire design industry. Therefore, as a design practitioner, it is not only
necessary to master basic design professional knowledge and skills, but also to have
a deep understanding of AIGC technology, improve one’s creative thinking, interdis-
ciplinary integration and coordination ability, and comprehensive skills to adapt to the
constantly updated and iterative AI technology. Overall, rather than rejecting or fear-
ing AI technology, design practitioners should actively embrace challenges, fully utilize
new technologies, and inject more creativity and innovation into the development of the
design industry.

Zhao Ying (2023). Exploring the penetration of generative artificial intelligence in
the field of visual communication design, the article mentions that AIGC has had a
profound impact in the field of visual communication design, creating a broader creative
space for creators and bringing significant opportunities and challenges for the future
design field. With the continuous advancement of technology, we are expected to see
AIGC and human creativity work together to shape the future of visual communication
design, creating more innovative and influential design works. However, we must also
be vigilant about the potential risks that excessive reliance on technology may bring, as
well as the conflicts that may arise at the conceptual and ethical levels. The collision
and integration of values triggered by AIGC will shape an exciting era. Creators need
to learn how to cooperate and complement with AIGC, fully leverage its advantages
and potential, and promote innovation and exploration in the design field, laying the
foundation for future design development.

Conclusion: Three articles delve into the impact of AIGC on the creative thinking
of designers, revealing its profound impact in areas such as advertising, daily life, and
visual communication design. Although AIGC provides designers with new tools and
creative possibilities, research also emphasizes the irreplaceable role of human creativity
in advertising and design. Designers need to maintain independent thinking and unique
creativity with the assistance of technology, break through old thinking frameworks,
and focus on cultivating humanistic literacy to achieve a positive interaction with AIGC
technology. This presents the dual challenges and opportunities faced by the design field.
Designers in the AIGC era need to continuously improve their creative expression and
humanistic understanding abilities to better lead the development of future design.



The Impact of Artificial Intelligence Generated Content 265

4 Research Method

4.1 In-Depth Interview

In the in-depth interview stage, 15 key information providers were interviewed through
online distribution of in-depth interview questionnaires. The content of the in-depth
interviews was organized, and the views and opinions of different interviewees were
classified according to relevance. Establish a clear data framework for easy analysis
and summarization. The interview will carefully select professional designers covering
a wide range of design fields as interviewees, ensuring that senior designers and new
designers who have already used AIGC tools are included. Through this diverse group

Table 1. Interview Content Data Statistics of Interviewees
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of respondents, we will gain a deeper understanding of the creative thinking process of
designers usingAIGC tools, including the sources of inspiration and creative exploration
methods. In addition, they will be asked about their experience using AIGC tools, with
a focus on the potential impact of AIGC tools on designers’ creative thinking, as well
as their expectations and potential concerns about the tools.

According to the interview results in Table 1, the researchers summarized the
interview results in the highest frequency order as follows:

Through in-depth interviews with 15 senior designers in the design industry as key
information providers, the following conclusions were drawn:

1. Improving design efficiency: AIGC tools significantly improve design efficiency
through automated design generation. (15)

2. Overreliance on AIGC tools can lead to a weakening of designers’ creative thinking,
as excessive reliance on tools may result in a lack of opportunities for independent
thinking and creative output. (14)

3. Solving automated repetitive tasks and freeing up more thinking space: AIGC tools
solve automated repetitive tasks in design, effectively freeing up more thinking space
for designers, enabling them to focus more on deep creative thinking. (14)

4. Lack of emotion: AIGC tools suffer from a lack of emotion in design, as they
mainly focus on automation and generation, making it difficult to express and capture
complex emotional elements in the design. (14)

5. Expanding design possibilities: AIGC tools have successfully expanded the possibil-
ities of design by providing diversity and flexibility, opening up a broader creative
space for designers. (11)

6. Provide design inspiration and direction: AIGC tools automate the generation of
design elements, providing designers with real-time design inspiration and direction,
helping to guide and stimulate creativity in the design process. (11)

7. There is a knowledge blind spot: AIGC tools have a knowledge blind spot, which
means theymay be limited in processing certain fields or topics, unable to provide suf-
ficient background knowledge or deep understanding. Thismay result in the generated
design lacking accuracy and professionalism in specific fields. (11)

4.2 Document Analysis

In terms of literature analysis, we will first conduct extensive literature collection to
search for academic papers, books, and research reports related to the application of
AIGC tools in the field of graphic design and their impact on designer creative thinking.
Subsequently, we will carefully screen and select literature that is closely related to the
research topic and has scientifically reliable methods. In the in-depth analysis stage, we
will extract key information from the literature, including the advantages and limitations
of AIGC tools, as well as the potential impact on designer creative thinking. Finally, by
comparing and summarizing the results of in-depth interviews and the conclusions of
literature analysis, we will form a comprehensive understanding of the impact of AIGC
tools on designer creative thinking. This research method will help to further explore the
practical application and potential impact of AIGC tools in graphic design (Table 2).

According to the keyword statistics in the literature variable table, AIGC tools have
shownvarious advantages in the designfield, including promoting business development,
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Table 2. Literature Review and Overview of Variables in Related Studies

Main Variables Sub Variables Sources

The advantages of AIGC
tools

1. promote commerce
2. Generate high-quality content
3. Design efficiency

improvement
4. Diversity and flexibility
5. Creative stimulation

Zhou Zhen and Zhang Xinyi
(2023)

Zhang Jian, Wang Yuxin, and
Yuan Zhe (2023)

Wang Lei (2023)

Zhao Ying (2023)

Wei Dong (2023)

Ye Caixian and Xu Lijun
(2023)

Feng Yuquan (2024)

Editorial Department of
Textile Guide (2024)

Limitations of AIGC tools 1. Creative limitations
2. Relying on the quality of

training data
3. Lack of emotion
4. Requires a large amount of

resources
5. There is a knowledge blind

spot

Lu Zhaolin, Song Xinheng,
Jin Yucheng (2023)

Zhou Zhen and Zhang Xinyi
(2023)

Zhang Jian, Wang Yuxin, and
Yuan Zhe (2023)

Wang Lei (2023)

Li Jie and Wang Luping
(2024)

Li Jie, Fan Ling (2024)

Zhao Ying (2023)

The Impact of AIGC on
Creative Thinking

1. Excessive dependence leads
to a weakening of designers’
creative thinking

2. Provide design inspiration
and direction

3. Expanding design
possibilities

4. Solving automated repetitive
tasks and freeing up more
thinking space

Lei Li (2023)

Cheng Lin and Wang Mingzhi
(2023)

Zhao Ying (2023)

Chen Ying and Ma Hongtao
(2024)

Wang Lei (2023)

(continued)
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Table 2. (continued)

Main Variables Sub Variables Sources

Zhang Jian, Wang Yuxin, and
Yuan Zhe (2023)

Lu Zhaolin, Song Xinheng,
Jin Yucheng (2023)

Lou Yongqi (2023)

Wei Dong (2023)

Liu Yating and Fan Lingyan
(2023)

generating high-quality content, improving design efficiency, possessing diversity and
flexibility, and stimulating creative thinking. Its automation features enable designers to
complete creative designs more efficiently, while generating high-level design elements
through machine learning and model generation, injecting new vitality and possibilities
into the design field, and helping creators achieve more outstanding achievements at
different levels.

Although AIGC tools have shown many advantages in the design field, they also
have some obvious limitations. Firstly, it is limited by creativity, that is, it excessively
follows the pattern of training data when generating design elements, resulting in a lack
of truly unique and innovative designs. Secondly, the performance of AIGC tools is
closely related to the quality of training data. If there are deviations or deficiencies in the
training data, the generated design results may be affected. In addition, AIGC tools have
certain shortcomings in expressing emotions,making it difficult to accurately capture and
convey emotional elements in the design. On the other hand, in order tomaintain efficient
operation, AIGC tools require a large amount of computing and storage resources, which
poses challenges for some designers and organizations. Finally, there is a knowledge
blind spot in AIGC tools, which means they cannot provide in-depth understanding or
expertise in certain fields or topics, limiting their application in specific fields. These
limitations need to be carefully considered when using AIGC tools to fully leverage their
advantages while avoiding potential issues.

The impact of AIGC tools on creative thinking is twofold. On the one hand, exces-
sive dependence weakens the creative thinking of designers. On the other hand, it pro-
vides design inspiration and direction, expands design possibilities, and frees up more
thinking space by solving automated repetitive tasks, helping to improve the quality of
creative thinking. It is necessary to balance and utilize its advantages in use to promote
comprehensive creative thinking.
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5 The Impact of AIGC Tools on Creative Thinking

Taking the experience of game designer Jason Allen as an example, he won the champi-
onship in the digital art category at the Colorado Art Fair for his creation of Space Opera
House using the AIGC drawing tool Midjournal. This achievement highlights the posi-
tive role of AIGC tools in providing design inspiration and direction, enabling designers
to generate unique and creative design elements through the automatic generation of
tools.

Meanwhile, the application of AIGC tools has also expanded the possibilities of
design. The enterprise Stability AI behind the stable diffusion algorithm has obtained
financing of over 100 million US dollars, with a post investment valuation of 1 billion
US dollars, demonstrating the widespread application of AIGC in the commercial field.
This scalability is not only reflected in the diversity of design elements, but also brings
innovation and development in the commercial field, providing designers with broader
creative space.

In addition, the AIGC tool frees upmore thinking space by solving automated repeti-
tive tasks, allowing designers to focus more on exploring better design directions. This is
particularly evident in the chatbot algorithm launched by ChatGPT, providing designers
with more time to think, explore, and advance design projects.

However, it should be noted that excessive reliance on AIGC tools may lead to a
weakening of creative thinking. Designers should maintain a balance when using AIGC
tools, fully leveraging their advantages while maintaining the ability to manually create,
to ensure that design works are more original and innovative (Table 3).

Table 3. The influencing factors of AIGC tools on creative thinking

Influence factor Describe

Over-reliance on Overreliance on AIGC may weaken the creative
thinking of designers, resulting in dull creativity
and a lack of personality

Provide design inspiration and direction The AIGC tool provides designers with innovative
inspiration and guides their creative direction by
automatically generating design elements

Expanding design possibilities The application of AIGC expands the possibilities
of design, creates diverse design elements, and
enriches the creative space

Solving automated repetitive tasks AIGC solves repetitive tasks, freeing up more time
and thinking space for designers, and improving
design efficiency

The above chart clearly demonstrates the multifaceted impact of AIGC on creative
thinking. Although excessive reliance may pose risks, the rational use of AIGC tools
can help provide inspiration, expand possibilities, and unleash the creative potential of
designers.



270 Y. Lin and H. Liu

6 Conclusion

6.1 Summarize Research Findings

Based on in-depth interviews and literature research, AIGC driven graphic design tools
have attracted significant attention in the field of design. By improving design effi-
ciency, providing inspiration and direction, expanding design possibilities, and solving
automated repetitive tasks, AIGC tools have a positive impact on creative thinking.
However, excessive dependence may lead to a decrease in creativity, and tools have
limitations in emotional expression and knowledge domains. Designers need to flex-
ibly apply this technology, adapt to technological development, and comprehensively
consider the advantages and limitations of tools to promote continuous innovation and
improvement in the design field.

6.2 The Application and Prospects of AIGC Tools in Graphic Design

The application of AIGC tools in graphic design has shown significant potential and
prospects. Firstly, by rapidly generating creative concepts and design drafts, AIGC tools
provide designers with more sources of inspiration, making it easier for them to try
different design styles and element combinations, thereby better stimulating creative
thinking. Secondly, the role of AIGC tools in the design process is not limited to creative
inspiration, but can also be used to automate repetitive tasks, freeing designers more time
to think, explore, and advance design projects, and improving design quality. However,
with the popularization of applications, designers need to be aware of the potential risks
that excessive reliance on these tools may lead to a decrease in creative output.

Looking ahead to the future, AIGC tools are expected to play a more important
role in various fields, helping designers adapt to the rapid development of technology.
Designers will need to continuously develop their skills to better utilize AIGC tools and
integrate them into the design creation process. In addition, the application of AIGC
tools will have a profound impact on the career development of designers, requiring
them to have a more comprehensive understanding and response to the arrival of this
technology.

6.3 Reflections on Designers’ Suggestions and Future Development Directions

For designers, facing the application and future development of AIGC tools, the
following are some suggestions and directions for thinking:

Firstly, expand the breadth of skills: Designers should strive to improve their under-
standing and application ability of AIGC tools. This includes mastering the operation of
tools proficiently, understanding their algorithm principles, and being able to effectively
collaborate with them. Continuously learning new technologies and tools to adapt to
industry changes. Secondly, maintain creative thinking: Although AIGC tools can pro-
vide fast design support, designers should still maintain their unique creative thinking.
While using tools, pay attention to cultivating personalized design styles and creative
expression to ensure that design works have uniqueness and creativity. Thirdly, find a
balance: avoid excessive reliance on AIGC tools and consider them as auxiliary rather
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than substitutes. During the design process, maintain the role of artificial creative think-
ing and use AIGC tools to enhance and expand the possibilities of creativity. Fourthly,
participate in communities and collaborations: join the design and technology commu-
nity, exchange experiences and share perspectives with peers. Actively participate in
interdisciplinary cooperation, collaborate with AI engineers and professionals in other
fields, and jointly promote the integration of technology and design. Fifth, focus on ethics
and social impact: Designers should consider ethics and social impact when applying
AIGC tools. Pay attention to potential issues that tools may cause, such as privacy and
bias, actively participate in discussions and propose improvement plans. Sixth, con-
tinuous learning and adaptation: With the rapid development of technology, designers
need to maintain sensitivity to new technologies and trends. Continuously learning new
knowledge and actively adapting to industry changes to maintain competitiveness. In
the future, designers will play a more critical role in collaboration with AIGC tools. By
deeply understanding the advantages and limitations of tools, designers can better guide
the application of technology and create more creative and in-depth design works.
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Abstract. Performance assessment in the era of human–robot collaboration poses
new challenges. Will human managers display varying responses to the success
and failure of human versus robot employees? This study aims to investigate peo-
ple’s responses to success and errors made by humans compared to those made
by robots using self-report measures and neuroimaging techniques. Twenty-four
participants were asked to imagine themselves as managers tasked with reviewing
videos of human–robot collaboration and evaluating the human and robot employ-
ees in the video. Results showed that, when the employee performed correctly,
participants assigned more credit to the employee and showed stronger positive
emotions when the employee was a robot than a human.When the employee made
an error and caused failure, participants attributedmore blame to the employee and
showed stronger negative emotions when the employee was a human than a robot.
Additionally, employee errors resulted in decreased trust, and the trust damage
caused by human errors was higher than that caused by robot errors. Furthermore,
the functional near-infrared spectroscopy technique showed that viewing robot
errors caused decreased activation in the prefrontal cortex. These findings enrich
our understanding of attribution, trust, and emotions in human–robot collabo-
ration from the perspective of human managers, providing practical managerial
implications.

Keywords: Robots · Human–robot Collaboration · Attribution · Trust ·
Emotion · fNIRS

1 Introduction

With the development of artificial intelligence and robotics technology, intelligent robots
are playing an ever-growing role in human production and daily life. While work used
to be done by humans, nowadays human–robot collaboration has become a novel mode
of production. Robots are viewed as social actors [1] and are used in a variety of fields
such as assembly manufacturing [2], waste sorting [3], and urban search and rescue
missions [4]. In the context of human–robot collaboration, evaluation performance faces
new challenges. Considering that managers are typically human, do they exhibit varying
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reactions to humanversus robot employees?Previous researchhas compared individuals’
attitudes towards robots and humans from the perspective of users [5–7]. However, there
is limited research from the viewpoint of humanmanagers. This study examines whether
people show different responses when evaluating the performance of human and robot
employees in human–robot collaboration.

Responsibility attribution has garnered increasing attention in human–robot collab-
oration research [8–10]. Understanding responsibility attribution is crucial for managers
to accurately assess the contributions and performance of each team member. However,
biases in attribution may arise when individuals analyze their own or others’ actions [11,
12]. Accordingly, this study explores whether people demonstrate biases when attribut-
ing work performance between human and robotic employees. Moreover, attribution
may affect people’s trust in the employee. For instance, attributing failures to the robot
may lead to a decrease in trust in the robot. In human–robot interaction, trust plays a piv-
otal role in influencing human acceptance and usage [13]. This study examines whether
there are differences in the trust damage between errors caused by human and robotic
employees.

Understanding emotional responses towards human and robotic employees is impor-
tant. Emotions have the potential to influence our cognition and decision-making process
[14], implying that emotional responses of human managers may impact their perfor-
mance assessment for human and robotic employees. Therefore, this study explores
people’s emotional responses when observing correct and wrong operations performed
by humans and robots. Functional near-infrared spectroscopy (fNIRS) is an important
tool to study and analyze brain activity, providing an effective tool to examine emotional
responses. fNIRS can record cerebral blood flow and objectively reflect the physiological
state of humans [15–17]. This study employs fNIRS to record activity in the prefrontal
cortex (PFC), exploring distinctions in PFC activation among people in response to
errors made by robots and humans.

The findings of this study have theoretical and practical implications. In the context
of successful collaboration, participants trust humans more than robots. However, par-
ticipants attribute more credit to robots and evoke a greater extent of positive emotions
towards robots. In the context of collaboration failure, human errors cause more dam-
age to participants’ trust. At the same time, participants attribute more responsibility to
humans and evoke a greater extent of negative emotions towards humans. These findings
contribute to the literature on human–robot collaboration.

2 Related Work

2.1 Attribution

Attribution refers to the perception or inference of the reasons behind events [18]. In
human–human and human–robot collaborative tasks, the outcomes often involve alloca-
tions of credit or blame, which may impact the subsequent reward or punishment distri-
butions. In the research on human–robot interaction, responsibility attribution receives
widespread attention. Belanche et al. [19] have compared robots and humans as service
providers in hotel services. According to their results, consumers believe that humans
should bear more responsibility than robots in the service context, and this perception
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becomes more pronounced when service failures occur. Likewise, Ryoo et al. [20] have
demonstrated that human service providers receive more blame from consumers com-
pared to service robots when errors occur. Henderson and Gillan [21] have described an
accident scenario caused by either robots or humans and found that humans are blamed
more than robots in accident situations. Pavone et al. [22] have analyzed the provision of
online services by chatbots and humans and found that consumers attribute more respon-
sibility to humans than chatbots for service failures. These studies indicate differences
in how people perceive and treat robots compared to humans in terms of responsibility
attribution.

Some studies have exploredwhy people attribute responsibility differently to humans
and robots based on their level of autonomy. The autonomy of robots is closely linked
to the responsibilities they undertake. Kim and Hinds [23] conducted an experiment
investigating the relationship between the autonomy of robots and the attribution of
responsibility. In this study, robots were utilized as transport agents collaborating with
humans to accomplish a toy assembly task. The results indicate that as the autonomy
of the robot increases, participants tend to attribute more responsibility to the robot.
Furlough et al. [24] similarly found in their research that as the autonomy of robots
increases, they are required to take on more responsibility for task outcomes. While the
autonomy of robots can be adjusted to meet task requirements, there is still room for
further improvement in robotic technology. In the human perception, the autonomy of
robots is constrained by the limitations of programmed algorithms [9, 19, 25]. Robots
with constrained autonomy may lack the ability to make judgments and handle tasks.
In contrast, humans exhibit a higher degree of autonomy in tasks, possessing the capac-
ity for independent judgment and action execution [26]. Gailey [27] similarly argues
that humans, possessing a higher capacity for autonomous action, should bear more
responsibility for their behavior.

In summary, we infer that individuals may exhibit different reactions when faced
with the success and failure of human and robotic employees. Specifically, human errors
may receive more blame compared to errors made by robots. Conversely, human suc-
cesses may receive less credit compared to successes achieved by robots. Based on these
considerations, this study proposes the following hypotheses:

Hypothesis 1. Participants will attribute greater blame to the human employee for
failures than to the robotic employee.

Hypothesis 2. Participants will attribute less credit to the human employee for success
than to the robotic employee.

2.2 Trust

Trust is closely related to competence. Studies like [28] found that trust is higher when
individuals perceive friendliness, positivity, and strong competence. Previous studies
have shown that robot performance is a crucial determinant of trust [29, 30]. Addition-
ally, robot errors may lead to human blame and ultimately reduce human trust [31].
Wright et al. [30] suggest that robot errors harm the perception of their reliability. As
the reliability of robots decreases, human trust in them is likely to diminish accordingly
[32]. On the contrary, if robots perform well in tasks, it may enhance their perceived
competence and reliability and increase trust in robots. In a study comparing the impact



276 F. Liu et al.

of human and robotic performance on trust, Alarcon et al. [33] found that there was
no significant difference in trust between humans and robots when both made mis-
takes. However, Wang and Quadflieg [34] suggest that humans appear to possess greater
intelligence and are more trustworthy than robots. In contrast, Zonca et al. [35] found
that robots are more trusted than humans. Considering the above discussion along with
Hypotheses 1 and 2, we propose the following hypothesis:

Hypothesis 3. Trust will decrease when viewing employee failure than success (H3a),
and the decrease will be greater when the employee is a human than a
robot (H3b).

2.3 Emotion Responses

Emotion continues to be a central focus of research. Ekman [36] classified emotions into
six categories, including surprise, happiness, fear, sadness, anger, and disgust. Plutchik
[37] categorized emotions into eight types, including rage, loathing, grief, terror, ado-
ration, amazement, ecstasy, and vigilance. In general, emotions can be categorized into
positive and negative ones. Positive emotions are associated with psychological states
such as happiness, relaxation, and satisfaction [38]. When both robots and humans suc-
cessfully complete tasks, this aligns with human expectations and may evoke positive
emotions. On the contrary, negative emotions are associated with psychological states
such as sadness, frustration, and dissatisfaction. Research indicates that service fail-
ures can evoke negative emotions in consumers [22, 39, 40]. Therefore, when robots or
humans make mistakes at work, it may trigger negative emotions in humans. Pavone
et al. [22] further suggests that compared to robots, human errors may lead to a greater
sense of frustration. Building upon the analysis and Hypotheses 1–3 presented earlier,
the following hypothesis is proposed:

Hypothesis 4. Negative emotions for the employee’s error will be stronger when the
employee is a human than a robot.

Hypothesis 5. Positive emotions for the employee’s success will be stronger when the
employee is a robot than a human.

fNIRS proves to be a useful tool for capturing neural activity within the brain, pro-
viding objective data that contributes to the investigation of human–machine interaction.
The PFC investigated in this study is a vital region for neural activity and associated
with cognitive processes [41, 42] and emotional responses [43]. Kreplin and Fairclough
[44] found increased activation in the PFC when people view positive images than neg-
ative ones, implying that the increased PFC activation may be related to pleasantness.
Additionally, Zhou et al. [45] found that happy pictures evoke increased activation in
the PFC than sad pictures. Considering the above findings and hypotheses, we propose
a new hypothesis:

Hypothesis 6. Participants will exhibit increased PFC activation when viewing success
than errors (H6a), and the difference will be greater when the employee
is a robot than a human (H6b).
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3 Method

3.1 Experimental Design and Participants

This study conducted a within-subjects experiment. Each participant watched three
videos of human–robot collaboration and assessed the human and robotic employees
in each video. We randomly recruited 26 participants from a university campus, and
two were excluded due to incomplete data. Twenty-four participants (12 females) were
included in this study, and informed consent was obtained from all participants.

3.2 Task and Procedure

During the experiment, participants were instructed to imagine themselves as managers
and evaluate the human and robotic employees based on their performance in the video.
The videos illustrated a two-stage collaborative task (see Fig. 1). First, the robot was
required to select a component of a specific color and pass it to the human. Second,
the human need to place the component into a box matching its color. Each participant
watched three videos: one where both the robot and the human perform the task right
(RR), another where the robot makes an error but the human performs right (WR), and a
third where the robot performs right but the human makes an error (RW). The first video
viewed by each participant was the RR scenario, and the order of the other two videos
was balanced among participants.

The experimental procedure is as follows: (1) Participants were asked to fill out
an informed consent form; (2) We introduced the experimental background, content,
and procedure; (3) Participants completed a pre-experiment questionnaire, reporting
demographic information; (4) Participantswore the fNIRSdevice; (5) Participants closed
their eyes and relaxed for one minute; (6) Participants watched a video of human–robot
collaboration; (7) Participants completed a post-experimental questionnaire, providing
feedback on the video; (8) Repeated steps (5), (6), and (7) until participants finished
watching three videos, and finally we removed the fNIRS device from participants. The
entire experiment lasted approximately 15 min.

3.3 Apparatus

The left side of Fig. 1 shows a screenshot from the video. The robot in the video is Nao,
developed by SoftBank Robotics Group, and widely used in human–robot interaction
research. The robot exhibits functions of body movement, gaze and speech: (1) The
robot moves its arms to pick up an object and then approaches the human; (2) The
robot utilizes facial tracking to gaze at the human; (3) The robot communicates with the
human using synthesized natural language. The right side of Fig. 1 illustrates the PFC
region recorded by fNIRS and the positions of the probes. We utilized 7 light sources
and 8 detectors, generating a total of 22 measurement channels. Each channel consists of
one light source probe and one detector probe, with a fixed distance of 3.5 cm between
them.We employed a continuous-wave near-infrared optical imaging system (NirSmart,
Huichuang, China) with a sampling rate of 15Hz and wavelengths of 730 and 850 nm.
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Fig. 1. Video screenshots: robot taking a component, passing it to the human, and the human
placing it the location (left); fNIRS probe layout: S# - source, D# - detector (right)

3.4 Measures

In the pre-experiment questionnaire, participants reported their gender, age, and identity.
The post-experiment questionnaire required participants to answer questions based on
the video they watched. First, they need to tell the outcome of the human–robot col-
laboration task (Success/Failure) and the main reason for the outcome of this task (Nao
robot/Human operator/Both). Second, they had to assess the responsibility attribution,
trust, and emotional responses. All the items were answered on a seven-point Likert
scale, where 1 indicated strongly disagree, and 7 indicated strongly agree. The scales
were adapted from previous studies [23, 46] and listed in Table 1.

3.5 Data Analysis

Paired-t-tests and repeated-measures ANOVAs were used to analyze participants’
responses in terms of responsibility attribution, trust, and positive/negative emotions.
We conducted preprocessing on the fNIRS data for each participant using NirSpark
(Huichuang, China). We initially excluded unrelated time intervals and set standard
deviation of the threshold and amplitude of the threshold to 6 and 0.5, respectively, to
remove the artefacts induced by motion and environment. Additionally, we applied a
filter between 0.01 and 0.2 to reduce the impact of high-frequency and low-frequency
noise. Furthermore, we used the modified Beer–Lambert law to convert the optical sig-
nals into the concentration of oxygenated hemoglobin (HbO). Moreover, we performed
baseline corrections and obtained task-related activations (�HbO) with the resting state
before each video as baselines. Finally, the average �HbO concentration during the
stimulus periods was used for analysis. All analyses were conducted using R 4.3.1.
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Table 1. Items used in experiment questionnaire

Scales and items Cronbach’sα

Attribution

The robot/human has certain responsibility (credit/fault) for the result
The robot/human has the main responsibility (credit/fault) for the result
The main reason for this result lies in the robot/human
The robot/human should bear most of the rewards or penalties

Robot:0.95
Human:0.95

Trust

Do you think the robot/human is competent?
Do you think the robot/human works hard?
Do you think the robot/human is reliable?
Do you think the robot/human is capable of doing the job?
Are you satisfied with the performance of the robot/human?
Do you trust the robot/human?
Are you willing to hire the robot/human if you have the opportunity?

Robot:0.96
Human:0.96

Positive Emotion

When I saw the robot/human’s action, I was interested
When I saw the robot/human’s action, I felt happy
When I saw the robot/human’s action, I felt proud
When I saw the robot/human’s action, I felt excited
When I saw the robot/human’s action, I felt encouraged
When I saw the robot/human’s action, I felt comfortable
When I saw the robot/human’s action, I was satisfied
When I saw the robot/human’s action, I was surprised

Robot:0.92
Human:0.88

Negative Emotion

When I saw the robot/human’s action, I was disappointed
When I saw the robot/human’s action, I felt frustrated
When I saw the robot/human’s action, I felt worried
When I saw the robot/human’s action, I felt ashamed
When I saw the robot/human’s action, I felt nervous
When I saw the robot/human’s action, I felt angry
When I saw the robot/human’s action, I felt embarrassed
When I saw the robot/human’s action, I felt expected

Robot:0.86
Human:0.85

4 Results

4.1 Manipulation Check

To examine whether participants’ perceptions of video contents were consistent with
our manipulation, we aggregated the judgments of all participants for the three video
outcomes. In the RR condition, all participants perceived the outcome as successful, with
21 attributing it to the joint effort of the robot and the human, and only 3 attributing it to
the robot alone. In the WR condition, all participants perceived the outcome as a failure,
with 20 attributing it to the robot alone, and only 4 attributing it to the joint efforts of
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the robot and the human. In the RW condition, all participants perceived the outcome
as a failure, with 24 attributing it to the human. These results were consistent with our
manipulation, as shown in Table 2.

Table 2. Check of outcome manipulation and error party manipulation

Condition Outcome check Attribution check

Success Failure Both Human Robot

RR 24 0 21 0 3

WR 0 24 4 0 20

RW 0 24 0 24 0

4.2 Hypotheses 1–3

Hypothesis 1 predicts that participantswill attribute greater blame to thehumanemployee
for failures than to the robotic employee. The results showed that participants attributed
greater blame to the human for failures (RW condition; M = 6.73, SE = 0.10) than
to the robot (WR condition; M = 6.43, SE = 0.12), t23 = −2.53, p = .019, CohensD
= −0.57. Hypothesis 2 predict that participants will attribute less credit to the human
employee for success than to the robotic employee. The results revealed a marginally
significant difference in the attribution of credit between the human (RR condition; M
= 4.61, SE = 0.19) and the robot (RR condition; M = 5.25, SE = 0.23), t23 = 2.05, p
= .052, CohensD = 0.62. Thus, Hypotheses 1 and 2 were supported.

Hypothesis 3 predicts decreased trust after failure than success and that the trust
damage will be greater for the human than robotic employee. The results showed that
trust in the employee was higher after viewing success (RR condition; M = 5.50, SE =
0.13) than failures (RW and WR conditions; M = 2.17, SE = 0.07), F(1, 23) = 308.5,
p < .001, η2 = .84. Therefore, H3a was supported. Regarding the human employee,
participants reported lower trust after failures (RW condition; M = 2.03, SE = 0.10)
than success (RR condition; M = 5.71, SE = 0.17), F(1, 23) = 154.7, p < .001, η2 =
.80. Regarding the robotic employee, participants reported decreased trust after failures
(WR condition; M = 2.30, SE = 0.09) than success (RR condition; M = 5.29, SE =
0.20), F(1, 23) = 337.5, p < .001, η2 = .89. According to the effect sizes, participants
exhibited greater trust damage towards the human than robotic employee. Therefore,
H3b was supported.

4.3 Hypotheses 4 and 5

Hypothesis 4 predicts that negative emotions for the employee’s error will be stronger
when the employee is a human than a robot. In the context of failure caused by either
the human or the robot, participants exhibited stronger negative emotions towards the
human (M= 4.48, SE = 0.25) than the robot (M= 4.01, SE = 0.27), t23 = −3.40, p =
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.002,CohensD=−0.37. Hypothesis 5 predicts that positive emotions for the employee’s
success will be stronger when the employee is a robot than a human. In the context of
successful collaboration, participants showed higher positive emotions towards the robot
(M = 4.94, SE = 0.20) than the human (M = 4.05, SE = 0.23) for their right actions,
t23 = 5.02, p < .001, CohensD = 0.83. Therefore, Hypotheses 4 and 5 were supported.
These results are presented in Fig. 2.

Fig. 2. Human responses to the success of the robot and the human: attribution of credit, trust,
and positive emotion (left); human responses to the errors of the robot and the human: attribution
of blame, trust, and negative emotion (right).

4.4 Hypothesis 6

Hypothesis 6 predicts that participants will exhibit increased PFC activation when view-
ing success than errors, and the difference will be greater when the employee is a robot
than a human. However, our results showed no evidence for this hypothesis. Instead, we
found decreased HbO concentrations in channels S1–D2 (M=−0.038, SE= 0.02; p=
.037), S1–D4 (M=−0.030, SE= 0.01; p= .025), S2–D2 (M=−0.024, SE= 0.01; p=
.020), and S4–D2 (M=−0.019, SE= 0.01; p= .016) when participants observed errors
made by the robot compared to baselines. Additionally, there was a greater decrease in
the S2–D2 channel when participants observed errors made by the robot (M = −0.024,
SE = 0.01) compared to when they observed errors made by the human (M = −0.002,
SE = 0.01), p = .044. Likewise, there was a greater decrease in the HbO concentration
in the channel of S4–D2 when participants viewed errors from the robot (M = −0.019,
SE = 0.01) than the human (M = −0.001, SE = 0.01), p = .049. Furthermore, there
was a positive correlation between the�HbO concentration in the S3–D6 channel when
participants observed the robot performing correctly and the participant’s positive emo-
tions towards the robot (r = 0.43, p = .036). Likewise, there was a positive correlation
between the �HbO concentration in the S1–D1 channel when participants observed the
human performing correctly and the participant’s positive emotions towards the human
(r = 0.41, p = .046).
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5 Discussion

5.1 Summary and Interpretation of Main Results

Hypotheses 1 and 2 were supported by our results. Specifically, participants attributed
more blame but less credit to the human than robotic employee. A possible explanation
is from the perspective of limited autonomy of robots [9, 19, 25], indicating that par-
ticipants were psychologically prepared for errors from the robot. Human autonomy is
relatively high [26], and participants may believe that humans should not makemistakes.
Therefore, errors made by humans lead to more blame from participants. However, par-
ticipants may hold higher expectations for the human and take the human’s success for
granted, resulting in more credit to the robot when human–robot collaboration succeeds.
Our results supported Hypothesis 3 that participants reported lower trust when viewing
employee failure than success, and the trust damage caused by human errors was higher
than that caused by robot errors. As previous research indicates, errors lead to partici-
pants’ blame [20–22], and these blames may subsequently lead to a decline in trust [31].
Furthermore, due to participants attributing more blame to humans, the damage to trust
caused by human errors was more substantial.

Hypotheses 4 and 5 were supported by our results that participants showed stronger
negative emotions for the human errors but more positive emotions for the robot success.
A possible explanation is that people have higher expectations for humans, taking the
human’s correct operations for granted. Additionally, combining the attribution and trust
differences between humans and robots, it can be observed that people showed lower
tolerance for human errors than robot errors. Hypothesis 6 predicts neural responses
towards human and robotic employees, but our results provided no evidence. Instead,
the results revealed decreased activation in several channels in the PFCwhen participants
viewed robot errors. This may associate with negative emotions or cognitive judgements
about the robot [44, 45]. Similarly, prior research has observed decreased activation
when people made errors and increased activation when they made correct decisions
[16].

5.2 Theoretical and Practical Implications

This study builds upon previous research that focused on human–robot interaction fail-
ures, providing further theoretical confirmation. Our study reveals that failure triggers
blame, distrust, and negative emotions among participants. Additionally, we consider
successful scenarios, thereby enriching theoretical research in different situations. Suc-
cess can induce recognition, trust, and positive emotions among participants. Further-
more, by comparing the performance of robots and humans in the same task, our study
not only deepens the understanding of participants’ distinct perceptions of robots and
humans but also contributes to the research on managing human–robot collaboration in
various contexts. Moreover, by incorporating objective fNIRS data, our study enriches
the research on the relationship between subjective measures and neural correlates.

The increasing prevalence of human–robot collaboration in the workplace is note-
worthy. Our study reveals distinctions in participants’ perceptions between humans
and robots. These findings help us understand the attitudes of managers towards robot
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employees and human employees in managerial work. In managerial training, it would
be beneficial to enhance managers’ understanding of robot capabilities, ensuring that
managers have an accurate assessment of robots. This can prevent significant changes
in responsibility attribution, trust, and emotional fluctuations resulting from disparities
between expectations and the actual performance of robots. Furthermore, the research
results inspire the need for a criterion to evaluate work outcomes. This is beneficial
for analyzing the state of managers through the outcomes and providing appropriate
managerial recommendations based on their state.

5.3 Limitations and Future Research

This study has several limitations. First, the sample wasmainly students, and the human–
robot collaborative tasks were relatively simple. This might limit the generalizability of
the results to more diverse work environments and backgrounds. Future research could
broaden the sample range and conduct experiments in more realistic work settings.
Second, the experimental design of this study involved participants watching videos as
managers, potentially leading to a lack of sense of presence. Future experimental designs
could involve participants immersing themselves in work scenarios to enhance the sense
of presence. Third, we only considered the individual reasons for either the robot or the
human, but in certain tasks, the reasons for success or failure might be a combination
of both. Future research should delve deeper into understanding the specific reasons for
the differences in attitudes towards humans and robots among managers. This could
involve exploring the influence of psychological and cultural factors on these attitudes.
Gaining a deeper understanding of the fundamental reasons behind these differences
will contribute to the effective implementation of human–robot collaboration.

6 Conclusion

This study analyzed participants’ attributions of responsibility, trust, and emotions
towards humans and robots in both successful and failed human–robot collaboration
scenarios. Additionally, we investigated participants’ PFC neural activity differences
between humans and robots using fNIRS. The results indicated that in successful human–
robot collaboration, the robot received more credit and triggered more positive emotions
in participants. However, participants exhibited higher levels of trust in humans. Con-
versely, in context of human–robot collaboration failure, humans received more blame
and triggered more distrust and negative emotions in participants. Moreover, failure
led to a decrease in activation in certain regions of the PFC. These results contribute
theoretically to understanding the distinctions in managers’ perceptions of robots and
humans. Furthermore, they provide insights for managerial practices in human–robot
collaboration.
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Abstract. Given the popularity of interactive artificial intelligence
models like ChatGPT, public perceptions of emerging Artificial Intel-
ligence Generated Content (AIGC) have sparked widespread discussion.
Companies and research institutions worldwide have been studying and
releasing AIGC products, where the data used for training models in
different regions is influenced by local cultures, inevitably leading to
variations in the products. Public sentiment plays a crucial role on social
media platforms, offering valuable insights that reflect the public’s opin-
ions and attitudes. Currently, there is a lack of analysis on the social
emotions evoked by AIGC content, not to mention studies on the emo-
tional response to products across different cultural backgrounds. This
research aims to fill this gap by collecting relevant data and establishing
an analytical model. Specifically, we selected six AIGC products from dif-
ferent regions, collected posts and related interactive data from users on
Chinese social media platforms, and developed a user attitude and accep-
tance calculation model to analyze attitudes and acceptance towards
products from different cultural backgrounds. The study concludes with
two main findings: users currently hold positive attitudes towards all
AIGC products, with a slightly higher inclination towards local prod-
ucts compared to non-native ones; when confronted with AIGC prod-
ucts that exhibit cultural differences, users show a preference for prod-
ucts trained with local data. These conclusions not only demonstrate
the differences in user acceptance of AIGC products across various cul-
tural backgrounds but also underscore the importance of localization in
the development and promotion of AIGC products. To enhance the user
acceptance of non-native AIGC products, developers need to consider
adopting more localization strategies to better meet users’ cultural needs
and expectations.
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1 Introduction

In recent years, with the development of deep learning technologies, artificial
intelligence has increasingly penetrated various aspects of life. AIGC (Artifi-
cial Intelligence Generated Content) products have gradually become known to
people outside the field of computer science [1,2]. Since the early part of 2023,
the launch of the large language model ChatGPT(http://chat.openai.com) by
OpenAI has significantly enhanced the capabilities of the model and lowered
the barriers to its use. ChatGPT, a quintessential AIGC product, communi-
cates with users by processing and reasoning through natural language inputs
and efficiently generating responses, thereby facilitating conversational interac-
tions. Other similar AIGC products include Bard from Google and Claude+
from Anthropic. As AIGC products become more prevalent, people have started
using them as tools for production and daily life, significantly enhancing work
efficiency.

Although AIGC products like ChatGPT support a multitude of global lan-
guages, the majority of the corpus used in the training process of the ChatGPT
model is in English. Consequently, the model is more accustomed to English
words, sentence structures, and grammar, and it excels in communicating in
English. Therefore, it generally has a better understanding of and response to
conversations conducted in English, which may result in a less optimal user
experience for native Chinese speakers. In response to this phenomenon, several
Chinese companies launched their own AIGC products shortly after the debut
of ChatGPT, such as Baidu’s ‘Wenxin Yiyan’, Alibaba’s ‘Tongyi Qianwen’, and
iFlytek’s ‘Spark’, among others. These products are characterized by their exten-
sive use of Chinese in model training and specific optimizations for the Chinese
linguistic context, making them more adept at conversing with native Chinese
speakers.

The popularity of AIGC products has sparked a productivity revolution and
simultaneously ignited public discourse. Users share their opinions and atti-
tudes towards AIGC products on social media platforms, reflecting their accep-
tance and perspectives. Some users praise AIGC products for enhancing their
work efficiency, while others express concerns about the potential for generat-
ing false information or AI replacing human jobs in the future [3,4]. The sen-
timent expressed on social media is crucial for the impact of emerging AIGC
products, as public feedback is invaluable for guiding the future development of
these products, including making localized adjustments for international prod-
ucts [5]. As AIGC products continue to evolve, exploring how people’s attitudes
and acceptance change over time, and whether individuals perceive AI differ-
ently with different cultural backgrounds, are pertinent research questions worth
investigating.

The formidable inferencing capabilities of AIGC products are inseparable
from their memory of training data, with the content of such data significantly
impacting the results of inferences. The inclusivity and diversity of training data
are crucial for generating high-quality content. However, the unequal distribution
of corpora can lead to content predominantly reflecting viewpoints and values

http://chat.openai.com
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centered around a single language, while severely limiting the expression of other
languages and cultures [6]. People living in different cultural contexts often have
distinct behavioral norms and communication styles. When models lack sufficient
data on languages and cultures, they may fail to accurately capture the linguistic
conventions, history, and values of specific cultures. Consequently, the generated
content might lack cultural accuracy and sensitivity, potentially leading to inac-
curate or offensive expressions, ultimately hindering cross-cultural understand-
ing [6]. Previous research on AIGC and public sentiment rarely addressed the
cultural differences in training data. This study aims to fill this gap by exploring
users’ attitudes and acceptance towards AIGC products trained with data from
diverse cultures.

2 Methodology

In this section, we describe our proposed method. First, a dataset is built by
crawling data from weibo.com that discusses various technical tools related to
AIGC. Then an attitudes and acceptance computing system is established based
on secondary communication. Finally, dynamic indicators of different period
attitudes and acceptance are selected.

2.1 Data Collection

Based on the social media product type and user scale, this study selects Weibo
(https://weibo.com) as the data source platform for exploring user attitudes
and acceptance. Weibo is one of China’s largest social media platforms. It serves
as a platform for sharing, disseminating, and receiving information based on
user relationships. Through its website or mobile application, users can pub-
licly upload pictures and videos for instant sharing, while others may engage
by commenting through text, images, and videos, or using multimedia instant
messaging services. A characteristic of social media platforms like Weibo is the
expression of user-generated media, where users create and share their content
for others to consume by browsing, liking, commenting, etc. [7] The content writ-
ten and published by users on the platform reflects their attitudes toward the
topics discussed, and the interactions with other users (such as likes, comments,
and shares) indicate their acceptance and recognition of others’ content.

To investigate user acceptance of AIGC products from different cultural back-
grounds, we categorize products utilizing AIGC technology into two groups:
those trained on English data and those trained on Chinese data. Based on rat-
ings from OpenCompass (https://opencompass.org.cn/), a globally recognized
model evaluation platform, we selected the names of highly rated AIGC prod-
ucts as search keywords. Although 2023 saw many companies, such as Meta,
open-sourcing their large language models like LLaMA, which accelerated the
activity within the AIGC community and promoted the rapid development of
AIGC models, open-source large models generally require demanding opera-
tional conditions, and users may not achieve a satisfactory experience on a single

https://weibo.com
https://opencompass.org.cn/
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consumer-grade GPU; they also have a higher barrier to entry, with most users
being students and professionals in computer-related fields. For these reasons,
the user base of open-source AIGC models is significantly smaller than that of
commercially released AIGC products, and thus, open-source models are not
within the scope of this research.

In this experiment, the English AIGC products selected include ChatGPT,
Claude+, and Bard, while the Chinese AIGC products comprise Wenxin Yiyan,
iFlytek Spark, and Tongyi Qianwen. We have carefully considered user habits in
our choice of search keywords. For instance, we use Chinese characters as search
keywords when querying Chinese products and English words for English prod-
ucts, conducting fuzzy searches on case variations (e.g., searching for ChatGPT,
chatgpt, chatGPT, etc., simultaneously). Additionally, we observed that when
users discuss Claude+ on social media, they commonly refer to it as “Claude,”
thus, we also used “Claude” in place of “Claude+” as a search keyword.

In this study, we collected social media data through a program developed
in-house, utilizing the Selenium library in Python to automate the retrieval of
search results containing specific keywords on designated dates. After obtaining
the search results, we gathered the necessary data for our research by iterating
through each result. This included collecting the main text for analyzing users’
sentiment and obtaining likes, shares, and comments data to assess user accep-
tance. The program enabled us to compile a dataset consisting of all relevant
data from July 1, 2023, to December 31, 2023, required for this study.

2.2 Data Process

This experimental study aims to construct a comprehensive evaluation system
to measure user attitudes and acceptance.

First, we preprocess the data in our dataset, aiming to filter out and clean
some garbled characters and irrelevant data contents from the original dataset.
Simultaneously, we employ the Python natural language processing library
SnowNLP to segment the text of blog posts, remove punctuation, and process
stop words. This step not only improves the quality and relevance of the data
but also lays a solid foundation for subsequent sentiment analysis. When cal-
culating sentiment attitude indices, we use SnowNLP’s built-in Bayesian model
to individually calculate the sentiment tendency value of all blog posts, with
a value range of [0, 1], where values closer to 1 indicate a higher likelihood of
positive emotional polarity. We consider the emotional polarity of the blog posts
as the sentiment attitude of the users in this data.

Once users post content on social media platforms, other users can interact
with that content, including liking, commenting, and sharing. Different user
interaction behaviors display varying levels of user acceptance, where likes and
shares directly indicate approval of the content posted by a user. Compared to
sharing, liking is a more concise and direct expression of a user’s stance, while
sharing suggests that the user engaging in the share wants to distribute the
content they see to their friends or indicates that the original author has voiced
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their thoughts. For these reasons, we consider a user’s likes and shares as first-
tier levels of acceptance. Since user comments require a detailed analysis of the
comment content and do not express as direct a stance as likes, we define user
commenting behavior as a second-tier level of acceptance.

To address the challenge of assessing the importance of different levels of
acceptance indicators and the issue of direct addition or subtraction not being
feasible due to varying scales of acceptance indicators, this experiment proposes
a user acceptance calculation model. We define the number of likes, shares, and
comments for the ith data point as Li, Fi, and Ci, respectively. For each time
window, we normalize the original calculation results as follows:

L′
i =

Li − min(Lj)
max(Lj) − min(Lj)

for any j ∈ [0, length(dataset)]

F ′
i =

Fi − min(Fj)
max(Fj) − min(Fj)

for any j ∈ [0, length(dataset)]

C ′
i =

Ci − min(Cj)
max(Cj) − min(Cj)

for any j ∈ [0, length(dataset)]

Then, we calculate the acceptance indicator Ai for the data point using the
adjusted indicators according to the following formula:

Ai = 2L′
i + 2F ′

i + C ′
i

Due to the rapid development of artificial intelligence technology, extensive
research on the model structures and training techniques behind AIGC prod-
ucts has yielded significant results. Many companies apply the latest research
findings to their AIGC products, including Mixture of Experts (MoE) model
architectures, [8] Mamba, [9] and training methods such as Supervised Fine-
Tuning (SFT) and Reinforcement Learning from Human Feedback (RLHF), [10]
along with training frameworks like DeepSpeed, [11] Ray, and Megatron-LM. [12]
On the other hand, given the unique nature of AIGC products, there is a contin-
uous need to update them with new knowledge and perspectives on recent news
events, allowing AI-generated content to more closely align with user lives and
provide a superior user experience. For these reasons, AIGC products often have
short update cycles and rapid iteration speeds, and users’ experiences evolve
with the updates of new products.

To capture the trends in users’ attitudes and emotional tendencies towards
AIGC products over time, this study organizes the calculated attitude and accep-
tance indicators chronologically. Every 15 d constitutes a time window, within
which indicators are aggregated by their mean value to obtain the corresponding
indicators for that time window. The data from July 1, 2023, to December 31,
2023, is divided into 12 windows in this study.

Finally, the obtained indicators are visualized, and conclusions are drawn
based on the analysis.
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3 Findings

This section primarily presents the achievements of our work in two aspects: com-
putation results on the dataset, investigations, and statistical outcomes of various
dynamic indicators. We will visualize the processed indicators as described above.
The changes in user acceptance and attitudes over time are displayed in the form
of line graphs, as shown in Fig. 1 and Fig. 2, respectively; the monthly distribu-
tion of user acceptance and attitudes is presented in pie charts, as depicted in
Fig. 3 and Fig. 4, respectively.

Fig. 1. User acceptance on six AIGC products in two cultural backgrounds.

Figure 1 shows the trend over time in user acceptance of six AIGC products
trained with corpora from different cultural backgrounds. It is evident that users
exhibit higher acceptance for iFlytek Spark and Tongyi Qianwen, while Chat-
GPT receives comparatively lower acceptance. This can be attributed to the
higher usage barriers and non-localized response styles of non-native products
like ChatGPT.

Figure 2 illustrates the trend in users’ emotional attitudes towards the six
AIGC products over time. Overall, users maintain a positive attitude towards
all six AIGC products, closely associated with the rapid development of AIGC
in 2023. It is also noticeable that the ranking of users’ attitudes towards AIGC
products from different cultural backgrounds remains relatively stable, with the
local AIGC products, Xunfei Spark and Tongyi Qianwen, enjoying favorable
attitudes among users, while Claude+ and ChatGPT are perceived less favor-
ably. Bard shows more significant fluctuations in attitude across different time
windows.

Figure 3 presents the proportion of user acceptance for the six AIGC products
across different time windows. It is not difficult to find that in more than half
of the time windows, the combined acceptance of AIGC products trained with
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Fig. 2. User attitudes on six AIGC products in two cultural backgrounds.

Chinese corpora (Tongyi Qianwen, iFlytek Spark, Wenxin Yiyan) accounts for
over 50% of the total, indicating a higher acceptance for local AIGC products.

Figure 4 displays the proportion of users’ attitudes towards the six AIGC
products across different time windows. The emotional attitude percentages
towards different products are nearly consistent in every time window, suggesting
that users hold similar attitudes towards all AIGC products.

4 Discussion

4.1 Summary of Findings

Through dynamic analysis of changes in user attitudes and acceptance over
time, this study have found that users generally hold positive attitudes towards
all AIGC products. Notably, local AIGC products, such as iFlytek Spark and
Tongyi Qianwen, received higher acceptance and more positive emotional atti-
tudes compared to non-native products, like ChatGPT and Claude+. These
results highlight the importance of localization strategies in enhancing the user
experience of AIGC products.

Analyzing the temporal changes in user acceptance and emotional attitudes
towards six AIGC products across two different cultural backgrounds, it was
observed that despite a universally positive attitude towards all AIGC prod-
ucts, local products (especially iFlytek Spark and Tongyi Qianwen) are signifi-
cantly more favored by users than non-native products, such as ChatGPT. This
difference in preference is attributed to the ability of local products to better
understand and reflect the cultural background and language habits of users.

Further analysis showed that in different time windows, the combined accep-
tance of AIGC products trained with Chinese corpora exceeded 50%, emphasiz-
ing the users’ preference for cultural relevance and localized content. Moreover,
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Fig. 3. Monthly percentage of user acceptance.
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Fig. 4. Monthly percentage of user attitudes.
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even though users’ emotional attitudes towards all AIGC products were nearly
uniform, the consistently high ranking of local products reflects a deeper level
of identification and acceptance by users.

4.2 Implications

In Terms of Academic Research , current research on AIGC (Artificial Intel-
ligence Generated Content) products primarily focuses on model architecture
and training-inference frameworks, with few studies investigating the public’s
most genuine and direct opinions. By analyzing blog posts about six different
products, this study comprehensively presents netizens’ attitudes and acceptance
towards AIGC products, timely addressing research gaps in both functional and
product dimensions. Research on cultural differences has mainly concentrated
on the design of functions in traditional human-computer interaction and the
optimization of user experience, with little consideration given to the cultural
materials used in system construction. By linking AIGC products trained with
corpora from different linguistic contexts to cultural backgrounds, this research
enriches the field of human-computer interaction. Primarily based on the Chinese
linguistic context and the online environment in China, this study demonstrates
good scalability. We plan to extend the research to more linguistic contexts and
online platforms, providing a cross-cultural perspective on the study of user
sentiments towards emerging technologies and products on the global internet.

In Terms of Practical Implications , the findings of this paper can inform
commercial decisions for various AIGC products. Especially in cross-cultural
contexts, they have practical significance for public opinion regulation and con-
trol and for the use of AIGC products across cultural backgrounds. For the
cross-cultural use of AIGC presented in this paper, non-native products need to
enhance local cultural training corpora to better adapt to local cultural usage
requirements. Users need to continually improve their media literacy, analyzing
and judging information rationally to minimize reception bias. This research aims
to promote a comprehensive understanding of artificial intelligence-generated
content products among the public, ensuring accurate and fair recognition of
technology, selecting AI that matches one’s cultural background, improving the
quality of AI services, and correctly employing emerging technologies to enhance
human welfare.

4.3 Limitations

There are two main shortcomings of this study:
In this study, while exploring user sentiment towards AIGC tools based

on Weibo content, we employed the Bayesian segmentation model built into
SnowNLP. However, a significant limitation to note is that the SnowNLP model
was trained with a substantial amount of e-commerce text, primarily designed for
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text analysis in e-commerce scenarios. This specialization might limit its capabil-
ity in analyzing AIGC-related content. Although the model performs admirably
with e-commerce review data, its sensitivity to the complexity and diversity of
AIGC content may not be sufficient, potentially impacting the accuracy of sen-
timent analysis results. Future research could consider enhancing the accuracy
and applicability of sentiment analysis by introducing models more suited for
AIGC content analysis or by developing a sentiment analysis model specifically
trained for the AIGC domain.

Furthermore, in constructing the model to calculate user acceptance, this
study did not fully consider the specific content of comments and the personal
characteristics of users. This approach overlooks the influence of individual user
differences and the content of comment texts on emotional expression, which may
lead to the model’s inability to accurately reflect the true feelings of different
users towards the same product or service. For instance, the same AIGC product
or content related to that product may hold different emotional values for users
from diverse backgrounds. Therefore, future research should focus on integrating
the specific content of blog comments and the personal characteristics of users
who interact with these posts, to develop a more refined and personalized model
for analyzing user attitudes and acceptance.

Through the analysis presented above, we recognize that the choice of
methodology and the details of model construction have a significant impact on
the accuracy and reliability of research findings in sentiment analysis and user
attitude assessment. Future work can delve deeper into these areas for explo-
ration and improvement, to overcome the limitations of the current study and
bring more precise and comprehensive insights to the field of sentiment analysis.

5 Conclusion

In this study, we established a user attitude and acceptance calculation model
based on the content posted by users on social media and their interactive behav-
iors. This model was used to explore users’ acceptance and attitudes towards
AIGC products trained with corpora from different cultural backgrounds, exam-
ining the impact of cultural differences on user experience. By collecting data and
comparing the trend of indicators calculated for different products over time, this
paper concludes that users currently have a positive attitude towards all AIGC
products, with a slightly higher inclination towards local products compared to
non-native ones. Additionally, when faced with AIGC products that exhibit cul-
tural differences, users show a preference for products trained with local data.
These findings not only demonstrate the differences in user acceptance of AIGC
products across various cultural backgrounds but also underscore the importance
of localization in the development and promotion of AIGC products. To enhance
the user acceptance of non-native AIGC products, developers need to consider
adopting more localization strategies to better meet users’ cultural needs and
expectations.
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Abstract. This study explores individuals’ ability to differentiate between AI-
generated and genuine human images, with a specific emphasis on different emo-
tional states (lack of emotion, positive emotion, and negative emotion) and human
behaviors (postures and activities). An experiment involving 18 participants was
conducted to discern various AI-generated human images, and the results were
analyzed using signal detection theory. The analysis revealed a significant vari-
ation in sensitivity (d’) based on the emotional content, with images displaying
positive emotions exhibiting notably higher sensitivity compared to emotionless
images. No significant sensitivity difference was observed concerning different
types of behaviors. Furthermore, there were no significant variations in bias (β) in
relation to emotional states and behaviors. This study holds promise for informing
various user experience investigations associated with AI image generators.

Keywords: Artificial Intelligence · AI-generated image · User experience ·
Signal Detection Theory · Human AI Interaction

1 Introduction

Generative artificial intelligence technology has garnered significant attention within
the realm of art [1–3]. Notably, there is a heightened interest in AI-generated image
technology [17], which enables the effortless creation of images, pictures, and artwork
with just a few simple sentences [18–20].

However, like most technological advancements, AI-generated image technology
has its drawbacks [21]. In 2022, an AI-generated artwork titled “Théâtre D’opéra Spa-
tial” claimed an art prize in the annual art competition at the Colorado State Fair [24].
The recognition of AI-generated artworks has sparked discussions within the art world
regarding issues of copyright and ethics [22, 23]. Moreover, AI-generated image tech-
nology has been associated with various adverse social effects [25–27]. A prominent
example involves the dissemination of misinformation through the creation of counter-
feit images depicting specific individuals [27]. It is common for individuals to struggle
in distinguishing AI-generated images from those captured by human photographers,
thereby inadvertently accepting misinformation.
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The capacity to discern AI-generated images reflects an individual’s aptitude for
assessing the credibility and appropriateness of presented information. Consequently,
investigating people’s proficiency in distinguishing AI-generated images is pivotal for
comprehending the adverse social implications of such images. While numerous studies
have appraised AI-generated artworks from an artistic standpoint, revealing a preference
for human-created over AI-generated artworks [28, 31, 33], there exists a dearth of user
experience research centered on discriminating AI-generated images. In prior investi-
gation by Lu et al. (2023) [37], it was observed that humans excelled at discriminating
human figures in AI-generated artworks. This observation stems from AI technology’s
current limitations in reproducing intricate details like hands and facial expressions in
human figures. Accordingly, our study narrows its focus to scrutinize people’s capacity
and inclination to distinguishAI-generated portraits,meticulously categorizing emotions
and behaviors. To gauge the ability to discriminate between AI-generated and non-AI-
generated portraits, we employ the concepts of sensitivity (d’) and bias (β) derived from
signal detection theory. In this context, our study posits the following three hypotheses.

H1: The discriminative capability of individuals in discerning AI-generated images
varies based on the emotional content (absence of emotion, positive emotion, or
negative emotion) depicted in AI-generated portraits.

H2: People’s aptitude for distinguishing AI-generated images varies contingent upon
the behavioral characteristics (postures and activities) exhibited in the AI-generated
portraits.

H3: There exist individual disparities in preferences for AI-generated portrait images
compared to those originating from human photographers.

2 Related Work

2.1 Generative AI and Text to Image Generator

Generative AI is a form of artificial intelligence technology designed to produce out-
comes tailored to specific user requests. This versatile technology swiftly generates
a wide array of content, encompassing music [4–7], text [8–11], and images [12–15].
Notably, OpenAI’s Chat-GPT [39] empowers users to input text and generate human-like
text content, such as emails and blog posts.

Among the various manifestations of generative AI, text-to-image generators have
garnered substantial attention in various sectors. A text-to-image generator is a service
and tool that translates user-desired image descriptions into sentence form and subse-
quently generates corresponding images [16, 17]. Prominent examples include DALL-E
2 [38], Midjourney, Microsoft Bing Image Creator, and NovelAI.

Numerous studies have primarily focused on the artistic evaluation of AI-generated
artworks in comparison to those crafted by humans. These investigations have scru-
tinized human perceptions of artworks, whether originating from humans or AI, and
have consistently revealed a tendency for people to attribute higher artistic merit to
human-created artworks over AI-generated ones [28, 29, 31, 33]. Some studies have
also shown a preference for human-created artworks [32]. Remarkably, these findings
persist irrespective of whether information about the creator (AI or human) is disclosed.
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In the context of AI-generated artwork, there have been inquiries into viewers’ emo-
tional responses when encountering such pieces. A study by Xu R. and Hsu Y. (2020)
explored emotional reactions to AI-generated artwork and assessed potential dispari-
ties in emotional responses between AI and human-created artworks [34]. Similarly,
Demmer et al. (2023) investigated emotional variances when viewing AI-generated and
human-created artworks [35]. Both studies revealed that individuals do experience emo-
tions when exposed to AI-generated artworks, albeit emotions evoked by human-created
artworks tend to be more diverse and pronounced.

Conversely, limited research has focused on assessing the proficiency of individuals
in accurately discerning AI-generated images. Previous investigations have revealed that
people struggle to reliably differentiate AI-generated artworks from those created by
humans [30, 33, 37]. A more nuanced exploration of this discrimination capability was
conducted by Lu et al. (2023) [37]. Their study demonstrated that individuals typically
fail to distinguish between AI-generated and human-captured images, but perform better
when the AI-generated image includes a human subject. This phenomenon arises from
the inherent limitations of AI-generated image technology, particularly the absence of
intricate details such as hands and facial expressions.

In this study, our emphasis lies in assessing the capacity to distinguish between
portraits generated by AI and those captured by humans. Concurrently, we investigate
variances in individuals’ preferences for AI-generated and human-captured portraits,
drawing insights from previous research on artworks [28, 31–33].

2.2 Signal Detection Theory

Signal detection theory (SDT) serves as a framework employed to comprehend and
quantify an individual’s discernment capacity between significant and inconsequential
stimuli within unspecified contexts [40, 41]. SDT classifies significant stimuli as signals
and inconsequential stimuli as noise, delineating their decision-making into four distinct
state.

Within the framework of SDT, we calculate Sensitivity (d′) and Bias (β). Sensitivity
quantifies an individual’s capacity to differentiate between signals and noise, revealing
the ease or difficulty of detecting the target signal. A low d’ value signifies a diminished
ability to discriminate between signal and noise, whereas a high d’ value indicates a
superior ability to make this distinction. This parameter reflects an individual’s aptitude
for detecting a specific stimulus. Sensitivity can be mathematically expressed as the
difference between the Z-values of the normal distributions for the hit rate and false
alarm rate, as demonstrated in the following equation:

d
′ = z(H ) − z(FA) (1)

Bias, also referred to as response bias, pertains to how a detector categorizes a given
stimulus as either a Signal or Noise. This parameter is denoted as β, and it is deemed
conservative when its value exceeds 1, while it is considered liberal when it falls within
the range of 0 to 1. Mathematically, bias can be expressed as the ratio of the probability
of a miss to the probability of a False Alarm, as presented in the following equation:

β = P(X |S)
P(X |N )

(2)
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In this study, we posit that SDT can effectively ascertain the capability to differentiate
between AI-generated and human-captured images.

3 Method

3.1 Participants

In this study, we recruited a total of 36 participants, comprising 18 young adults (11
males and 7 females; average age 25.0 ± 3.34) and 18 middle-aged and older adults (8
males and 10 females; average age 52.9 ± 7.16), spanning various age categories. None
of the participants possessed prior familiarity with text-to-image generators.

3.2 Prototype

We investigated whether discrimination abilities varied based on the emotional and
behavioral attributes contained in the keywords utilized for image generation. Emotions
were categorized into three groups: no emotion (characterized by the absence of facial
expressions), positive emotions (including happiness and joy), and negative emotions
(encompassing anger and sadness). Behaviors were classified into dynamic behaviors,
such as running and exercising, and static postures, which involve activities like sitting
and standing.

To create prototypes, we established six conditions corresponding to different com-
binations of emotions and behaviors. Within each prototype, we selected three image
themes: 1) a car and aman, 2) a tennis court and a female tennis player, and 3) a classroom
with female students. For each theme, four images were provided (two AI-generated and
two human-captured). These image topics revolved around various settings and individ-
uals, and we carefully selected appropriate keywords for each condition. Please refer to
Table 1 for a prototype example illustrating image topic 2: a tennis court and a female
tennis player. Figure 1 showcases instances of a human-captured image (see Fig. 1-A)
and an AI-generated image (see Fig. 1-B) pertaining to Image Topic 2.

Table 1 .

Prototype design condition Keyword

Type A Posture No emotion Female tennis player standing on a tennis court

Type B Positive emotion Female tennis player celebrating on a tennis court

Type C Negative emotion Angry female tennis player standing on tennis court

Type D Activities No emotion Female tennis player playing tennis on a tennis court

Type E Positive emotion Female tennis player smiling playing tennis on tennis
court

Type F Negative emotion Female tennis player playing tennis angrily on tennis
court
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Fig. 1. Image example for image topic 2. Figure 1-A. human-captured images and Fig. 1-B.
AI-generated images

In this study, we employedMicrosoft Bing Image Creator to generate the images (see
Fig. 2). To facilitate a comparison between AI-generated and human-captured images,
we procured the human-captured images through Google searches. For a visual rep-
resentation, please refer to Fig. 3, which presents an example of the prototype screen
employed in our study.

Fig. 2. Microsoft Bing Image Creator powered by DALL·E.
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Fig. 3. Online survey form used in this study.

3.3 Procedure

In this study, we employed an online survey as our experimental method. The survey
task involved the presentation of specific images, with participants tasked to determine
whether each image was generated by artificial intelligence, as exemplified in Fig. 3-A.
Within each of the six prototype conditions, participants were tasked with discriminat-
ing among four images. For each of the three distinct topics, this entailed assessing
two AI-generated images and two human-captured images, resulting in a total of 72
images (comprising six prototypes, three topics, and four distinct images). During the
discrimination task, participants were encouraged to provide a subjective opinion eluci-
dating their rationale for deeming an image as AI-generated, as illustrated in Fig. 3-B.
To explore preferences, we presented two images—one generated by AI and the other
captured by a human—without disclosing the image creator’s identity, as depicted in
Fig. 3-C. The allocation of AI-generated and human-captured images was randomized
in this context.

3.4 Data Analysis

From the survey outcomes, we computed the proportions of Hits, False Alarms, Misses,
and Correct Rejections based on each participant’s responses, and derived the sensitivity
(d’) and bias response (β) for each participant. To scrutinize potential disparities in d’ and
β values across different emotion and behavior types, we conducted aRepeatedMeasures
Analysis of Variance (RMANOVA) using the R statistical program. The decision matrix
employed for SDT analysis in this study is depicted in Table 2.
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Table 2. Decision Matrix for the detector.

State of the world

AI-generated image
(Signal)

Human-generated image
(Noise)

Response
(Q: Who do you think created
this picture?)

AI Hit False Alarm

Human Miss Correct Rejection

Regarding the image preference assessment, we examined the outcomes of partici-
pants’ choices between AI-generated and human-captured images to identify the more
frequently chosen image type.

4 Results

4.1 Calculated Decision Matrix

The decision matrix facilitated the calculation of participants’ average values based on
the emotional and behavioral categories in the experiment, as displayed in Tables 3 and
4.1

Table 3. Decision matrix of emotion conditions (mean).

Response State of the world

No emotion Positive emotion Negative emotion

AI Human AI Human AI Human

AI 79.9% 34.3% 84% 25.2% 81.7% 30.1%

Human 20.1% 65.7% 16% 74.8% 18.3% 69.9%

Table 4. Decision matrix of behavior conditions (mean).

Response State of the world

Posture Activities

AI Human AI Human

AI 81.3% 29.5% 82.4% 30.2%

Human 18.7% 70.5% 17.6% 69.8%

1 Matrix shows the average hit, Correct Rejection, miss, and false alarm rates across all subjects.
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4.2 Sensitivity (d′): Ability to Discriminate Image Creator

Figure 4 presents the average sensitivity values for each emotion and behavioral con-
dition. In terms of emotional conditions, the mean sensitivity values were higher for
positive (1.92; SD = 1.17), negative (1.68; SD = 1.33), and no emotion (1.48; SD =
1.07). Regarding behavioral conditions, the mean sensitivity values were as follows:
activities (1.7; SD = 1.33) and postures (1.68; SD = 1.07). When examining mean
sensitivity values across prototypes, the highest was observed for postures with positive
emotions (2.04; SD = 1.14), while the lowest was found for postures with no emotions
(1.31; SD = 1.07).

Fig. 4. Sensitivity (mean) of participants by conditions (Groups sharing a dashed circle do not
significantly differ for that dependent variable)

We performed a repeated measures ANOVA to scrutinize the presence of notewor-
thy disparities in sensitivity values across the emotional and behavioral conditions. Our
analysis unveiled a statistically significant distinction within the emotional conditions,
as presented in Table 5. Subsequent post-hoc analysis utilizing the Bonferroni pair-
wise comparison method for the three emotional conditions (no emotion, positive emo-
tion, and negative emotion) disclosed a significant variation in the p-values, particularly
between no emotion and positive emotion.

Table 5. Sensitivity (d’) analysis results according to age, behavior type, emotion type.

Factor F p

Behavior 0.04 0.842

Emotion 4.882 <.05*

Behavior:Emotion 2.358 0.102
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4.3 Response Bias (β): Response Bias About Discriminating Image Creator

Figure 5 illustrates the average response bias values for each Emotion and Behavior
condition. Within the emotional conditions, the mean response bias values were higher
for positive (1.39; SD = 1.27), negative (1.34; SD = 1.59), and no emotions (1.12; SD
= 1.17). In the context of behavioral conditions, the mean response bias values were
recorded as 1.34 (SD = 1.48) for activities and 1.23 (SD = 1.22) for postures. When
examining the mean response bias values across prototypes, the highest was observed
for activities with positive emotions (1.47; SD = 1.28), while the lowest was identified
for postures with no emotions (1.12; SD = 1.18) and activities with no emotions (1.12;
SD = 1.16).

Fig. 5. Response bias (mean) of participants by conditions

Subsequently, we carried out a repeated-measures ANOVA on the bias values of
each variable. Our analysis revealed no statistically significant differences between the
factors, as outlined in Table 6.

Table 6. Response bias (β) analysis results according to age, behavior type, emotion type.

Factor F p

Behavior 0.536 0.469

Emotion 1.574 0.215

Behavior:Emotion 0.171 0.843

4.4 Subjective Opinions

In this study, we conducted an analysis to understand the rationale behind participants’
judgments that the imagewasAI-generated (Fig. 3-B). The prevailing opinions, resulting
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from this analysis, are summarized in Table 7. The most frequent explanations included
“Awkward or unnatural human facial expressions” (20), “Awkward or unnatural human
body parts (hands, skin, hair, etc.)” (19), and “Awkward or unnatural human facial
structure and shape” (14) as the predominant factors influencing the determination that
the image was generated by AI.

Table 7. Organize subjective opinions.

Ranking Subjective opinions Number of people

1 Awkward or unnatural human facial expressions 20

2 Awkward or unnatural presentation of a person’s body parts
(hands, skin, hair, etc.)

19

3 The structure and shape of a person’s face is awkward or
unnatural

14

4 The inclusion of objects in the image is awkward or unnatural,
or the image is overly colorful or awkward

12

5 The overall look of the image is awkward or unnatural 9

4.5 Preference of Image

Table 8 presents the outcomes of the preference survey conducted for AI-generated and
human-captured images. Notably, the findings indicated a consistent preference among
participants for human-captured images across all prototypes.

Table 8. Preference of image by prototype.

Prototype Image creator (# of people)

A Human (31), AI (5)

B Human (29), AI (7)

C Human (19), AI (17)

D Human (36), AI (0)

E Human (32), AI (4)

F Human (32), AI (4)
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5 Discussion

5.1 People’s Discriminatory Abilities and Biases

Tables 3 and 4 show the decision matrix depicting the discrimination ability of partici-
pants Regardless of the emotional or behavioral factors, the hit rate consistently exceeded
the correct rejection rate. This observation indicates that the ability to accurately distin-
guish AI-generated images surpassed the ability to correctly identify images captured
by humans.

A comprehensive analysis of individuals’ discrimination ability, categorized by the
type of emotion and behavior, revealed that people exhibited a higher proficiency in
discriminating AI-generated images displaying positive emotions compared to those
devoid of emotional expressions. Notably, the sensitivity in discerning AI-generated
images exhibited a statistically significant difference solely between the positive emotion
and no-emotion conditions within the emotional category.

“I don’t think it’s a natural expression that comes out when a person smiles because
of the wrinkles on the face, etc. (P11)”

“The characters’ facial expressions were exaggerated and unnatural. (P26)”

The absence of a significant difference in the detection of negative emotions sug-
gests that humans tend to encounter and experience more positive emotions such as
smiles and laughter in their daily lives. Consequently, they are more adept at discerning
anomalies in images portraying positive emotions compared to those depicting negative
emotions. This observation aligns with Carstensen’s (2000) research, which indicates
that individuals frequently encounter positive emotions like happiness, joy, and content-
ment in their lifetimes, as opposed to negative emotions such as anger, sadness, and fear
[44]. Additionally, AI systems tend to consistently generate facial expressions reflect-
ing positive emotions. This consistent portrayal may render the artificial nature more
noticeable, particularly when contrasted with the variability in facial expressions associ-
ated with negative emotions. Indeed, there were instances where the unvarying nature of
facial expressions was a determining factor in identifying an AI-generated image with
a positive emotion.

“All had the same smiling facial expressions. (P32)”

AI image generators have, up to this point, faced limitations in accurately depict-
ing people, particularly in terms of intricate details such as facial expressions and skin
texture [42]. These details hold significant importance as they serve as key criteria for
humans in discerning whether a portrait has been AI-generated. These findings parallel
the outcomes of a prior investigation [43] that explored individuals’ ability to differ-
entiate AI-generated faces. In that study, individuals with keen discriminatory abilities
scrutinized elements like the image background and specific facial features—such as
teeth, hair, eyes, and wrinkles—to ascertain whether the image was a product of AI
synthesis.

Notably, there was no notable variance in the response bias associated with deter-
mining whether a photograph was AI-generated across either emotional or behavioral
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conditions. This observation underscores that decision-making bias remained consistent,
irrespective of emotional and behavioral factors.

5.2 Reasons for Discriminating AI-Generated Image

During the task of discerning whether an image was AI-generated, participants demon-
strated a clear inclination towards scrutinizing the finer aspects of human subjects. Their
feedback revealed that the primary determinants for classifying an image asAI-generated
were associated with human expression, the portrayal of human body elements (such
as hands, skin, and hair), and the structural nuances of the human face. This suggests
that when individuals are entrusted with the task of distinguishing AI-generated images,
their focal point lies predominantly on the intricacies of the human subject, rather than
on background elements or objects.

The rationale behind determining AI-generated images in our study resonates with
the findings of a previous investigation byLu et al. [37],where participantswere similarly
tasked with identifying AI-generated images. In essence, this implies that even when
an image is captured by a human, it can be misinterpreted as AI-generated for similar
reasons, as elucidated in Table 7.

5.3 Preference of Image

The inclination towards preferring human-captured portrait images over AI-generated
ones remained consistent across all participants, irrespective of their age, even when the
image’s creatorwas undisclosed.This outcomealignswithfindings fromprevious studies
[28, 31, 33]. When assessing the artistic merit of artworks, human-drawn creations
consistently received higher ratings and preferences, even without information about
the creator.

However, Table 8 reveals a similarity in preferences between human and AI-
generated portrait images in the posture and negative emotion conditions. This could be
attributed to either the lower artistic quality of human-captured images under these con-
ditions or the relatively more natural appearance of AI-generated images in comparison
to other conditions.

6 Conclusion

In this study, we employed Signal Detection Theory (SDT) to assess human capabili-
ties and biases in distinguishing AI-generated images depicting various emotions and
behaviors. Our findings reveal that humans generally excel in distinguishing between
AI-generated and human-captured images. Notably, we observed a statistically signifi-
cant difference in sensitivity values exclusively among emotional conditions, signifying
that humans exhibit superior discrimination abilities when AI-generated images portray
positive emotions compared to emotionless ones. Conversely, there was no significant
contrast in bias within the AI-generated images between emotional and behavioral con-
ditions. Humans tend to scrutinize image details, focusing on factors like facial expres-
sions and anatomical features, as they make determinations regarding AI generation.
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Intriguingly, the preference leaned towards human-captured images across most cases,
even when the creator’s identity remained undisclosed. This study holds significance
as it delves into people’s discernment of AI-generated versus human-captured images,
particularly in the context of emotional and behavioral aspects within portraits. Given
that portraits are frequently employed in the dissemination of fake news, often carrying
detrimental societal implications, our findings underscore the need for vigilance when
consuming news containing portraits, especially those with postural and emotionless
attributes. We anticipate that the outcomes of this study, along with the SDT method-
ology employed, will serve as valuable assets in forthcoming research focused on user
experiences and perceptions of AI-generated images.
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Abstract. In today’s era of rapid AI development, a bunch of AI-based products
and services are being implemented, reshaping various industries with its transfor-
mative power. In recent years, In the field of AI digital beings, Chinese researchers
have predominantly focused on macro-level applications of digital beings, with
room for improvement in specific application patterns. Much of the research and
practice in this area has revolved around realistic-style digital humans, with rel-
atively fewer studies on the application of cartoon AI digital humans. This study
focuses on service design and utilizes the KANO model to analyze user needs.
The findings indicate that: (1) Natural and seamless voice responses significantly
enhance user satisfaction, while inadequate execution can lead to substantial neg-
ative impacts on user satisfaction. (2) Precise dialogue comprehension, expression
recognition, and engaging performances have a notable positive effect on user sat-
isfaction. (3) Initiating greetings based on perceiving people’s presence does not
exert a significant influence on user satisfaction. Additionally, through practical
case analysis, this study explores innovative application models of digital humans
and their development processes with the aim of providing suggestions for dig-
ital human advancement, inspiring other industries, and promoting widespread
adoption of digital human technology in daily life.

Keywords: AI · human-computer interaction · digital human · doll machine ·
service design · KANO model

1 Introduction

Despite China’s wealth of excellent animated works, the market share of animation-
related products is significantly lacking. In commercial markets, such as doll machine
stores and toy wholesale markets in Guangzhou and Shenzhen, Disney and Japanese
animation characters has dominated the major market share. The influence of Chinese
animated character images downstream in the animation industry is gradually dimin-
ishing, highlighting the urgent need for a channel to enhance the influence of Chinese
animation. From2021 to 2022,China’s anime industry has also experienced newchanges
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and challenges. Despite the rapid industrialization process driven by capital, there are
still issues that need to be addressed. The creativity of original anime needs improve-
ment as it lacks interest, while traditional Chinese-style anime often lacks depth and
tends to be repetitive in form. Additionally, high-quality intellectual properties (IPs) are
scarce, and themarket urgently requires new IPswith stickiness, vitality, and commercial
value. Internet platforms excessively pursue quantity while neglecting the cultivation of
high-quality IPs, resulting in an imbalance of content resources and negative impacts
on the anime industry due to blind pursuit of profits. Even acclaimed animation com-
panies have become tools for quick profitability under capital pressure. Meanwhile, in
2021, metaverse entered people’s vision; the construction of digital culture and next-
generation internet content will drive the IP frenzy. Cross-border collaboration between
anime games and IPs will strengthen: 1. Anime games participating in digital cultural
construction will promote technological innovation and create more high-quality IPs.
2. The combination of anime game IPs with cultural consumption will stimulate new
demands and business models. 3. Integrating anime game IPs into digital tourism will
realize dual values both online and offline [1].

During the development of Chinese animation, there has not been enough emphasis
on the transformation of animation intellectual property (IP), resulting in a severe lack
of quality products representing Chinese animation IP in the downstream industry chain.
The industry chain has not been effectively connected to the downstream market, and
the glory moments of works have remained confined to records of viewership and box
office performance. In 2016, the downstream output value accounted for 64% in Japan’s
anime industry, with its derivative market being eight times larger than the broadcasting
market. However, in 2018, China’s anime industry only saw a downstream output value
accounting for 43%, with an anime derivative market size that is only 1.5 times larger
than its broadcastingmarket. The highest revenue source in Japan’s anime industry lies in
copyright sales, particularly through overseas licensing (television, film, music scores),
which is considered as the most profitable category. Derivative product revenue comes
second. In comparison, China’s animation industrymainly focuses on upstream activities
while neglecting significant development opportunities in midstream and downstream
sectors. Yet it is precisely these midstream and downstream stages where industrial
added value becomesmore prominent and serves as important avenues for “re-supplying
- re-manufacturing - re-distribution - re-marketing. [2]”

Combining cartoon AI humans with Chinese animation IP holds the potential to
improve this phenomenon. Today, digitization has revolutionized the shopping experi-
ence. Retailers are rapidly adopting emerging technologies to enhance customer service
interactions online and in physical stores [3]. In recent years, storytelling marketing
strategies have generated a great deal of interest in the field of applied technology mar-
keting, which combines storytelling elements with immersive technology. Research has
already proven that storytelling can enhance the effectiveness ofmarketing strategies [4],
and identity-based digital humans possess inherent narrative attributes. Therefore, the
offline doll machine market can serve as a venue for studying the development process
of digital humans and exploring their application scenarios. The purpose of this study is
twofold:
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1. to investigate the service process in the animation peripheral industry and explore
users’ core demands for cartoon AI characters;

2. through case analysis, to outline the core capabilities and value of cartoon AI humans,
expand research on their application models and development processes across all
scenarios, and provide development recommendations.

2 Literature Review

2.1 Metaverse and AI Digital Humans

The year 2021 marks the emergence of the metaverse, which is scientifically defined as
an online three-dimensional environment where users interact with each other through
avatars in a virtual space distinct from the physical world [5]. The Metaverse represents
the next generation of Internet applications and social structures, emerging from the
integration of various cutting-edge technologies. It enables spatial-temporal expansion
through AR, VR, MR, and digital twin technologies; facilitates human-machine inte-
gration via AI and IoT (Internet Of Things) technologies; and drives economic value
creation through block-chain, Web3.0, NFT, and other advanced tools. Its ultimate goal
is to achieve a harmonious coexistence between virtual and physical realms within social
systems, production systems, and economic systems while empowering users with the
ability to shape their own world, create content, and assert ownership over digital assets.
The digital human is a manifestation of a virtual being within the metaverse, relying on
advanced digital technology. The virtual digital human encompasses two aspects: firstly,
it serves as an original inhabitant of the metaverse; secondly, it represents the virtual
embodiment of real-world individuals in this immersive environment. In other words,
the digital human can either be computer-driven or serve as a faithful replica of an actual
person. It is important to note that the concept and essence of the virtual digital human
have evolved significantly since its inception. For instance, it has progressed from an
initial cartoon-like representation to a highly realistic form comparable to that of a real
individual. Furthermore, there has been substantial advancement from basic program
settings to intelligent AI engines capable of independent learning.

The advancement of artificial intelligence is imperative for enhancing the cognitive
abilities of digital humans. As stated in the UNESCO report: Generative artificial intelli-
gence (GenAI) programmes burst into the public awareness in November late 2022 with
the launch of ChatGPT, which became the fastest growing app in history.With the power
to imitate human capabilities to produce outputs such as text, images, videos, music and
software codes, these GenAI applications have caused a stir, just as the hype surrounding
AI over the past five years seemed to be settling.Millions of people are now using GenAI
in their daily lives and the potential of adapting the models to domain-specific AI appli-
cations seems unlimited, at least in the years to come [6]. For example, the emergence
of Chat-GPT, BaiduWenxin Yiyan and other large models shows that the era of artificial
intelligence enabling digital human has arrived. Digital humans are becoming more and
more lifelike and intelligent, which is the result of the comprehensive cross-development
of multiple disciplines and fields.

At present, China’s digital humans are showing a rapid development stage. In gen-
eral, in 2022, the market size of China’s digital humans industry reached 146.4 billion
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yuan, up 57% year on year, and analysts from Zhongshang Industrial Research Institute
expect it to reach 260 billion yuan in 2025 (Zhongshang Industrial Research Institute,
2022) [7]. In terms of local areas, in order to implement China’s 14th Five-Year Digital
Economy Development Plan, Beijing issued the Beijing Action Plan for Promoting the
Innovative Development of Digital Human Industry (2022–2025) in August 2022. The
notice pointed out that by 2025, the scale of Beijing’s digital human industry will exceed
50 billion yuan [8]. The Guangzhou Municipal People’s Government issued the “Nine
Measures for the Development of Nansha New Area (Free Trade Zone) in Guangzhou”
to promote the development of the main business technology fields of the meta-universe
ecology, focusing on the next generation of information technology enterprises and sur-
rounding derivative industries based on the combination of virtual and real based on
5G high-speed immersive Internet. The plan supports a variety of technology fields,
such as VR, AR, MR, ER, immersive visual blockchain, human-computer interaction,
virtual human, intelligent voice interaction, 3D digital assets, etc. [9]. The Chinese gov-
ernment and enterprises are intensifying their efforts to promote and incentivize the
implementation of digital humans, yielding fruitful outcomes.

2.2 Doll Machine Development Overview

Adollmachine is an arcade gamewhere players simply grab the prize to get the prize they
want. The player needs to use an external joystick to control the claws inside themachine
to capture any prize the player wants [10]. After years of development, claw machines
have moved from dimly lit arcades and amusement parks to become a central attraction
in cities. With their unique entertainment value, abundant prizes, low participation costs,
and strong interactivity, they have successfully gained popularity among a large number
of entertainment consumers and developed a group of loyal followers [11].

At present, China’s arcade market is distributed in the crowded areas of various
shopping malls. There are scattered arcade machines managed by employees, as well
as special store brands. Some stores have achieved the form of chain stores, attracting
players through content marketing, live broadcast promotion and other means of social
platforms. TakingGuangzhou as an example, the common chain brands are: Jargee, Little
Deer House, Bear Cha Cha, etc. Through field visits and online information collected
from 13 offline arcade stores in Shenzhen, it is found that most of the plush toys used for
exchange in these stores are American or Japanese IP images such as Disney, Pokemon,
Crayon Shin-chan, Doraemon, etc. The small dolls in the arcade machines are mostly
these images or ordinary dolls without IP attributes or some cartoon images that are
popular because of the social media. The share of plush toys prototyped by Chinese IP
images is very low, or even almost no. Although a small number of brands have formed
a chain mode and have formed a set of relatively complete service processes, there are
still some pain points that can be used as opportunity points for cartoon AI digital people
to find application scenarios (Fig. 1).
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Fig. 1. Doll machine store survey

2.3 KANO Model Theory

The Kano model Theory originated from the Two Factors Theory proposed by the
famous American psychologist, management theorist and behavioral scientist Freder-
ick Herzberg in the late 1950s [12]. In the early 1980s, Noriaki Kano, a professor and
quality management scholar at Tokyo Institute of Technology, proposed the Kano model
based on the two-factor theory. The KANO model is a tool for classifying and prior-
itizing user needs, reflecting the nonlinear relationship between service elements and
user satisfaction. It divides product or service quality characteristics into five categories:
essential, expected, charming, indifference, and reverse needs. Specifically, the KANO
model serves as an auxiliary research tool in early customer satisfaction evaluation to
classify customer needs in detail and help enterprises improve customer satisfaction. It is
often used to classify performance indicators to understand different levels of customer
needs and identify key points of interaction with enterprises. By identifying crucial fac-
tors for customer satisfaction through this model, enterprises can formulate targeted
promotion strategies. Therefore, the KANO model is suitable for investigating classi-
fication of cartoon AI digital human needs. The traditional Kano model identifies and
classifies the quality attributes of functions, but there are also some shortcomings: 1) it
does not reflect to what extent the provision of a certain function will affect user satisfac-
tion, which makes the application in practice too general and cannot produce effective
guidance in practice; 2) the difference between most functions and requirements is not
significant. Taking the maximum value of data frequency as the way of attribute classifi-
cation will ignore the distribution state of a certain function in other requirements [13].
Therefore, scholars such as Charles Berger introduced the concept of user satisfaction
index based on this foundation [14]. The index, also known as the Better-Worse Index,
consists of two indicators: improving user satisfaction (Better) and eliminating user dis-
satisfaction (Worse). These indicators are calculated based on the four main functional
attributes - A, O, M, and I. By analyzing the impact of various functional requirements
using the comprehensive coefficient of Better-Worse, it provides a priority ranking for
design and development improvements under limited resources. The calculation method
is as follows:
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1. Better = (A+)/(A + O + M + I): The closer the value is to 1, the more significant
the improvement in user satisfaction.

2. Worse = (O + M)/(A + O + M + I) × (−1): The closer the value is to −1, the
greater impact it has on preventing user dissatisfaction and reducing user satisfaction
(Fig. 2 and Table 1).

Fig. 2. Diagram of the KANO model

Table 1. KANO evaluation results classification comparison table

Negative problem (if the product does not have this feature, your rating is)

I love it it should be
so

It doesn’t
matter to me

I am OK with
it

I hate it

Positive
question (if
the product
has this
feature, your
rating is yes)

I love it Q A A A O

it should be
so

R I I I M

It doesn’t
matter to me

R I I I M

I am OK
with it

R I I I M

I hate it R R R R Q

Note: Q means possible results (related to user misunderstanding and the question itself)
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3 Research Method

This study initially classified the digital person and its application scenarios through
tabletop research and brainstorming. Then, the field observation method was used to
analyze user experience in arcade stores and draw a user journey map. The core needs
of users were identified based on the user journey map and Kano model. Additionally,
literature reading and practical case analysis were conducted to expand the application
mode of cartoon AI digital humans from arcade stores and amusement park outlets to
all scenario. In Zhu Yifan et al.’s study, they divided the evaluation of digital persons
into five dimensions: perceived technicality, functionality, interactivity, emotionality,
and sociality. Considering that image design is also crucial, this study reclassified and
designed a questionnaire based on these factors. The value of digital persons was cat-
egorized into three groups: (A) emotional value needs, (B) aesthetic value needs, and
(C) information service value needs. Eleven subdivided needs were extracted with 13
corresponding questions set up. Each question had two positive and negative options to
determine their classification according to the Kano model. The better-worse coefficient
was calculated using data for subsequent research (Table 2).

Table 2. Cartoon AI digital human value table

classification Code Demand differentiation Question
code

Question

Aesthetic
value (A)

A1 artistic designing a1 The image of the
cartoon AI digital
human is in line
with my aesthetic
(such as character
design, costume
design, prop
design, etc.)

A2 Story attribute/propagation
attribute /IP attribute

a2 Cartoon AI digital
human have their
own story
background

emotional
value (B)

B1 Greeting b1 The cartoon AI
digital human can
greet me and say
hello

(continued)
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Table 2. (continued)

classification Code Demand differentiation Question
code

Question

B2 Natural dialogue b2 The cartoon AI
digital human is
capable of
accurately
understanding
what I say

B3 Voice b3 The cartoon AI
digital human can
interact with me
using natural and
fluent speech
responses

B4 Performance b4 Cartoon AI digital
human are capable
of performing
entertaining acts
such as singing,
dancing, telling
jokes and more

B5 Recognition of emotion b5 Cartoon AI digital
human can
recognize my
facial expressions
and emotions

B6 Presence perception b6 If I stand in front
of the screen, the
cartoon AI digital
human would be
able to take notice
of my presence

Information
service value
(C)

C1 Knowledge/function/information
Q&A

c1 Cartoon AI figures
can answer my
questions with AI
technology like
ChatGPT

(continued)
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Table 2. (continued)

classification Code Demand differentiation Question
code

Question

C2 Process/Route information Guide c2 The cartoon AI
digital human can
guide me through
the game and teach
me the techniques
of operating the
doll machine

C3 Marketing/recording data/iot
information

c3 I can purchase
game coins and
keep track of the
number of dolls in
the interactive
screen of Cartoon
AI Digital human

c4 Cartoon AI digital
humancan
introduce me to
store packages,
offers, activities,
etc

c5 Cartoon AI digital
human can help me
call the shop
assistant to help
me place the dolls

4 Results and Discussion

4.1 Classification of Industry

Through the chart, it is evident that digital humans have permeated offline industries,
encompassing various aspects of our lives, ranging from retail and transportation to
healthcare. The primary application of digital humans lies in resolving service-related
issues encountered in both work and daily life. While traditional digital humans have
partially fulfilled certain service requirements, they still face common challenges such as
limited user engagement, low interactionwillingness, and complex interactive interfaces.
Consequently, their adoption across diverse industries has been relatively limited in
recent years. With the advent of convenient mobile networks that continuously enhance
user experiences, people’s expectations for digital avatars have evolved beyond mere
aesthetic appeal and basic conversational abilities. As artificial intelligence pervades
every facet of our existence today, a comprehensive upgrade for digital humans becomes
imperative. However, not all industries are suitable for the use of AI-powered digital
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humans; deploying them in simplistic scenarios devoid of highly intelligent interactions
would only escalate costs. Therefore, defining the level of intelligence required by digital
humans within different industry contexts becomes crucial (Fig. 3).

Fig. 3. Industry classification chart

Therefore, this study introduces two categories based on application scenarios and
presents a four-quadrant diagram illustrating digital human application scenarios. The
horizontal axis defines the online (e.g., news broadcasting, live streaming) or offline
(e.g., shopping mall screens, advertising displays) forms of digital human applications.
The vertical axis represents the intelligence level of digital humans, ranging from weak
interaction (e.g., simple interactions and service processing capabilities) to strong inter-
action (e.g., natural multimodal interactions enabled by AI models). This framework
aims to assist enterprise users in identifying their specific digital human requirements
(Fig. 4).

4.2 User Journey Map

The present study focuses on the application research of AI digital human in arcades,
employing service design methodology to depict the user journey diagram, as illustrated
below (Tables 3 and 4).

According to the chart, we can see that cartoon AI digital humans can serve as intel-
ligent assistants online by integrating traditional service designs or app functions. This
means that users no longer need to switch between multiple apps or browse through
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Fig. 4. Four-quadrant chart of digital human ability-industry

Table 3. Doll machine store user journey map

Before service In service

Action When shopping in
the mall, you see
stores.
(signs/stores)
After finding the
location on the
map software (with
a clear desire),
head to the store
After seeing the
marketing content
on social
platforms, head to
the store

Think about
whether to enter
the store

Go into the store to
observe or consult

Purchase game
currency

Questions they had Do I have a need?
Whether I like the
doll?

Whether the little
dolls in the shop
are beautiful
Whether the big
doll redeemed is
beautiful
Whether there is
enough space to
store the doll

How easy it is for
the claw machine
to pick up the doll
The price of the
game currency

How can I get a
good deal?

(continued)
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Table 3. (continued)

Before service In service

Opportunities Conduct research
on users’ preferred
IP to expand the
target audience

Provide a points
collection
system/gift
redemption system
Set preferential
experiential prices

Promote an
advertisement for
a claw machine
that is easy to win
dolls
Offer guaranteed
rewards/points
Organize activities
where purchasing
game coins allows
participation in a
lottery

Adjusting price
setting and
implementing a
‘buy more, get
more’ strategy

Cartoon digital
human interaction
scene

Store/shopping
guide
screen/shopping
guide robot
social platform
Claw machine
brand image

Digital human put
on shows, play
games and attract
consumers

Digital man
introduces claw
machine
operation, skills,
tips

Digital human
do the selling

numerous menu options. With just a simple sentence, they can quickly locate and
fulfill their needs. This intelligent assistant mode greatly simplifies the user’s work-
flow, improves service efficiency, and enhances user satisfaction. In the scenario of doll
machine stores: CartoonAI digital humans can: 1) Interact with players in performances,
providing emotional value. 2) Recommend packages and introduce playing method to
players, offering informational service value. 3) Broadcast on social platforms and utilize
IP images for promotion, contributing to aesthetic value.

Likewise, in the amusement park scene, cartoon AI digital humans can serve as non-
playable characters (NPCs) to interact with players, attracting the attention of children
and tourists for emotional value, thereby enhancing user experience. They can also
provide information service value by explaining service processes, guiding tourists to
play and providing route guidance. Additionally, users can engage with these digital
humans through social media interactions such as commenting on their appearance or
evaluating them, satisfying aesthetic needs.

4.3 Questionnaire Survey Results

The questionnaire survey primarily employed a combination of online and offline distri-
bution methods. A total of 151 questionnaires were collected, with 14 invalid ones being
excluded. Invalid questionnaires encompassed those that were incomplete, had identical
responses for positive and negative questions, or featured the same option for all ques-
tions. After excluding these cases, a final sample size of 137 valid questionnaires was
obtained. Among the respondents, 43.17% identified as male while 56.83% identified
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Table 4. Doll machine store user journey map

In service After service

Choose the
claw machine
and
experience

Didn’t get the
doll

Get a doll Redeem
points for big
dolls or take
away small
dolls

Evaluate the service

How many
points do I
need for a
gift exchange

I kept trying
to rearrange
the dolls, but
the clerk
couldn’t keep
up
I didn’t want
to miss my
chance (after
many
attempts, the
doll machine
had a greater
chance of
catching the
doll), so I
dared not
leave the
machine

Decide to
exchange or
continue
Unable to
save the
remaining
game coins

I didn’t grab
enough
points
I didn’t catch
what I
wanted

The proper care and maintenance of
the doll

The shape of
the doll
should be
designed for
different
purposes

Set the Need
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as female. The majority of participants were students engaged in fields such as media,
design, advertising, internet-related industries or product development. Geographically
speaking, most respondents hailed from Guangdong and Jiangsu provinces in China.
Based on the deduction formula utilized in this study, the Better coefficient and Worse
coefficient were calculated as follows (Table 5):

Table 5. Better-Worse coefficients

Question code KANO attribute Better coefficients Worse coefficients

b3 Attractive 48.28% −35.34%

b2 Indifferent 47.97% −24.39%

b5 Indifferent 45.9% −25.41%

a2 Indifferent 45.53% −30.08%

c1 Indifferent 45.08% −29.51%

b4 Indifferent 44.35% −28.23%

c5 Indifferent 44.26% −29.51%

a1 Indifferent 40% −35.2%

b6 Indifferent 38.71% −24.19%

b1 Indifferent 36.67% −21.67%

c2 Indifferent 36.07% −35.25%

c3 Indifferent 35.48% −31.45%

c4 Indifferent 34.17% −32.5%

When using theKANOmodel for investigation, when the results of absolute attribute
calculation belong to “indifferent” functions, the relative results of the quadrant diagram
are often used for analysis. The questionnaire results mostly belong to the indifferent
demand, so it is suitable to choose the quadrant diagram for analysis. The quadrant
diagram is the attribute division under the “relative concept”. Theremay be inconsistency
with the calculation results, so one of them can be chosen for analysis. The highest better
coefficient of the coefficient table is the question b3 and b2. The question is related
to the dialogue fluency of cartoon AI digital humans, indicating that users have high
expectations for the smooth and natural dialogue experience. From theworse coefficient:
the values of the question a1, b3 and c2 are higher, indicating that in addition to the
demand for the natural and smooth dialogue of cartoon AI digital people, the appearance
and core service ability are also necessary elements. In order to better analyze the demand
classification, the scatter diagram is drawn according to the absolute values of the Better
coefficient andWorse coefficient of the question, and the quadrants are divided according
to the average value of all functions. The first quadrant is the expected attribute (O), the
second quadrant is the attractive attribute (A), the third quadrant is the in different
attribute (I), and the fourth quadrant is the must-be attribute (M) (Fig. 5).
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Fig. 5. Better-Worse scatter plot

4.4 Digital Human Application Model Diagram and Development Flow Chart

Based on the above research and literature analysis, this study constructs the application
scenario model of cartoon AI digital human, and summarizes the application process of
digital human according to the above (Fig. 6):

Fig. 6. Model diagram of digital human construction and application

The application model of digital humans can be categorized into four layers: the
production layer, service layer, use layer, and supervision layer. The production layer
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primarily consists of software platforms, hardware platforms, andAImodel research and
development companies that provide technical support in terms of software and hard-
ware. The service layer encompasses digital human production customization services,
hardware equipment service platforms, and companies that offer modular AI functions
as well as customized AI.

At the utilization layer, digital humans can offer users emotional, aesthetic, and ser-
vice value. Users can share feedback on their experiences with digital humans, fostering
communication value through positive word-of-mouth. The attractiveness and service
value of digital humans contribute to the economic growth and efficiency of utilization
scenarios. Simultaneously, these scenarios can integrate Internet of Things data into dig-
ital humans for a virtuous cycle. With users representing a larger community, utilization
scenarios extend to various industries, forming a comprehensive closed-loop ecosystem.
The supervision layer serves as the pinnacle in the construction model of digital humans
and operates under the oversight of metaverse technology, blockchain technology, and
legal frameworks. Governments must establish regulations and laws to supervise and
uphold this system. The production and use process of digital human mainly includes
the following four major steps:

1. Positioning the population: First of all, it is necessary to clarify the needs of digital
humans and users. The intelligence level of digital humans can be defined by the
four-image diagram in this study. The needs of different industries are classified to
determine which kind of digital humans are selected for production.

2. Analysis of the KANO model: The KANO model is used to further sort out the
user needs, and make clear which needs can maximize the user satisfaction in the
development process of digital humans, and which needs can prevent the occurrence
of user dissatisfaction.

3. Positioning functions and customized development: According to the industry posi-
tioning and the analysis of theCarnotmodel, the digital people template is determined,
and the appropriate functions and needs are selected. The core functions are improved,
the low demand functions are weakened, the development costs are saved, and the
digital people are put into use.

4. Feedback evaluation: Finally, the feedback evaluation questionnaire is used to obtain
feedback.

5 Conclusion and Suggestion

The research findings indicate that users’ expectations for cartoon AI digital humans in
the arcade store can be categorized as follows: natural and seamless voice responses,
personalized backstory, AI-powered conversation, and the ability to call store clerks
for assistance. The first four aspects pertain to the characteristics of the cartoon digital
humans themselves, while the fifth aspect relates to specific functionalities within the
arcade store. A significant positive impact on user satisfaction is observed when there
is a natural and seamless voice response; conversely, inadequate performance in this
area leads to a notable decrease in user satisfaction. Attractive features include accu-
rate dialogue comprehension, expression recognition, and overall performance quality.
Focusing on these aspects can greatly enhance user satisfaction. On the other hand, per-
ceiving human presence and initiating greetings are considered indifferent needs that
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have minimal influence on user satisfaction and may be given lower priority during
development stages. Must-be requirements encompass alignment with personal aesthet-
ics; provision of gameplay introductions; facilitating game coin purchases as well as
recording, exchanging, and storing dolls; introducing store packages along with offers
and activities. While meeting these essential needs does not significantly improve user
satisfaction alone, failure to adequately address them will result in a substantial neg-
ative impact on overall user experience. In developing cartoon AI digital humans or
similar applications across various scenarios, it is advisable to prioritize meeting must-
be requirements initially followed by striving towards fulfilling expected needs while
appropriately addressing attractive needs; however lagging behind in catering to indif-
ferent needs may be permissible based on developmental priorities. In other application
scenarios, digital human design can be carried out according to the application sce-
nario model, and emotional value, aesthetic value and service value can be sorted out
in detail. Furthermore, demand can be further subdivided and developed through the
Carnot model, and finally, scales can be used for evaluation and feedback.

1. For the digital humans itself: on the one hand, users have high requirements for
smooth voice chat and accurate understanding of dialogue, so we should pay attention
to the use of voice engine in the development process and try to choose smooth
and natural speech. When linking the large model API protocol, we should try to
reduce computing time and network delay. On the other hand, the process of scene
service is often a necessary requirement. The development of these functions will
not have a particularly large impact on the improvement of user satisfaction, but it is
necessary to cause a significant decline in user satisfaction once it is difficult to use.
Therefore, process-oriented service is a basic element in the development process of
digital people. Finally, in the development process, facial recognition or performance
event trigger module should be appropriately added to make digital people perform
interesting performances and highlight the performance ability of digital people on
the interactive interface.

2. For the development of Chinese IP cartoon digital human: surprisingly, in line with
personal aesthetics with a specific story background and design of aesthetic value
belonging to the type of must-be demand, the improvement of user satisfaction will
not bring a profound impact, not doing well in these aspects will cause significant
negative effects on user satisfaction, so in the combination of Chinese animation
IP and cartoon AI digital human, in addition to the story background and beautiful
design, we should put more focus on the optimization of the voice matching the
character and the story, focusing on the fluency of the voice and the fluency of the
performance of the cartoon AI digital human.

3. For the application of digital humans in other industries, it is crucial to thoroughly
analyze user needs during their development. In the initial design phase, conducting
extensive research on target users using the Kano model can be highly beneficial.
Throughout the process of digital human development, employingmodular functional
programming techniques can enhance cost-effectiveness, optimize performance, and
ensure an optimal user experience.
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Abstract. Robot personality design has garnered research interest for its crucial
role in enhancing the robot’s social capabilities and promoting user experience.
This study aims to use machine learning classification techniques to predict the
personality of a robot by analyzing the neural activities in the prefrontal cortex
(PFC) when individuals interact with the robot that features a specific person-
ality design (i.e., extroverted or introverted). We recruited 64 participants and
divided them into two groups to interact with an extroverted or introverted robot.
We collected data using a functional near-infrared spectroscopy (fNIRS) device
and, after data preprocessing, selected signal means as features for analysis. After
applying sixmachine learningmethods for data classification,we found significant
differences in the performance of different classifiers. In addition, we observed
that personality classification based on left and right brain data showed different
performance. According to the results, we can determine the type of robot person-
ality with which users are interacting based on the medial PFC activities during
user–robot interactions.

Keywords: Robot Personality ·Machine Learning · Prefrontal Cortex · fNIRS

1 Introduction

In today’s era of rapid technological advancement, robots have become an indispensable
part of our daily lives. With the maturing of robotic technologies, there is an increasing
focus not only on the functional aspects of robots as tools [1] but also on their personalities
and emotional dimensions as interactive partners [2]. The design of robot personalities
has emerged as a key area, impacting users’ perceptions and interaction experiences with
robots, as well as indirectly influencing their psychological and cognitive processes [3].
Against this backdrop, the concept of Kansei Engineering (KE) becomes particularly
important [4] in robot design. This means considering the robot’s appearance, voice,
behavior, and interaction style with users to evoke positive emotional responses and
deeper emotional connections.

In the field of KE, it is increasingly important to use scientific and objective methods
to understand and quantify users’ emotional and cognitive responses, as opposed to
relying solely on subjective feedback fromusers. Functional Near-Infrared Spectroscopy
(fNIRS) technologydemonstrates unique andpowerful advantages in this regard [5]. This
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technology is particularly suited for monitoring activities in the prefrontal cortex (PFC),
especially considering the PFC’s central role in processing emotions, social interactions,
and complex decision-making [6]. The use of fNIRS allows researchers tomore precisely
understand the emotional and cognitive states of users during interactions with robots,
which is particularly important for designing robots intended to evoke specific emotional
responses. For example, bymeasuring the PFC activity of userswhile observing different
design elements (like shape, robot behavior), researchers can determine which elements
most effectively elicit positive emotional responses [7].

This study focuses on the variations in the PFC activity of users interacting with
robots featured different personalities. We employ fNIRS technology to capture these
activities and use machine learning algorithms to classify and predict the robot per-
sonality based on fNIRS data. Through this approach, we can identify brain activation
patterns associated with different robot personality traits, gaining deeper insights into
the psychological and emotional dynamics of human–robot interaction. This not only
offers a new perspective for robot design but also provides significant scientific evidence
for enhancing the quality and efficiency of human–robot interaction.

2 Related Work

2.1 Neural Basis for Emotional Responses

In addition to subjective reports from users, a more objective and persuasive way to
understand human emotions towards design is through physiological data provided by
neuroscience [8]. Neuroscience plays a key role in understanding the cognitive pro-
cesses of humans in response to design, offering researchers a deeper insight into the
physiological basis of human perception and reaction [8]. By incorporating methods
of neuroscience, researchers can explore how the brain responds to stimuli and further
understand the connections between elements and emotions or cognition. Widely used
neuroimaging techniques in neuroscience research, such as functional magnetic reso-
nance imaging (fMRI), electroencephalography (EEG), and fNIRS, enable researchers
to capture the spatiotemporal dynamics of brain activity [9]. With these technologies,
the mysterious brain becomes more interpretable.

Among these neuroimaging techniques, near-infrared technology is a common non-
invasive optical imaging method that utilizes near-infrared light penetrating biological
tissues and being absorbed by blood within the tissue. By monitoring these absorption
characteristics, physiological information such as blood flow and oxygenation levels can
be obtained [10]. The application of near-infrared technology in KE research primarily
lies in recording human physiological responses to different design types. By monitor-
ing participants’ brain oxygenation levels, researchers can gain important information
about the impact of stimulus elements on brain activity. For instance, when participants
are exposed to specific design stimuli, researchers can quantitatively assess changes
in physiological states in response to design stimuli, thereby understanding the impact
of design elements on human perception [11]. Hu et al. [5] also used fNIRS to record
frontal lobe neural activity to identify different types of positive emotions. Bandara et al.
[12] used deep learning methods and fNIRS technique to analyze cortical activation in
participants to predict emotions.
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In specific brain regions involved in human social responses, the PFC, especially the
medial PFC (mPFC), plays a crucial role in human social cognition and behavior [13].
ThemPFC is thought to be primarily involved in processing, representing, and integrating
social and emotional information [13, 14], aswell as performing cognitive functions [15].
Similarly, previous research [16] using fNIRS to study infant brain activity demonstrated
the role of mPFC in social-emotional aspects, and previous studies have shown that the
mPFC is associated with depression [17, 18] and anxiety [19]. Moreover, recent research
has revealed functional lateralization between the left and right mPFC.

Studies have shown that the left mPFC is instrumental in emotion regulation and
coping with stress. Li [20] suggested that dysfunction in the left mPFC could lead to
the development of emotional and anxiety disorders, and the activity of the left mPFC
predominantly mediates the conversion of the impact of social defeat stress into social
behaviors.Other studies have found that, depending on stimulation of the rightmPFC, the
left mPFC appears capable of suppressing the occurrence of negative outcomes related
to stress [21]. In contrast, the right mPFC appears to be more important in various
functions, such as processing negative emotions and risk assessment [21]. The right
mPFC is believed to play a role in social and decision-making processes, especially in
contexts involving negative stimuli [22]. Interestingly, the functioning of the left mPFC
seems to be partially dependent on the activity of the right mPFC, and this interaction
between the left and right mPFC is crucial for balancing emotional responses and social
behaviors, playing complementary roles in emotional behavior [21, 23].

2.2 Robot Personality Design

In Human–Robot Interaction (HRI), the design of robot personality is a crucial area. It
involves tailoring the robot’s behavior patterns, communication styles, and emotional
expressions according to specific application scenarios and user needs, aiming to create
more natural, effective, and enjoyable interaction experiences [24]. Traditional person-
ality theories, such as the Big Five personality traits model, are widely applied in robot
design to enhance interactions and user experience [25]. In practical applications, specific
robots have been deployed in settings like education and healthcare, making humans feel
comfortable and accepted [26]. Simultaneously, a robot’s personality traits also influence
users’ trust and willingness to cooperate [27].

Previous studies in the HRI field have shown that both personality similarity and
complementary attraction effects are valid. Aly andTapus [28] combined verbal and non-
verbal behaviors and found that humans prefer robots that express a personality similar
to their own. However, other research [29] has found that people might prefer robots
with complementary personalities over those similar to their own. Despite this, studies
have observed that people generally tend to interact more with extroverted robots [30,
31]. However, the factors that influence people’s preferences are multidimensional, and
many studies simplify these factors because it is challenging to implement aspects such
as race and attitude in robots. When limited to the introversion-extroversion dimension,
some scholars conducted research by combining verbal and non-verbal behaviors, but
the results have not found a significant correlation with the similarity attraction effect
[3]. As a result, there is currently no unified way to measure individual preferences for
extroverted or introverted robots.
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2.3 Research Questions of This Study

In interpersonal interactions, different personality traits uniquely affect our brain activity
and behavioral responses [32]. Similarly, when these traits are present in robots, theymay
uniquely influence the patterns of human brain responses. Studying this phenomenon not
only deepens our understanding of how the human brain processes social information
but also provides scientific evidence for designing more engaging and effective human–
robot interactions.With the continuous advancement ofmachine learning technology,we
have more tools to analyze complex datasets, including brain imaging data. By utilizing
these technologies, we can attempt to extract useful information from brain activity
data generated during human–robot interactions, thereby understanding and predicting
human responses to robots more accurately.

For instance, Szabóová et al. [33] improved robots’ understanding of emotions by
using various machine learning methods to perform emotion detection on textual data
obtained from human–robot interactions. Javed and Park [34] identified children at risk
of autism spectrum disorders by analyzing behavioral data extracted from videos of
children interacting with robots. This analysis not only helps optimize the behavior
and personality traits of robots but also enhances their naturalness and effectiveness in
application scenarios. Therefore, this study aims to answer the following key question:

• RQ1. How do introverted and extroverted robot personalities affect the activity pat-
terns of users’ PFC, and how do different machine learning techniques perform in
recognizing robot personalities?

The left and right hemispheres of the prefrontal cortex may exhibit different char-
acteristics and functions in processing information [35], which is a topic of widespread
interest in neuroscience research. Therefore, to more comprehensively understand brain
activity in human–robot interactions, it is necessary to consider the left and right medial
PFC separately. This distinction may reveal differences in the activity patterns of the
human brain’s left and right hemispheres when interactingwith robots with different per-
sonality traits. Moreover, this exploration is also significant for understanding how the
prefrontal cortex collaborates in complex social interactions. Thus, the study proposes
a second key question:

• RQ2. Is there a significant performance difference in personality classification based
on left mPFC and right mPFC data?

By exploring these two key research questions, this study aims to deepen our under-
standing of brain activity in human–robot interactions, particularly the response patterns
of the prefrontal cortex in different social contexts, thereby providing more precise and
scientific guidance for future robot design and applications.

3 Method

3.1 Task and Procedure

In this study, we developed a robot interaction program using the Choregraphe software.
The program enabled the robot to ask questions and provide basic feedback to human
users’ responses. Participants were informed that they could choose to answer or decline
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to answer the questions posed by the robot. The specific experimental procedure was
as follows: (1) Participants were informed that we were collaborating with a company
to develop an intelligent robot, and we had produced a preliminary version for which
we sought their opinions and suggestions. If participants agreed to participate, they
had to sign an informed consent form; (2) Participants completed the pre-experiment
questionnaire about their personality; (3) Participants wore the fNIRS device; (4) Par-
ticipants engaged in conversations with the robot, having the option to respond to or
decline the robot’s questions; (5) Participants removed the fNIRS device and received
the experimental rewards. The specific flow is shown in Fig. 1.

Fig. 1. Experimental flowchart

3.2 Apparatus

In this study, we employed the Nao robot (SoftBank Robotics Group, Japan) and used
the Choregraphe software to design two sets of independent behavior control programs.
The programs adjusted the robot’s tone, volume, speech rate, and movements to manip-
ulate one extroverted and one introverted robot. Additionally, they way to respond to the
participant’s answer was controlled. When responding to experimental participants, the
introverted robot typically gave shorter answers, such as simply saying “Okay” or “Un-
derstood,” whereas the extroverted Nao’s responses were more animated, like “Hmm,
I see,” “Okay, got it,” or “Alright, I understand.” Moreover, to capture the participants’
brain activity when interacting with the robot, we employed a 19-channel fNIRS system
(LABNIRS, Shimadzu, Japan) operated at 42 Hz with wavelengths of 780, 805, and
850 nm. As shown in Fig. 2, this system was specifically set up to monitor the PFC of
participants.

3.3 Participants

Before initiating the experiment, we applied the G*Power analysis tool by Faul et al.
[36] to estimate the required sample size. This estimation indicated that a minimum of
52 participants were needed to ensure a statistical power of 0.8, in order to observe a
significant effect at the 0.05 level of significance. Consequently, we randomly recruited
64volunteerswithin the university campus. Participantswere randomly assigned into two
groups with a balanced gender distribution in each group. One–way ANOVAs revealed
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Fig. 2. Placement of the probes and channels. Red circles represent sources. Blue circles represent
detectors. CH# represents the channel between a source and a detector (Color figure online).

no significant difference in the age and personality (p > .05) between two groups.
Before the experiment commenced, we clearly articulated the objectives and procedures
of the experiment to all participants and obtained their informed consent. Throughout
the research process, we strictly adhered to ethical guidelines and standards, ensuring
that the rights of the participants were fully protected.

3.4 Data Preprocessing and Feature Extraction

Preprocessing of fNIRS data was performed using HOMER2 in MATLAB (R2017b).
The process involved several steps: converting intensity data to optical density, applying
a 0.01 Hz to 0.1 Hz bandpass filter, and transforming optical density data into oxy-
genated hemoglobin (HbO) concentrations using the modified Beer–Lambert law with
a differential path length factor of [6.0 6.0 6.0]. A 50-s baseline was established from
3 min of resting-state data collected prior to task initiation. The study’s key metric was
the variation in HbO concentration (�HbO) during participant interactions with a robot,
relative to this baseline.We selected two regions of interest (ROI): the right medial (RM)
region covered channels #4, #5, #11, #12, #17, #18; and the left medial (LM) covered
channels #2, #3, #8, #9, #15, #16. In fNIRS studies, a variety of statistical features are
employed to describe and analyze the data. Among the most frequently used descriptive
statistical features are the average signal value, peak amplitude, minimum value, signal
skewness, and kurtosis et al. [37]. Among them, choosing the mean as the feature is the
most common. In this study, we also pre-tested the features respectively and found that
using the mean as the feature showed a better performance than other features, so we
mainly selected the signal mean as the extracted feature in this study.
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3.5 Algorithm Training and Evaluation

This study aims to predict the personality of robots, characterized as either extroverted
or introverted, by analyzing the neural activity in the PFC during individual interactions
with these specifically designed robots using machine learning classification techniques.
Additionally, we investigated the relative impact of different ROIs on the predictive
performanceofmodels derived fromvariousmachine learningmethods. For this purpose,
we compared and analyzed fNIRS data from three different areas:

1. All channels set: Including data from all channels.
2. LM channels set: Including data from the LM channels.
3. RM channels set: Including data from the RM channels.

Apart from the input sets, six commonly used classifiers were evaluated to check
the robustness of modern machine learning algorithms in decoding and predicting robot
personalities. The methods are as follows:

1. K-Nearest Neighbors (KNN);
2. Random Forest (RF);
3. Support Vector Machine (SVM);

a. SVMRad: SVM with a Radial Basis Function kernel;
b. SVMLin: SVM with a Linear kernel;

4. Decision Tree (DT);
5. Naïve Bayes (NB);
6. Artificial Neural Network (ANN).

All algorithms were implemented using functions from the caret package in MAT-
LAB (R2022b). In evaluating the performance of classifiers, several key metrics are
typically considered, including accuracy, precision, recall, and F1 score. These metrics
are calculated based on four fundamental concepts: true positives (TP), false positives
(FP), true negatives (TN), and false negatives (FN). Reporting any single metric alone
cannot fully reflect the behavior of a classifier. It is crucial to comprehensively assess
these metrics for a complete understanding of a classifier’s performance.

Accuracy describes the proportion of correctly classified samples, i.e., the ratio of
all correctly classified samples to the total number of samples. Precision focuses on
the proportion of true positive samples among those predicted as positive, with higher
precision indicating fewer false positives.Recall reflects the proportion of all true positive
samples that were correctly identified, with higher recall indicating fewer false negatives.
The F1 score is the harmonic mean of precision and recall, attempting to balance the two
while considering both. This is particularly important in imbalanced data situations, as
it is not affected by a large number of negative class samples.

4 Results

Different machine learning approaches show varying effectiveness in robot personality
prediction (see Fig. 3): Support Vector Machine (SVM) with radial basis (Rad, accuracy
67.3 ± 5%) and linear kernels (Lin, accuracy 74.7 ± 10.9%), K-Nearest Neighbors
(KNN, accuracy 71.9 ± 8.9%), Random Forest (RF, accuracy 70.1 ± 12.6%), Naive
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Bayes (NB, accuracy 70.3 ± 10.1%), Decision Trees (DT, accuracy 64.1 ± 8.8%), and
Artificial Neural Networks (ANN, accuracy 66.9± 1.0%). In these models, the SVMLin
demonstrated the highest average accuracy, followed by the RF and NB model. This
suggests that methods based on SVMmay be more suitable for this task. Although ANN
theoretically is well-suited for complex classification tasks, in this study, its average
accuracy was slightly lower than the optimal SVM model. The DT model performed
poorly, which could be due to a mismatch between the model’s simplifying assumptions
and the complexity of the data.

Fig. 3. Algorithm average Accuracy arranged by input measures and ML approach. ML =
machine learning; KNN = K-Nearest Neighbor; RF = Random Forest; SVMRad = Support
Vector Machine with a radial kernel function; SVMLin = Support Vector Machine with a linear
kernel function;DT = Decision Tree; NB = Naïve Bayes; ANN = Artificial Neural Network.

In order to further explore the performance of different classifiers in predicting robot
personality in different ROIs, we selected multiple metrics to evaluate. Table 1 presents
the detailed results. The results show that the SVMLin algorithm performs optimally on
LM channels, with an accuracy of up to 75.00%, and exhibits higher F1 scores in the
prediction of extroverted (E) and introverted (I) types (0.74 for E class and 0.70 for I
class). This indicates that the SVMLin algorithm is more adept at achieving a balanced
performance in predicting types E and I when processing LM channels. In contrast, the
SVMRad algorithm shows relatively weaker performance across all channels.

Further analysis reveals that most algorithms perform better on the RM channels
than on the LM channels. Data obtained from the RM channels generally shows higher
accuracy and recall rates compared to the LM channels, and RM also outperforms LM
in predicting extroverted personalities. This may suggest that RM channel data provides
more critical information for robot personality prediction. Additionally, significant dif-
ferences are observed in the precision and recall rates of different algorithms, especially
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in the prediction of specific personality types. For example, the KNN algorithm demon-
strates higher precision in the introverted category across all channels (78.12%), but
with a correspondingly lower recall rate (65.79%).

Table 1. Performance comparison based on four metrics of the machine learning models

Model Channels Accuracy Precision Recall F1-Score

E I E I E I

SVMRad ALL 62.50% 68.75% 56.25% 61.11% 64.29% 0.65 0.60

LM 64.06% 59.38% 68.75% 65.52% 62.86% 0.62 0.66

RM 71.88% 78.12% 65.62% 69.44% 75.00% 0.74 0.70

SVMLin ALL 73.44% 78.12% 68.75% 71.43% 75.86% 0.75 0.72

LM 68.75% 62.50% 75.00% 71.43% 66.67% 0.67 0.71

RM 75.00% 78.12% 71.88% 73.53% 76.67% 0.74 0.70

KNN ALL 68.75% 59.38% 78.12% 73.08% 65.79% 0.66 0.71

LM 64.09% 59.38% 68.75% 65.52% 62.89% 0.62 0.66

RM 71.88% 62.50% 81.25% 76.92% 68.42% 0.69 0.74

RF ALL 67.18% 68.10% 66.67% 72.46% 68.00% 0.66 0.66

LM 64.23% 65.24% 62.86% 62.86% 65.52% 0.64 0.64

RM 70.51% 72.38% 69.05% 71.00% 71.45% 0.71 0.70

NB ALL 68.97% 78.57% 60.48% 67.00% 76.10% 0.71 0.66

LM 62.29% 69.05% 57.14% 64.14% 61.90% 0.65 0.57

RM 70.64% 76.19% 66.19% 69.57% 74.50% 0.72 0.69

DT ALL 62.44% 69.52% 55.24% 62.06% 63.81% 0.65 0.58

LM 65.38% 68.10% 61.43% 66.93% 65.56% 0.66 0.61

RM 68.97% 68.57% 69.52% 71.19% 69.10% 0.69 0.69

ANN ALL 69.07% 76.38% 61.29% 67.74% 70.91% 0.72 0.66

LM 60.21% 69.10% 50.80% 59.78% 60.85% 0.64 0.55

RM 60.44% 75.76% 44.22% 58.99% 63.31% 0.66 0.52

5 Discussion

This study explores the neural correlates of robot personality perception, particularly
using fNIRS technology and machine learning classification methods to study the activ-
ity patterns of the PFC during human interactions with robots possessing different per-
sonality traits (introverted or extroverted). Our results reveal that there are differences in
the mPFC activation patterns when users interact with robots of varying personalities.
We found that the svmLin algorithm demonstrated higher accuracy and F1 scores across
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all channels, RM channels, and LM channels, particularly on the RM channels. Com-
pared to other algorithms such as SVMRad, KNN, RF, NB, DT, and ANN, SVMLin was
more effective in processing mPFC activity data.

The performance of most algorithms was better on RM channels than on LM chan-
nels, suggesting that the RM channels might play a more significant role in robot per-
sonality classification. Studies like [22] observed profound abnormalities in emotional
processing and personality among individuals with unilateral lesions to the right mPFC;
in contrast, those with unilateral lesions to the left mPFC exhibited normal emotional
process, with their personalities remaining unchanged. Additionally, Blonder et al. [38]
observed that individuals with damage to the right hemisphere exhibited poorer perfor-
mance in emotionally judging sentences depicting facial, prosodic, and gestural expres-
sions compared to those with left hemisphere damage. This implies a disturbance in the
representation of nonverbal communicative expressions. In this study, the personality
differences in extroverted and introverted robots were primarilymanifested in their voice
and gestures, which are closely associated with the functions of the right hemisphere.
To some extent, this can explain why the RM channels perform better.

Earlier research majorly depended on users’ subjective perceptions of robot per-
sonality, gathered through surveys or interviews, to capture feelings, preferences, and
reactions for personality studies. Our study employed fNIRS technology to directly
measure and analyze human brain activity during interactions with robots, and then
used machine learning algorithms to process and analyze the fNIRS data to predict the
personality types of robots. These findings theoretically strengthen the importance of
machine learning in human–robot interaction research, especially in interpreting brain
activity and behavioral data. From a practical standpoint, improving prediction accuracy
through algorithm optimization can enable robots to better adapt to users’ emotional
and cognitive states, thereby enhancing user experience. This research provides vital
guidance for developing robots capable of adapting to users’ emotional states. Future
research can expand the sample size and explore different types and traits of robots for a
more comprehensive understanding of human responses to robot personalities. Addition-
ally, further studies can explore the effectiveness of other machine learning techniques
in predicting robot personalities and how these techniques can be used to improve robot
design to better meet users’ needs and preferences.

6 Conclusion

This study illuminates the neural correlates of robot personality perception through
fNIRS technology and machine learning classification. Our findings reveal that users’
mPFC activation patterns vary when interacting with robots exhibiting different per-
sonalities. Significantly, this research accentuates the importance of the right mPFC
in processing emotions and cognitive responses in social contexts. These insights are
invaluable for advancing robot personality design, aiming to optimize robots’ adaptabil-
ity to users’ emotional and cognitive states. Future research should delve further into
the specific roles of various brain areas in human-robot interactions, paving the way for
more intuitive and effective social robots.
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Abstract. The advent of the AI era heralds the innovation and subversion of
image technologies and concepts highly related to science and technology. Before
the rise of AIGC, the transmission of information through traditional image nar-
rative means has certain limitations in the perceptual interaction between people
and images. This paper studies the new mechanism and application scenarios of
AIGC image interactive narrative. Through literature analysis, interview and other
methods, this paper conducts observation experiments on specific practical cases,
proposes the characteristics of immersive image interactive narrative mechanism,
and explains that with the help of virtual reality, hologram and other presentation
technologies, image interaction can have a more optimized interactive immersive
experience. This paper has done some research on cross-culture, cross-domain and
ethics, and has some thoughts and prospects in AIGC enabling immersive image
interactive narrative.

Keywords: AIGC · Immersive Image · Interactive Narrative

1 Introduction

Immersive image interactive narrative design combines artificial intelligence technology
with immersive image, and creates an immersive, intelligent and personalized movie-
watching experiencewith the help of augmented reality, virtual reality and other technical
means, which is an emerging visual art form.

Immersion is a state of mental focus so intense that awareness of the “real” world is
lost, generally resulting in a feeling of joy and satisfaction [1]. Immersive imaging, usu-
ally refers to the use of virtual reality technology, through virtual reality (VR), augmented
reality (AR) or mixed reality (MR) and other wearable devices in a virtual environment
to simulate immersive reality, such as immersive movies(see Fig. 1); Another form of
immersive image is to build a digital art scene, apply holographic stereo image and
projection technology to integrate the interaction between the audience and the envi-
ronment, and deepen the immersive experience of the real space, such as immersive art
exhibition, immersive drama, virtual performance and so on(see Fig. 2).

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
P.-L. P. Rau (Ed.): HCII 2024, LNCS 14702, pp. 345–359, 2024.
https://doi.org/10.1007/978-3-031-60913-8_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-60913-8_24&domain=pdf
https://doi.org/10.1007/978-3-031-60913-8_24


346 S. Wang

Fig. 1. Lavrynthos –A immersivemovie selected for the 75thCannes FilmFestivalXR Immersive
Imaging Unit

Fig. 2. A scene of TeamLab Borderless

1.1 Introduction to Immersive Images

In the era of new media, image information has become an important way for us to
connect with the world. The emergence of immersive image, as a unique form of artis-
tic presentation, provides us with a completely different visual experience. With the
continuous progress of science and technology, the discussion about the authenticity of
images is also constantly evolving. Different from the image dimensions of traditional
paper media, television and film, immersive image can provide a 360-degree all-round
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perspective. It simulates a variety of human senses through digital technology, such as
picture, sound, touch, smell and movement, so that the audience can feel the real vision,
hearing, touch, taste and dynamics in the virtual world.

Immersive imaging technology makes the experience more realistic in terms of per-
ception. In terms of visual experience, viewers can view immersive images from any
Angle. In terms of auditory experience, immersive images can simulate real environmen-
tal sounds through stereo sound effects, so that the audience seems to be in the image. In
terms of tactile experience, objects in immersive images can be sensed through virtual
reality wearables. In terms of spatial experience, immersive images set a variety of com-
plex spatial image structures, and the audience will experience different spaces through
movement in a certain space. In this way, the user or the audience can see the color of
the object, feel its texture, hear its movement, smell, etc., and create a comprehensive
and true feeling with some other materials different from the real thing.

This immersive experience not only transcends the perception of traditional two-
dimensional images, but also transcends our sensory experiences in daily life. A large
number of audiovisual wonders, non-life scenes through the interpretation of immersive
images, as if immersive existence. Therefore, although the immersive image is a virtual
world created by digital image technology, it does bring a sense of reality to the audience.

1.2 Features of Immersive Image Interactive Narrative Design

Authenticity. There are two kinds of authenticity mentioned in immersive image: one
is objective authenticity, that is, whether the things reflected by the image are the same
material world; The other is perceptual authenticity, that is, whether the viewer feels real
when watching the image. For an immersive image, because it is simulated by technical
means, it is not the real world from the point of view of objective material reality.
However, from the perspective of perceived authenticity, immersive images bring the
audience a very real experience.

Embodiment. Merleau-Ponty believed that “the body is our anchorage in a world “[2].
Like immersive images, the audience has a strong sense of presence. It means that the
body, as a medium, will have a richer sensory experience than merely audio-visual
immersive. It surpasses people’s experience of images in the past, and also provides
new possibilities in artistic creation. For example, the development of immersive video
also reflects the continuous progress of media technology, immersive image may be like
“Ready Player One” in the scene, to create a more realistic all-round experience.

Change the Way You Get Information. “The ‘mimicry environment’ created by vir-
tual reality technology breaks the ‘fourth wall’ between the narrator and the viewer,
allowing the viewer to directly place themselves in the required time and space.“[3] It
changes the way we access information. In the past, when we look at an image, the body
is outside the image, often as a spectator, but immersive images allow us to feel that
we are in the scene, which deepens our understanding of the content of the image. At
the same time, it increases our entertainment options, immersive images often present a
large number of wonders and different scenes, greatly beyond the reality of life, to meet
the emotional needs of the audience.
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New Video Narrative Logic. Montage is the basic principle of traditional film narra-
tion. It combines a series of footage clips into a continuous imagewith narrative function.
Bazin, a film theorist, believes that the segmented reorganization of montage is disre-
spectful to the noumenon of life, while the long shot becomes the narrative technique of
documentary film, and the two techniques complement each other. However, immersive
image narration subverts the traditional image narration rules. In the past, the audience
watched the scene from the perspective designed by the creator according to the arranged
narrative mode, while the immersive film pays more attention to the display of the scene
in a space, and uses the depth lens to adjust the distance to keep the audience within
the narrative frame. The narrative pilot of immersive image follows the audience’s line
of sight, and tells the story where the audience’s line of sight reaches. So it’s usually
experienced from a first-person perspective. Immersive images should not frequently
switch scenes, otherwise it will cause vertigo and ruin the experience.

Spatial Expansiveness. The immersive image uses virtual reality technology to create
an extended effect of space, or builds a digital art scene to create a naked-eye 3D to
achieve the effect of space extension and superposition. The immersive image using
virtual reality technology, no matter how grand the scene, can be experienced in a small
space with wearable devices, greatly expanding the activity space and thought space in
the virtual form, bringing people more imagination and fun.

Interactivity. In the immersive image, the audience becomes the participant from the
viewer, and can participate in controlling the picture and process of the image by oper-
ating the wearable device or generating movement changes. Some immersive images
send out acoustic and photoelectric signals to provide hints. The immersive image digital
scene usually has multiple devices and equipment in a certain area, and the audience
can swim in it and interact with the devices to enhance the aesthetic experience of active
appreciation. The audience constantly gives feedback and interactswith the image during
the participation.

1.3 Key Technologies of Immersive Image Interactive Narrative Design

The key technologies of immersive image interactive narrative design mainly include
3Dmodeling and rendering technology, natural human-computer interaction technology,
emotional computing and psychological modeling technology.

3D modeling and rendering technology is the foundation. Through the digital mod-
eling of the real world, the virtual scene can be quickly constructed and rendered in
real time. Commonly used modeling software include Maya, 3ds Max, etc., rendering
engines include Unreal Engine, Unity, etc.

Natural human-computer interaction technology is one of the core elements. Through
the human body sensor to capture the user’s voice, expression, gesture, expression and
other information, to achieve real-time control and feedback of the virtual environment,
and then simulate the natural human communication. At present, the commonly used
natural human-computer interaction technologies include Oculus Touch, Kinect, Leap
Motion and so on.

Emotional computing and psychological modeling technology is an important part,
is the key to emotion expression, emotion recognition and human-computer emotional
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interaction, so that machines can recognize, understand and express all kinds of emo-
tions like people, and have emotional communication and interaction with people. At
present, the commonly used affective computing methods include physiological signal
monitoring, facial expression recognition, etc. Psychological modeling methods include
self-efficacy, episodic memory, etc.

1.4 Cases of Immersive Image Interactive Narrative Design

Taking the XR Immersive Image China Offline screening event of the 2022 Cannes
Film Festival as an example, some works selected from the 18 VR works shortlisted in
the Cannes XR unit will be shown in the offline space, including “Lavrynthos”, “Luna:
Episode 1 -- Left Behind”, “AreaManLives”, “Clap”, “The Passengers”, “AlexHonnold:
The Soloist VR”, etc.so on.

These works also have their own characteristics, such as the excellent experience of
“Lavrynthos” created by the Brazilian team, which gives full play to the spatial posi-
tioning function of the integrated machine in the physical space of 2*2 m, and the
experiencers start the narrative content while walking. “Luna: Episode 1 - Left Behind”
features voice interaction, with the narrative advancing and evolving through conversa-
tions between the robot, played by the experiencer, and the girl. Also featuring voice
interaction, “AreaMan Lives” features experiencers playing radio anchors who solve the
mysteries facing the town by communicating with callers. Different content will lead to
different results. “Clap”, created by a Japanese team, showcases the hallmarks of gesture
interaction. On the one hand, clapping and applause are the way for the experiencer to
interact with the character, and on the other hand, the character can find confidence and
dance freely, bringing the experiencer a sense of participation and gain. “The Passen-
gers” integrates the features of VR voice interaction, controller interaction and viewpoint
focus, etc. In the work, four train passengers have different thoughts and opinions on
the surrounding affairs, and the experients can substitute the four characters and make
different expressions through dialogues and eyes. Documentary “Alex Honnold: The
Soloist VR” is the best VR narrative film in Cannes XR in 2022. Unlike traditional doc-
umentaries that simply record time and space, the audience of the film chooses the Angle
of observation and intervention as bystanders, following the protagonist Alex to feel the
precipitously dramatic nature, experience the thrill of free climbing, and admire the
courage of free climbers. Imagine what a wonderful experience we would have with the
help of 360-degree panoramic video, standing on the perilous peaks and cliffs, looking
around at the stunning scenery.

2 AIGC and Immersive Image Interactive Narrative Design

AIGC, or Artificial Intelligence Generated Content, marks AI’s entry into the 2.0 era. Art
and creation, which were originally one of the areas least associated with AI, have now
seen breakthrough developments. As long as the information is entered, it can generate
a large number of text, pictures, video content, and generate images through algorithms
and deep learning, providing a new possibility for immersive images.
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In theAI vision, traditional shooting technology and lens language are no longer used
to shoot images for narrative purposes, but AI is used to generate videos. The audience
has become the creator of art from the ordinary art appreciator and viewer. AI has
enabled the creation of images to a large extent, such as the construction of 3D models,
virtual scenes, videos, etc., to provide a richer visual experience for the audience. AI
also provides real-time intelligent interaction, and the audience interacts with the image
through voice, text, behavior and action, enhancing the wisdom of the immersive image.
In addition, AIGC can also push personalized immersive images according to the user’s
habits.

2.1 Technical Points and Difficulties of Image Generation by AIGC

The main technical points of AIGC image generation include Transformer, SSL, VAE,
GAN, Diffusion and so on. As a neural network architecture model, Transformer can
be used to recognize images and process natural language. SSL is a supervised learning
algorithm that is trained on unlabeled data to improve performance through unlabeled
and labeled data. VAE is an encoder that can compress data into low dimensional space
and decode it into new data; GAN is a generative adversarial network that can generate
content such as pictures and videos. Diffusion can be used for image generation style
transfer.

In addition, there are key frame generation, video training acceleration, generative
models, technological developments, and commercial landing challenges.

KeyFrameGeneration. This is the core of imagegeneration,which requires a diffusion
model to approximate the distribution of key frames in low-dimensional potential space.
For example, Magic Video technology approximates the distribution of 16 keyframes in
a low-dimensional potential space by using a diffusion model.

Video Training Acceleration. Due to the large amount of video data, it is necessary
to adapt the model trained on the image task to the video data. For example, combined
with a 3D U-Net decoder with an efficient video distribution adapter and a directed time
attention module for video generation.

A Generative Model. With the rapid development of the research in the field of image
generation, the generative model based on diffusion has achieved a great breakthrough
in effect. This model can generate high-quality images and videos, but it also faces many
challenges, such as how to control the style of the generated images and how to generate
diverse images.

The Challenges of Technological Development. The technical development direction
of AIGC mainly includes rule-based, generation-based adversarial network (GANs),
variational autoencoder (VAEs) and diffusion process generationmodel (diffusion). Each
of these technical directions has its own specific difficulties and challenges.

ChallengesBrought about byCommercialization. With the continuous breakthrough
and iteration of artificial intelligence technology, the industrial development, mar-
ket reaction and corresponding regulatory requirements of AIGC have also received
widespread attention. In the process of commercialization, the AIGC industry is facing
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many challenges, such as technology maturity, exploration of application scenarios, and
innovation of business models.

At the same time, in combination with the interview with Shiqi Zhou, a doctoral
candidate in related fields in the College of Design and Innovation of Tongji University,
the author believes that AIGC image generation also includes the following technical
difficulties in practice:

The Balance between Authenticity and Consistency. The difficulty is that when cre-
ating a virtual environment, it is necessary to ensure the realism of the image and the
consistency of the narrative content. For example, let’s say you’remaking a virtual reality
game set in theMiddle Ages. TheAI needs to generate realisticmedieval castles, villages
and costumes. This requires not only high quality image rendering, but also the accuracy
of historical details, such as architectural style and costume design must conform to the
actual conditions of the Middle Ages. In addition, if the game includes reproductions
of historical events, the presentation of those events must also be consistent with the
historical record to avoid anachronisms.

Interactive Design. The difficulty is that immersive experiences often require the user
to be able to interact with the content. For example, in an immersive educational app,
users can explore the solar system through virtual reality. Users can choose different
planets to interact with, for example, by clicking on Mars to learn about its surface
features, climate conditions, and so on. This interaction requires AI to not only generate
accurate images of planets, but also provide information relevant to the user’s choices and
ensure that this information is presented in a way that is both educational and engaging.

Emotional Engagement and User Experience. The challenge is to create a narrative
environment that engages the user emotionally. For example, in an interactive documen-
tary set during World War II, users can experience the lives of people in different coun-
tries. The AI-generated content includes war scenes, family life and historical events. In
order to enhance emotional engagement, AI needs to adjust the narrative content based
on the user’s interactive choices, such as the user chooses to follow a soldier’s story, the
AI generates more background information and experience about the soldier, so that the
user feels like they are part of the story.

Technical Limitations. The difficulty is that current AI technology still has limita-
tions in understanding complex human emotions and creating highly complex narrative
structures. For example, in an AI-powered movie creation tool, users can enter basic
story requirements such as “a story about friendship and sacrifice.“ AI needs to generate
scripts, characters, and scenes based on these requirements. However, due to AI’s limited
understanding of complex emotions and human behavior, the resulting scripts may lack
depth and delicate emotional expression, requiring further polishing and improvement
by human screenwriters.

Personalization and Diversity. The challenge is to create personalized narrative expe-
riences for different users, while maintaining the diversity and novelty of the content. For
example, on a personalized news aggregation platform, AI recommends news based on
a user’s reading history and preferences. If a user is particularly interested in technology
and politics, AI should not only recommend news in related fields, but also ensure that
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the news content is diverse and updated, avoiding duplication or stale information. At
the same time, AI also needs to introduce new areas that users have not paid attention
to but may be interested in from time to time to increase exploration and freshness.

2.2 Application of AIGC in Interactive Narration of Immersive Interactive
Images

Scene Narrative. Virtual video scenes generated by AIGC are more realistic, blurring
the boundaries between the real world and the virtual world. The experience of the
audience as if they were in it can promote the plot development of the image immersive
narrative through the high-quality video.

Role andEmotionalNarrative. AIGCcan generate realistic virtual characters by train-
ing diffusion models, which can simulate the expressions, actions and emotions of real
people, and can create highly realistic characters. In the immersive image experience, it
is as if you are standing in a real world, making the narrative more fascinating.

Dynamic Storytelling. AIGC can participate in dynamic narrative, respond and adjust
the plot of video narrative in real time according to user feedback or command input,
provide users or viewers with personalized experience and better provide emotional
value.

Enhance the Visual Spectacle. AIGC can create a large number of visual wonders,
such as entering the content: “astronaut playing the guzheng”, “the whole universe is
making dumplings”, will generate such visual images that are not often seen in ordinary
life. Not only that, AIGC also adds visual effects, sound, light and shadow, atmosphere
creation, image processing more shocking effects, very eye-catching.

Real-time Interaction of Narrative. AIGC can change the development of the image
narrative or change the elements in the scene, and first capture the audience’s movement
expressions, such as the audience’s wave to respond. Or use voice recognition to talk
with the audience. In the immersive image, the audience can ask the virtual character
to complete the task together. Through the continuous learning of the algorithm, the
interactive experience with the audience can be optimized, so that the audience can have
a good interaction with the image.

Film and Image Narrative Creation. Movies generated by AIGC, scripts, characters,
scene effects andmusic, which used to cost a lot of manpower andmaterial resources, are
within the scope of generation of AIGC. Producers can more quickly create and adjust
scripts, scenes, and dialogue to optimize the creative process. In the post-production
process of images,AIGCcan optimize special effects, scenes, and improve visual effects.
AIGC not only plays a role in the game, film and television, entertainment industry, but
also involves themedia field, bringing newpossibilities for the direction ofmedia change.
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3 Cross-Cultural, Cross-Domain Interactive Narrative with AIGC
Immersive Images

3.1 Cross-Cultural and Interdisciplinary Innovation

Enabled byAIGC, immersive image interactive narrative has the following cross-cultural
and cross-field innovations:

The Innovation ofCommunicationMode. The images generated byAIGCare driving
innovation in cross-cultural communication, creating huge development opportunities
through the collaboration of immersive image narrative design. For example, “Cezanne
· Four Seasons: Large-scale Immersive Art Exhibition”, the audience is immersed in
the space created by new media technology, with spring, summer, autumn and winter
four seasons of light and shadow to connect Cezanne’s more than 100 works, explore
Cezanne’s great art and life story.

Innovation in Content Presentation. The combination of AIGC and immersive image
revolutionizes the presentation of excellent traditional cultural forms, innovates the
expression of cultural symbol connotation, creates sensory dimension experience, and
then realizes the “return of the body” in a new field.

Innovation inMedia Convergence. AsAI technology becomesmore andmore widely
used in the media industry, AIGC has reached a state of deep integration with the media.
For example, AIGC can be used to generate news reports, movie scripts, images, music
works, etc., providing a broader choice space for global audiences.

Innovation in Language Interaction. AIGC can not only generate text content in
various languages, but also carry out image interaction and service across languages.
For example, through the dubbing process ofAIGC image technology, people in different
languages and different countries can communicate through video, the voice comes from
the speaker himself, and the mouth can be matched to the corresponding language.

3.2 Cases of Cross-Cultural Practice

In combination with the interview with Yate Ge, a doctoral candidate in related fields
in the College of Design and Innovation of Tongji University, the immersive image
narrative enabled by AIGC can promote cross-cultural communication, mainly in the
following aspects:

Deconstruction and Reconstruction of Culture. Using large-scale pre-trained mod-
els, generative AI technologies can understand multiple modal inputs to generate image
content comparable to human creation. The large-scale pre-training samples contain
contents from various cultures. The feature extraction and feature-based image genera-
tion capabilities of image contents can be realized through training, so that the specific
cultural contents can be deconstructed and reconstructed according to the creation needs
(cross-cultural communication needs) in practical applications.
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Promote Cross-cultural Communication and Exchange. For example, in the immer-
sive images for the discussion of public issues such as traditional culture protection,
environmental protection and sustainability, and women’s rights, AIGC can generate
different virtual images according to the cultural characteristics of different countries
and regions. In this way, we can show the multiple aspects of the same issue in different
contexts. Promote understanding and empathy between audiences from different cultural
backgrounds.

Personalized Content Output. In cross-cultural immersive image narration, AIGC
technology can make personalized adjustments according to audiences with different
cultural backgrounds on the basis of keeping the overall narrative content unchanged,
so as to provide a richer and more diversified experience. For example, in a story about
urban office workers, AIGC technology can generate different urban scenes according
to the region, and adjust the characters’ clothing, language habits, and behaviors.

3.3 Cases of Cross-Domain Practice

In combination with the interview with Shuran Li, a doctoral candidate in related fields
in the College of Design and Innovation of Tongji University, the immersive image
narrative enabled by AIGC can be integrated in different fields:

In the field of architectural planning, traditional urban design is presented in two
dimensions, such as a flat CAD drawing. On this basis, for the design renderings of key
areas and key projects, on the whole, this method is relatively abstract. Now, with the
popularity of AR, VR and modeling technologies, including the rise of BIM and City
Intelligence Model, projects are presented in more three-dimensional ways. Designers,
investors, etc., can roam in the scheme, feel the shape of the project before the project
is really built, and simulate the economic indicators of the project.

In addition, interactive image narration can also be applied to the story presentation
of the city’s past and present life. For example, QingdaoOld TownExhibitionHall shows
the development history of the region through this form, visitors can go in and see how
the region was developed decades ago, what kind of stories, how to iterate step by step
to today. In addition to this narrative approach, it can also adopt the form of deduction.
Such as what the area might look like in the coming years or decades after the plan is
rezoned.

In the field of smart cities, Baidu, Apollo, Didi and other companies are studying
cars with AR functions, and the window glass of this car is with augmented reality
effects. During the journey of the vehicle, the surrounding road conditions, restaurants,
entertainment and other information can be projected on this glass, so that the vehicle
is not only a driving tool, but more like a city living room.

In the field of meta-universe, such as Haiyuan Universe(see Fig. 3) and Xianyuan
Universe(see Fig. 4), urban scenes rely on the concept of meta-universe and AI and
VR technology. Previous landmarks were either completely real in the physical world
or completely virtual. Now combined with some technology, you can do the landmark
of the combination of virtual and real. For example, the square is the landmark of the
city, through the design, we can see the square in the virtual world. In this way, you can
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watch performances and read reviews of the place in the virtual world. Some electronic
landmarks can formnew formats, andpeople can advertise and trade in themeta-universe.

Fig. 3. A scene of Haiyuan Universe

Fig. 4. A scene of Xianyuan Universe
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4 Ethical Issues of AIGC Immersive Image Interactive Narration

AIGC immersive image narrative design not only creates fascinating virtual experience,
but also brings a series of ethical problems. In combination with interviews with Shiqi
Zhou, Yate Ge and Shuran Li, the relevant ethical issues can be divided into several
categories.

4.1 Intellectual Property

Intellectual Property Protection. When using AI to generate content, there may be
copyright and intellectual property issues involved. For example, AI-generated music,
images, or text may inadvertently infringe the copyright of an existing work.

Ownership. This problem has always existed in the content creation of AIGC. At
present, there are legal trends and imperfect regulations in the creative content of AIGC.
If it is not restricted and reviewed during creation, it may infringe on the creative rights
of others. In terms of the creation itself, if the content is generated by AIGC, how much
is the creator involved in the creation? Can he/she be called a designer? Is AIGC credited
as a tool in itself, or as an agent involved in the design?

Credibility and Accountability. The immersive image content generated by AIGC
may affect the audience’s judgment andmistake some content as real, whichmay confuse
the audiovisual and bring inconvenience to the image’s understanding of things. For
example, the immersive movies and news images generated by AIGC have produced
undesirable content, causing people to have misunderstandings or rumors, resulting in
adverse social impact. Who should be blamed for the problem? The people who develop
AIGC?The people who source the data? Or the people who use it? For another example,
AIGC imitates the images and voices of public figures in front of the public, and the
audience immersed in the video is easy to think that the content is real, but in fact, the
content generated by AIGC is not credible and may be created out of thin air. So, when
AIGC generates content in error, who is responsible for the error they make?

Right to Know. For example, when we purchase a designer’s work service, if the
designer directs the AI to produce the work, does the customer need to have the relevant
right to know whether the intellectual property of the work belongs to the designer
himself or the AI? Whether the judgment of this problem involves the degree of mixing
of man-machine control, or there is a clear definition. For example, when we write a
paper, somemagazines clearly allow only artificial intelligence to modify the expression
of the text, but can not use artificial intelligence to generate content. However, at present,
the judgment principle of such issues involving intellectual property rights is not clear.

4.2 Data Usage

Personal Privacy. AIGC’s narrative design for immersive images requires a large
amount of image content to support the “feeding”, which may involve user privacy
and data security issues. For example, a large amount of data contains personal informa-
tion, such as images, sounds, and personal privacy, and once these contents are leaked
out or improperly used, legal problems may be involved.
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Data Security. First, where does the data for training AIGC come from? Some musi-
cians, for example, have sued generative music software for using their music sources.
The New York Times will also sue Chat-GPT for using some of their texts for training,
often without their consent. As a result, some of the massive amounts of data used for
training are from unreliable or insecure sources. Text may not be that sensitive in relative
terms, but cross-modal situations, such as faces, voices, tracks, user data, etc., may be
more sensitive.

Data Transparency. Users should fully understand how the AIGC system they are
using works and the potential risks. For example, in a game that generates a storyline
based on user behavior, users should be explicitly informed about how their data is being
used to influence the game’s content.

4.3 Social and Cultural

Cultural Appropriation. When producing content, AIGC is limited by training data
sets and training methods, which can easily confuse different cultures. If this problem
is not solved, it will lead to serious cultural appropriation and cultural bullying in the
long run. For example, in the current training data set, there is confusion about Asian
culture: the generated images of Asian people are always more like Korean people, and
Chinese traditional costumes are easily confused with those of South Korea and Japan.
This can lead to the stereotyping of different races and cultures and, in serious cases,
racial discrimination.

Social Impact. AIGC content may contain or imply certain moral and social values.
This needs to be carefully handled in design to avoid spreading harmful stereotypes or
unjust perceptions. For example, a cultural experience app that shows only stereotypical
images of a particular culture may exacerbate cultural misconceptions and biases.

The Ethics of Interaction. Immersive images allow the audience to participate in the
narrative, and digital and virtual interactive content supported by AIGC can interact
with the audience. But in this interactive experience, does the viewer take control of the
experience? If the digital person interacting with the audience has bad guidance, is the
audience able to share this negative guidance? And is it possible to tell the difference
between artificial intelligence and natural intelligence? When creating AIGC content,
the creatormust restrict theAIGC content used and control the interaction space between
it and the user, otherwise the above experience problems beyond the creator’s intention
and cannot be controlled will occur.

HumanHelp or Threat. Humans are still a longway from strong artificial intelligence,
but Elon Musk has said that artificial intelligence is so dangerous that it may replace
humans. In other words, indiscriminate use may cause humans to lose out to advanced
artificial intelligence.
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5 Thoughts and Prospects on AIGC Enabling Immersive
Interactive Narrative

5.1 In the AI Perspective, Immersive Image Narrative Design is Further
or Closer to Reality?

Immersive image narrative is like a black box that designs our lives in another parallel
virtual world. We can glimpse elements of reality in this world and broaden our lives
in the other. When we are immersed in the virtual real world created by images, are we
closer to reality? The high degree of reality of life in the virtual world may give us an
illusion that contradicts reality. For example, we often use embellished photos or videos,
long-term understanding of the reality of their own understanding is biased. The reality
that virtual reality presents to us is like a photo with a filter, it reconstructs the reality. For
themedia industry, virtual reality is sometimes no different from fake things, our physical
experience is real, but it is not real. The body perceives the world as a medium, but what
it perceives is not necessarily reality, it is a kind of experiential reality, and it cannot be
said that it is closer to reality. It’s more hyperrealism than reality. “Some scholars have
pointed out that surrealism preserves the opposition between imagination and reality,
while super realism eliminates the opposition between imagination and reality, when the
distance between art and life disappears, when life becomes art, a performance without
a ‘stage’ or a painting without a ‘frame’, we cannot distinguish between the true and the
false. This reality is not the reality in the original realism, but the reality that art and life
are combined together. It’s also super real.“ [4].

5.2 Does Immersive Image Narrative Focus on Experience or Plot?

For a long time, film as a narrative carrier, its narrativity can not be erased, but immersive
image is sometimes more like a game or some kind of experience device, we do not need
a strong narrative function to immerse in it, deeply attracted by the image itself. Film is a
kind of art of soul immersion. It influences people’s psychological state through narration
and shows pleasure, anger, sorrow and joy through watching experience. The immersive
image can be an immersive film, but this kind is not only different in the narrative logic,
but also more through the body to perceive to complete the experience. The audience is
directly involved, and the director designs the route and content of the video according to
the audience’s line of sight. Moreover, the immersive image is a long shot with scene as
the unit, and the time and space are continuous, breaking themontage narrative switching
time and space of previous images. A good video narrative is never about seeing what
youwant to see, if the immersive image is often long enough, the narrative is like amovie,
and the immersive image narrative is very complete in a very mature situation, then how
far is it from the market? It will still go through a long process of technology maturity,
capital in place, and integration in many aspects, and there needs to be a process from
experimentation to marketization. For now, AIGC allows immersive image interactive
storytelling with software like runway and Midjourney that, by inputting a few key
words, can jump out of real life and create an imaginary world. People are born with a
desire for stories, the cognitive scientist Roger C. Schank has argued: “We are born to
understand stories, not logic” [5]. The interactive narrative design of immersive images
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makes people feel as if they are living in the real world, and the virtual world they are
in can feel real people, things, landscapes, and environments. With such a high degree
of authenticity, can we still feel the existence of art? The uniqueness of art is eroded in
the everyday reality.

5.3 AIGC Brings Immersive Image Interaction Design to Life

The world created by immersive images is itself a non-physical world, a virtual world
in which people wander. However, the design of immersive images may become more
intelligent, more emotional, and can continue to grow under the power of AIGC. In the
film The Truman Show, Truman lives in a set world from a young age, and the people,
things, and things around him are arranged by people in the real world, and Truman is a
character living in a huge theater. In immersive images, people are just like the “Truman
Show”. AIGC enforces the people and things around them to become alive, and people
can even establish a more intimate relationship with the virtual characters. People can
live in the virtual world for a long time, grow and experience together with these virtual
characters. This kind of imaginative human-machine interaction may just be the starting
point. However, when people step out of the virtual world, will they have a sense of
emptiness or spiritual satisfaction? Perhaps as games and experiences, they are more
immersive emotional satisfaction. Once as a way of life, taking off wearable devices,
the gap between reality and non-reality may also bring a sense of emptiness. If reality is
the interaction of virtual people and real people, a mixture of virtual and real identities,
people may adapt more quickly to the arrival of virtual worlds. At present, wearable
devices are not popular, and immersive images mostly exist in public Spaces, such as
immersive experience exhibitions, art galleries and museums. It can be predicted that
immersive image interactive narrative design will be more and more applied to various
offline Spaces or home entertainment.
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Abstract. The present systematic review focuses on publications
founded on the context of “Developing a Human-Centered AI Envi-
ronment to Enhance Financial Literacy of College Students”, that is,
empirical analysis and data mining of college students and their finan-
cial decision-making, development of recommendation system algorithms
and personalized strategies and user interface systems, the review of the
key financial challenges facing college students towards human-centered
AI, description of the search strategies including the methods used in the
45 included publications used in the systematic review alongside their
benefits and challenges: especially, questionnaires, and surveys. We have
also reviewed the advantages of human-AI interface systems alongside
the research design in the study (which is a quantitative design in evalu-
ating the study objectives). The reviewed publications reveal that a link
exists between a human-centered AI environment and college students’
financial decision-making.

Keywords: Financial education · Financial literacy ·
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1 Introduction

During college years, students face numerous financial decisions, including how
to allocate scholarships, loans, and income from part-time jobs. These decisions
have significant implications for their college and future lives, such as debt pres-
sure, quality of life, social activities, occupational choices, saving and investing
habits. However, research shows that many students may not have the strong
financial literacy to support making optimal decisions [39]. Behavioral economics
has already revealed several factors that influence financial decision-making, such
as overconfidence, herd behavior, and mental accounting. To date, there is lim-
ited research that combines Artificial Intelligence with behavioral economics to
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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analyze how data influences and how to cultivate college students’ financial liter-
acy. This paper compares the findings of the previous studies based on a human-
centered AI environment toward promoting the financial literacy of college stu-
dents. In particular, we examine the findings on the factors associated with the
empirical analysis and data mining of college students’ financial decision-making
behavior, secondly, we review previous study findings focused on personalization
strategies and recommendation system algorithms, next, we look into the factors
associated with the effectiveness of human-centered AI Environment in improv-
ing the financial literacy among college students, finally, we review the findings
on the key financial literacy challenges faced by college students. This paper is
written in line with the previous study findings on financial literacy programs,
AI in education, and the intersection of human-centered design and technology.
In addition, key literature gaps will be identified that form the basis upon which
the hypotheses of the study are founded.

2 Methods

2.1 Search Strategy

A systematic search is conducted to gather publications (journals and articles)
linked to the present study topic “Developing a human-centered AI environment
to enhance financial literacy of college students.” The search questions are based
on the primary objectives of the study with the key search terms including:

Table 1. Keywords included in the search

Human-Centered AI Financial decision-making behavior

Artificial intelligence Recommendation system algorithms

Personalized strategies User interface

Human-computer interaction User-centered design

College students Financial education

Education technology Financial literacy

Empirical analysis User experience

Data mining

“Human-centered AI” was included in the search as it is the primary key-
word of the systemic review. “Financial literacy” and “financial decision-making
behaviors” were also included in the search as they form the fundamental part
of the review. Table 1 shows keywords included in the search.

After identifying the key search terms, the keywords and variations were
joined to establish search strings. Table 2 shows sample search strings.

Various databases were selected for publication search including PubMed,
IEEE, Scopus, and NCBI. Filters were applied on publication dates with most
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Table 2. Sample search strings

“User interface” OR “UI” OR “Human-centered AI” OR “HC-AI” OR
“Recommendation system algorithms” OR “Recommendation system”
OR “Artificial intelligence” OR “AI” OR “User experience” OR
“User-centered design”

AND “College students” OR “University students” OR “Students”

AND “Empirical analysis” OR “Financial analysis” OR “Financial
decisions“OR “Financial education” OR “Decision-making behavior” OR
“Financial literacy” OR “Personalized strategies”

searches ranging from 2009 to 2023, however, a few searches were taken from the
early 1990 s. Figure 1 shows the year distribution of the included publications.
The search was all in English with study design focused on surveys.

Fig. 1. Publication year of the selected papers

The review used 45 publications of journals and articles which are essential
for the systematic review and aided in ensuring that the studies included relevant
search questions. Table 3 shows the criteria that were considered for this review.
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Table 3. Inclusion and Exclusion Criteria for the search publications

Inclusion Criteria Exclusion Criteria

Studies reviewed involved college students as participants and
publications with participants who are non-college students

No restriction on college type Publications on traditional and non-technological financial
education and literacy

Studies in English language Publications that do not involve human-centered AI
environment to enhance financial literacy

Studies based on development and adoption of
human-centered AI environments and financial education and
literacy

Publications with no reports on the relationship between
human-centered AI and financial literacy among college
students

Studies assessing the relationship between human-centered AI
and financial literacy among college students

Publications that focus on AI aspects without a positive link
to financial decisions

Financial literacy in budgeting, savings, investments, etc. Case studies, reviews, editorials, opinions, and other
non-quantitative publications were omitted

Studies with surveys and quasi-experimental designs Cross-sectional publications without interventional impacts
over time

Longitudinal publications that evaluate the impact of
human-centered AI over time

Literature without clear peer-review stages were not used

Peer-reviewed publications from PubMed, NCBI, IEEE, and
Scopus

No restriction on publication dates

Publications identified
through the databases
search (n = 200)
Other Records identified from
other sources (n = 10)

Duplicate records removed
(n = 90)

Records after duplicates
removed ( n = 120)

Screened records (n = 45) Reports excluded (n = 75)

Full-text publications assessed
for eligibility (n = 45)

Publications included for
qualitative review (n = 20)
Publications included for
empirical analysis (n = 25)

Identification of studies via databases and registers

Fig. 2. PRISMA flow diagram
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Fig. 3. Search terms with combined keywords

2.2 Data Extraction and Synthesis

The flow below shows the approaches taken to extract and analyze data for the
systemic review.

Figure 2 shows the PRISMA model to illustrate the process of data extraction
and analysis for empirical systemic review. The final number of publications
included for systematic review is 45.

Figure 3 presents two pie charts illustrating the combined variable search
terms used in the review alongside the terms used in the Boolean operators.
We divided the 45 publications into two main groups. Financial decision-making
behavior and technology-enhanced learning are highly relevant to the research
topic.

3 Results

According to the search strategy method, publications for this systemic review
were searched and 200 publications were found. Of these, 120 remained after
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Table 4. Publication periods of the 45 papers in the review

Author/Date Type of Methods

Adomavicius et al., 2011 [1] Cross-Sectional Surveys

Agudelo, 2018 [2] Survey (On Financial Market)

Bernacki and Greene, 2021 [3] Survey (Systemic review)

Birnbaum, 2017 [4] Experimental Study

Brown and Farrell, 2016 [5] Survey (college students, Participants)

Burke, 2002 [6] Survey and Experiments

Chang et al., 2017 [7] Cross-sectional survey

Chen and Volpe, 1998 [8] Survey (College students)

Chen and Wasson, 2019 [36] Cross-sectional survey

Di Mitri et al., 2017 [10] Experimental and Survey

Du et al., 2020 [11] Cross-sectional survey (systemic review)

Eberhardt and Strough, 2018 [12] Survey (students)

Giannakos and Mangaroska, 2019 [27] Cross-sectional survey

Giannakos et al., 2019 [13] Survey (In-person)

Guo and Cheng, 2022 [15] Cross-sectional survey (From students with AI games)

Hua and Wang, 2018 [16] Experimental and survey

Hung and Shelton, 2020 [11] Cross-sectional survey (systemic review)

Isidore, 2019 [17] Survey and Experimental

Kadadi et al., 2014 [18] Technology and development

Katarachia and Konstantinidis, 2014 [19] Observations

Kesheng et al., 2020 [20] Clustering of participants

Ladrón, 2023 [14] Experimental and Questionnaires

Lemay and Baek, 2021 [22] Observational study

Lyons and Kass, 2021 [24] Experimental study

Madinga et al., 2022 [25] Web-based self-administered questionnaires

Mandell and Klein, 2009 [26] Experimental study (students)

Mutahi et al., 2015 [30] Systemic review

Ochoa et al., 2018 [31] Cross-sectional survey

Prieto et al., 2018 [34] Technology and development

Lusardi et al., 2011 [23] Questionnaires

Raca and Dillenbourg, 2016 [32] Observation approach

Resnick and Varian, 1997 [33] Technology and development

Rodrigues, 2009 [28] Field survey (questionnaires)

Salloum et al., 2020 [35] Systemic review

Shahiri and Husain, 2015 [37] Experimental study

Sun and Xie, 2018 [38] Structural questionnaires

Thompson et al., 2014 [41] Cross-sectional study

Tintarev and Masthoff, 2012 [42] Questionnaires (online administered)

Tolosa and Rojo, 2023 [14] Questionnaires (students)

Villano et al., 2018 [43] Observations (case participants)

Wong and Kwong, 2018 [44] In-person surveys (college students)

Zhang et al., 2021 [45] Cross-sectional study

Zhenhua and Nan, 2022 [46] Clustering of participants

Mandell et al., 2009 [26] Questionnaires (students)

Koren et al., 2009 [21] Not mentioned

Cude et al., 2006 [9] Online survey
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the duplicates were removed. These publications included peer-reviewed articles
and journals from PubMed, NCBI, and Scopus databases. After screening and
eligibility procedures on the remaining publications, 45 publications remained
for inclusion in the systemic review. Table 4 shows the summary of the research
methods for the included publications.

In these reviewed studies, surveys and questionnaires will provide special
means of obtaining data from a sizable cohort. Surveys and questionnaires are
widely used research tools with several benefits across various fields. Large pop-
ulations, which yield higher statistical power, the capacity to collect vast vol-
umes of data, and the availability of verified models are some of the benefits of
surveys. Surveys can be distributed through various channels, including email,
online platforms, or even in-person, making them accessible to a broad range of
participants. Surveys and questionnaires are efficient for collecting data from a
large number of participants simultaneously, making them a scalable and time-
effective research method. Participants can provide honest and sensitive informa-
tion more comfortably as surveys and questionnaires allow for anonymity. This
can be crucial when exploring personal or stigmatized topics. Surveys are partic-
ularly valuable for collecting quantitative data, allowing researchers to analyze
and quantify patterns, trends, and relationships in a structured manner.

4 Discussion

4.1 Empirical Analysis and Data Mining of College Students
and Financial Decision Making

Scholars have used many empirical techniques, such as surveys, experiments,
and observational studies, to examine the financial behaviors of university stu-
dents [14,25]. These studies frequently highlight decision-making patterns, risk
tolerances, and degrees of financial literacy among college students. These empir-
ical findings demonstrated the impact of certainty, introspection, and seclusion at
both universities, leading to the conclusion that research participants (students)
relied more on prospect theory than expected utility theory while making finan-
cial decisions in uncertain circumstances. In contrast, the research [2,26] revealed
that a complex interplay of factors influences college students’ finances, according
to empirical examinations of their financial decision-making. The study method-
ologies, including surveys, experiments, and observational studies, have been
used in the literature to analyze the nuances of financial behaviors among col-
lege students. The main conclusions from [2,26] showed that decision-making is
highly influenced by peer pressure, financial literacy, socioeconomic background,
and personal psychological characteristics.

Literature findings are guided by behavioral economics, a well-known theoret-
ical framework that reveals the social dynamics, heuristics, and cognitive biases
that influence financial decisions, according to the research [4,17]. The empirical
analyses provide light on the difficulties college students encounter in handling
their own finances and offer insights into their decision-making tendencies, risk
tolerance, and degree of financial literacy. In support of this earlier revealed that
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large datasets [8] pertaining to financial decision-making were being analyzed
by researchers using data mining approaches including predictive modeling and
machine learning algorithms. These methods made it possible to find hidden
patterns and forecast future actions using historical data. The literature [2] also
supported the research [8] by stating that regression and decision tree models
are two examples of predictive modeling techniques that work well for predicting
financial results and locating possible risk factors.

A theoretical foundation for comprehending how psychological elements
affect economic decision-making is provided by behavioral economics [40].
According to Thaler and Richard H [40], behavioral economics has advanced sig-
nificantly over the last several decades and can completely transform the study
of economics. Additionally, Thaler and Richard H [40] emphasized the signifi-
cance of behavioral economics in financial judgment. In support of the findings
of Thaler and Richard H [40], based on behavioral economics, empirical research
earlier investigated how social effects, heuristics, and cognitive biases affect col-
lege students’ financial decisions [29]. The authors used state-of-the-art research
in behavioral science and economics to demonstrate how everyone who struggles
to make ends meet has a similar psychology as a result of scarcity. In addition,
they offered a fresh perspective on why the impoverished continue to be impov-
erished and the busy continue to be busy. Mullainathan and Shafir [29] also
demonstrated how scarcity misleads people and how people and organizations
can effectively deal with scarcity to achieve more success and satisfaction.

4.2 Relationship Between Human-Centered AI Environments
and Recommendation System Algorithms and Personalization
Strategies

The literature has mentioned the link between human-centered AI, recommenda-
tion systems, and personalized strategies. Bernacki and Greene [3] revealed that
the interaction that recommendation system algorithms and personalized tech-
niques have with human-centered AI settings is an important part of building
systems that put user experience and engagement first. The literature frequently
examines this relationship in order to address the difficulties in developing AI
systems that are considerate of human requirements, preferences, and ethical
considerations in addition to being effective at making suggestions, according
to the research [4]. Designing systems with a thorough awareness of user wants,
preferences, and behaviors is crucial, according to human-centered AI.

According to the paper of Chen and Wasson [36], in the context of rec-
ommendation systems, this entails taking user feedback, past interactions, and
individual context into account to deliver personalized and appropriate sugges-
tions. In a similar vein, Chang et al. [7] study noted that human-centered AI
environments emphasize the importance of AI systems’ transparency. It should
be transparent to users how recommendations are made. This is particularly cru-
cial for recommendation systems, as users might want to know why a particular
piece of information or item is being recommended to them [27]. Additionally,
Chang et al. [7] argued that personalized strategies in recommendation systems
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are not just about providing accurate suggestions but also fostering long-term
user engagement. Systems should be designed to learn and adapt to user prefer-
ences over time, ensuring a sustained and positive user experience.

4.3 Development of Recommendation System Algorithms
and Personalization Strategies

The literature [33] earlier revealed that collaborative filtering and content-
based filtering techniques were the mainstays of early recommendation systems.
Content-based filtering makes recommendations for objects based on their fea-
tures, whereas collaborative filtering makes use of user-item interactions. In sup-
port, the research [5] stated that notwithstanding their efficacy, these techniques
encounter obstacles including the cold-start issue and scalability problems. In
response to the shortcomings of content-based and collaborative filtering, hybrid
recommendation systems were developed. Consequently, these systems transcend
the limitations of individual methods and improve accuracy by combining differ-
ent recommendation strategies [6]. For a more thorough recommendation strat-
egy, hybrid models include collaborative filtering, content-based filtering, and
occasionally knowledge-based techniques.

To deliver more appropriate recommendations, context-aware recommenda-
tion systems take into account extra variables like time, location, and user con-
text [1]. These systems provide a more accurate and sophisticated suggestion
strategy by acknowledging that user preferences may vary depending on vari-
ous settings. Further, as a means of facilitating collaborative filtering, matrix
factorization gained popularity through the breakdown of user-item interaction
matrices [21]. Neural collaborative filtering, in particular, is a deep learning tech-
nique that has shown greater performance in capturing complex user-item inter-
actions, resulting in suggestions that are more precise and tailored to the indi-
vidual [25]. In support, the literature showed that personalized learning solutions
have become more popular in educational environments [13]. These techniques
use recommendation systems to personalize instructional information according
to each learner’s preferences, style, and level of performance [3]. Using real-time
data, adaptive learning solutions modify examinations, content, and pacing to
maximize every student’s learning experience.

4.4 Limitations and Challenges

The generalizability of our review is constrained by the specific contexts of the
studies we analyzed. Factors such as the demographics of the student popula-
tions, the AI tools, and the educational methods used in these studies limit the
applicability of our conclusions. Therefore, our findings should be interpreted
with caution, keeping in mind that they may not universally apply to all col-
lege student populations or AI environments. This is a critical consideration for
the future application and expansion of our research into diverse educational
settings.
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5 Strengths of the Study

The studies that have been evaluated have demonstrated the dangers of AI
algorithms. Therefore, when integrating AI algorithms into financial services for
college students, it is imperative to address these possible dangers and biases in
the algorithms. To guarantee responsibility, openness, and equity in the proce-
dures involved in making decisions, safeguards must be included. Furthermore,
it’s important to continuously monitor and assess AI systems in order to spot and
address any biases that might develop over time. The studies have also shown
the various empirical analyses and data mining from college students in relation
to their financial decision-making behaviors. As such, it is only understandable
that we develop the strengths of this review based on the reviewed literature to
state our theoretical points of the present study results. First, designing technol-
ogy solutions with a thorough understanding of college students’ wants, prefer-
ences, and behaviors is crucial, according to the philosophy of human-centered
design. By putting human-centered design concepts to use, the AI environment
is customized to meet the unique needs and overcome the obstacles college stu-
dents have in developing their financial literacy. A theoretical foundation for
comprehending how people make financial decisions is provided by behavioral
economics [14]. Second, understanding how college students view and engage
with the AI environment is made easier by applying the concepts of user inter-
face algorithms [22]. This is because aspects like perceived usefulness and ease of
use are critical to the success of the financial literacy intervention. The study is
based on the personalization hypothesis, which emphasizes how important it is to
customize recommendations based on the interests and actions of specific users.
Accurate and customized suggestions are produced by integrating user model-
ing approaches like content-based and collaborative filtering. Third, the study is
based on the ideas of user-centered design, which emphasizes how crucial it is to
comprehend user requirements, preferences, and behaviors at every stage of the
design process [25]. The creation of an interface that is efficient, intuitive, and
in line with user expectations is guided by the principles of user-centered design.
The study takes into account how people interact with the computer interface
and is based on theories of human-computer interaction.

6 Key Financial Literacy Challenges Faced by College
Students Towards Human-Centered AI

According to the literature, one of the biggest obstacles to college students’
financial literacy is their lack of knowledge about saving and budgeting [27].
Similarly, according to Lemay et al., [22], a lot of students lack the information
and abilities needed to properly build and manage a financial budget, which can
lead to poor financial decision-making and possible long-term financial troubles.
Furthermore, Du et al. [11] demonstrated that a lack of knowledge about saving
can result in an incapacity to create sound saving habits and set financial objec-
tives. The lack of official financial instruction in college courses, which leaves
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students to manage their financial responsibilities on their own, exacerbates this
issue. Supporting this, Ladrón et al. [14] showed that in order for college stu-
dents to build financial resilience and efficiently manage their financial resources,
a deeper comprehension of budgeting and saving is necessary. According to the
same line of reasoning, Zhenhua and Nan [46] found that one major obstacle
to financial literacy is college students’ lack of basic financial knowledge. Many
college-bound kids have only a cursory knowledge of basic financial concepts like
managing spending, budgeting, and saving. Their inability to make wise finan-
cial decisions as a result of this ignorance may put them in financial jeopardy
both during and after college.

Similarly, Salloum et al. [35] demonstrated that students may find it difficult
to manage credit cards, student loans, and other financial goods and services in
the complicated world of personal finance without a strong foundation in funda-
mental financial knowledge. As evidence, Hung and Shelton [11] demonstrated
how financial institutions and educational institutions working together can be
extremely important in empowering students by providing financial coaching
and mentorship. Furthermore, it has previously been shown by Katarachia and
Konstantinidis [19] that using AI technologies for personalized financial edu-
cation can give students specialized advice and assistance in improving their
financial literacy. In the context of human-centered AI, a major financial liter-
acy difficulty faced by college students is limited awareness of financial products
and services [12]. Many students are unaware of the various financial goods and
services that are accessible to them because of their limited exposure and expe-
rience [20]. Their inability to make wise financial decisions and seize opportuni-
ties that can end up being advantageous to them in the long term is hampered
by this lack of understanding. Furthermore, as previously noted by Mutahi et
al. [30], students may find it difficult to stay up to date with the most recent
advancements and comprehend how these innovations may affect their finan-
cial well-being. This difficulty is further compounded by the rapidly changing
landscape of financial technology and AI-driven services [40].

Even though AI algorithms are highly effective at processing large volumes
of data and making predictions, they still have some possible drawbacks and
biases [31]. The persistence of preexisting prejudices within the algorithms them-
selves, which may produce biased results, is one of the key worries. For instance,
research by Raca and Dillenbourg [32] has shown that an AI algorithm may
reflect and magnify biases in its decision-making process if it is trained on biased
historical data. Unfair treatment may ensue from this, especially in the case of
financial services that have an impact on college students [34]. The lack of inter-
pretability and openness in AI algorithms is another issue [37] making it difficult
to understand how decisions are being made and to identify and address poten-
tial biases. Furthermore, it was shown by Sun and Xie [38] that the loss of human
agency and accountability could result from the application of AI in financial
decision-making. Without a thorough grasp of AI systems’ operation or the abil-
ity to critically evaluate their recommendations, college students risk becoming
unduly dependent on them [43]. Furthermore, Wong and Kwong [44] shown that



Developing a Human-Centered AI Environment 371

the application of AI algorithms in financial services raises privacy and security
issues. There is a chance that private information will be misused or accessed
without authorization because these algorithms rely so heavily on financial and
personal data [41].

7 Conclusions

Conducting a systematic review on “Developing a Human-Centered AI Envi-
ronment to Enhance Financial Literacy of College Students” by focusing on
publications in this context has been done. The systematic review has included
45 publications reviewing the students’ interactions with recommendation algo-
rithm systems and their financial decision-making behaviors, financial literacy,
and financial education. This data-driven approach provides valuable insights
into students’ strengths, weaknesses, and overall learning patterns in line with
financial decision-making and behaviors, enabling educators to make informed
decisions.

The present review on Guo and Cheng [15] has revealed that the common
factors associated with the effectiveness of the HCAI environment in improv-
ing the financial literacy among college students are user-centric designs with
HCAI environment, interaction, and engagement with HCAI and personalization
strategies towards HCAI, real-world applications of HCAI, ethical considerations
which comes with strategies of engagement, and integration with formal educa-
tion to promote financial literacy. Also, the review has shown that providing
users with control over the recommendation process is aligned with a human-
centered approach. Users may want to customize their preferences, adjust the
level of personalization, or even opt out of certain recommendation features [3].
Recommendation algorithms should be flexible enough to accommodate these
user choices [11].

The present review has also found that the key financial challenge faced by
college students in regard to HCAI environment, for example Giannakos and
Mangaroska [27] and Ladrón [14] noted a lack of interpretability and openness
in AI algorithms, loss of human agency and accountability, privacy and security
issues such as possibility of access and misuse of private information without
authorization, among others. Finally, most of the research designs are question-
naires, experiments, and surveys on college students, assuming empirical analysis
which allows for statistical conclusions on the established study objectives.
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Abstract. Intelligent assistants are increasingly employed, utilizing voice inter-
action as a natural and intuitivemethod to offer users functions such as information
query, information management, entertainment, and chatting. How to improve the
user experience of intelligent assistants in terms of voice interaction and design
and thus enhance user acceptance is our research focus. A within-subject exper-
iment was designed, and a total of 260 participants were recruited to participate
in the experiment. The experiment adopted a 2 pitch (high, low) × 2 speed (fast,
slow) × 2 voice gender (male, female) × 2 language style (social-oriented style,
task-oriented style) design to investigate the effects of voice characteristics and
language style on users’ trust and intention to use intelligent assistant. The results
indicated that participants perceived higher ease of use and higher usefulnesswhen
the speed was high.With a male voice gender, the social-oriented intelligent assis-
tant led to higher perceived usefulness and intention to use. Participants’ perceived
ease of use was higher when using an intelligent assistant with a gender opposite to
their own. Participants expressed the highest level of trust in an intelligent assis-
tant characterized by high pitch and speed, a female voice, and a task-oriented
language style. This study discussed the influence of voice characteristics and
language style on user trust and intention to use and provided practical insights
for the design of intelligent assistant.

Keywords: Intelligent Assistant · Trust · Behavioral Intention · Voice
Characteristics · Language Style

1 Introduction

Intelligent voice assistants represent a new form of voice-enabled services that simul-
taneously integrate elements of artificial intelligence with digital devices [1]. In recent
years, the number of devices in use that incorporate intelligent voice assistants with
artificial intelligence (e.g., Google Assistant, Amazon Alexa) has risen dramatically.

The global virtual assistant (VA) applicationmarket, valued at approximatelyUS$2.7
billion in 2022, is expected to expand significantly and reach a size of around US$18.6
billion by 2030, and its market growth is projected to occur at a compound annual growth
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rate (CAGR) of 27.1% during the forecast period from 2022 to 2030 (Research and
Markets, 2023) [2]. Artificial intelligence (AI) voice assistants possess significantmarket
potential and offer diverse services through voice interaction. However, the influence
of anthropomorphic features on consumers’ perception and continuance intention to
use, particularly across various age groups, remains unclear [3]. While the technical
aspects, such as the accuracy of speech recognition and synthesis, have matured in the
development of intelligent voice assistants, there is still significant room for improvement
in anthropomorphic design such as voice characteristics, interface design, and interaction
methods. Highly anthropomorphic voice assistants increase voice assistant use intention
among users [4].

Research on user experience with intelligent voice assistants, often based on the
Technology Acceptance Model (TAM), has primarily focused on understanding the
influence of individual user characteristics on acceptance and intention to use. Laumer
and Maier (2019) examined the trust and acceptance for medical voice assistants, con-
sidering user risk preferences and personal habits as independent variables [5]. Some
studies aimed to create comprehensive models for intelligent assistants, incorporating
indicators such as interaction intention and satisfaction. Lee, Choi et al. (2017) explored
user satisfaction and intention to use voice assistants for movie recommendations, iden-
tifying self-disclosure and reciprocity as key variables correlated with user satisfaction
and intention to use [6]. Additional research has examined the design of language style
and voice characteristics for intelligent assistants. Tapus et al. (2008) developed mobile
robots with distinct personalities based on language style, pitch, and speed. Outgoing
robots displayed an extroverted language style, high pitch, and high volume, while intro-
verted robots exhibited an introverted language style, low pitch, and low volume. Users
perceived outgoing robots as more closely aligned with their personalities and preferred
them as assistive robots [7].

In the present study, we considered four anthropomorphic features. In terms of voice
characteristics, we selected pitch, speed, and voice gender. Feinberg, Jones et al. (2005)
found a negative correlation between pitch and attractiveness for males and a positive
correlation for females [8]. KaraMcBride (2011) investigated the impact of speed on the
listening comprehension ability and computer-assisted learning effectiveness of English
learners, concluding that slower speed enhances learners’ information retrieval in dia-
logue and improves comprehension ability [9]. Liu (2017) highlighted the significant
influence of voice gender on user attitudes and emotional states [10]. Regarding lan-
guage style, we considered task-oriented and social-oriented styles. Chattaraman et al.
(2018) investigated whether social- versus task-oriented interaction of virtual shopping
assistants differentially benefits low versus high Internet competency older consumers
[11].

In this study, we employed a combined approach to generate specific types of assis-
tant voices with different anthropomorphic features, collecting user feedback through a
survey. Building a model based on the Technology Acceptance Model (TAM) [12], we
investigated the relationships between anthropomorphic features of intelligent assistants
and user intention to use and trust, aiming to provide insightful recommendations for
improving the design of intelligent voice assistants.
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2 Methods

2.1 Experimental Design

This study designed four independent variables namely pitch, speed, voice gender and
language style. Pitch had two levels: high pitch and low pitch. Speed had two levels:
fast speed and slow speed. Voice gender was set as male voice and female voice. Lan-
guage style was set as social-oriented and task-oriented. A total of 16 combinations of
independent variables were generated, resulting in 16 types of voice assistants. Using
the TAM theoretical model, a research model is established to analyze the relationships
among independent variables, user perception, and intention to use. The experimental
model is illustrated in Fig. 1.

Fig. 1. Experimental model

In terms of pitch, we set 200Hz to 400Hz for low pitch and 500Hz to 700Hz for high
pitch based on previous study [13]. As for speed, we set 235 words per minute as slow
level and 312words perminute as fast level based on previous studies [9]. Language style
is controlled by using speech texts and tone to convey information in social-oriented way
and task-orientedway specifically. Social-oriented intelligent assistants engaged in small
talk, such as discussing weather or the assistant’s recommendation and preferences. The
social-oriented style also incorporated colloquial particles making a more humanlike
expression. Task-oriented intelligent assistants primarily used formal speech without
small talk and self-disclosure in the conversation.

The dependent variables included perceived ease of use, perceived usefulness, trust,
and intention to use. The followingTable 1 gives themeasurement items of the dependent
variables.All the itemsweremeasuredwith a seven-point Likert scalewith 1 representing
very disagree and 7 representing very agree.
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Table 1. Measurement items of dependent variables

Dependent variables Items Literature sources

Perceived ease of use This smart assistant is very easy to
use

Davis, 1989; Davis et al., 1989

I am proficient in using this smart
assistant

Perceived usefulness Using this smart assistant allows my
requests to be fulfilled more
effectively

Davis, 1989; Davis et al., 1989

Using this smart assistant makes my
tasks more efficient

I find this smart assistant to be useful

Intention to use I am willing to use this smart
assistant

Davis et al., 1989

I intend to use this smart assistant for
the long term

Trust This smart assistant is sure to
accomplish the tasks I request

McKnight et al., 2011

This smart assistant is reliable

Overall, I trust this smart assistant

2.2 Participants

The formal experiment obtained a total of 187 valid samples. There were 107 male
participants, accounting for 57.2% of the total participants, and 80 female participants,
accounting for 42.8%, resulting in a roughly equal gender distribution. Most participants
held a bachelor’s degree, making up 85.6% of the total participants, with the lowest edu-
cational level being vocational high school. In terms of age range, participants aged
21–40 constituted the vast majority, representing 97.3% of the total participants. Specif-
ically, participants aged 21–31 accounted for 72.2% of the total, while those aged 31–40
comprised 25.1%. Nearly 84.5% of participants reported using intelligent assistants at
least once a week or once a day. It suggests a high prevalence of intelligent assistant
usage within the 21–40 age group (Table 2).

2.3 Experimental Design and Materials

The experiment adopted a mixed design with pitch, speed, and language style as within-
subject variables, and voice gender as a between-subject variable. Participants were ran-
domly categorized into two groups, namely interacting with female intelligent assistant
andmale intelligent assistant separately. After screening and excluding invalid or incom-
plete questionnaires, a total of 80 valid responses were collected in the female intelligent
assistant group, and 107 valid responses were collected in the male intelligent assistant
group.
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Table 2. Demographic information of participants

Item Category Frequency Percentage (%)

Gender Male 107 57.2

female 80 42.8

Age 0–20 years old 3 1.6

21–30 years old 135 72.2

31–40 years old 47 25.1

Over 40 years old 2 1

Education Level Bachelor Degree 160 85.6

Master’s Degree 17 9.1

Doctoral Degree 1 0.5

Associate Degree 9 4.8

Frequency of Intelligent Assistant Usage Never used 1 0.5

At least once a year 6 3.2

At least once a month 22 11.8

At least once a week 73 39

At least once a day 85 45.5

The study utilized Microsoft’s Speech Studio and Adobe Audition to synthesize 16
types of conversations. The conversation was selected from eight intelligent assistant
usage scenarios. The context featured two dialogues with different details but contained
the same information. Participants simulated interactionswith intelligent voice assistants
by listening to audio segments, and their subjective perceptions were measured through
questionnaire. The different dialogues between the two language style of voice assistants
in the context of supermarket shopping guide are as follows (Table 3).

Table 3. One sample of the language style

Social-oriented intelligent voice assistant Task-oriented intelligent voice assistant

“Hello, I’m Xiaole. The weather is nice today.
Welcome to Yonghui Supermarket. How may
I assist you? You can use the buttons below to
let me know what you need.”

“Hello, I’m Xiaole, and this is Yonghui
Supermarket. If you need assistance, please
select the function button below and follow the
on-screen instructions.”

“Can you tell me what you’re looking for?
Simply enter the name of the item you’re
searching for in the chat box. Xiaole will
promptly check the location of the item for
you. Please wait a moment.”

“You have chosen the ‘Location Inquiry’
function. I will now search for the item’s
location. Please enter the item’s name and wait
a moment.”

(continued)
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Table 3. (continued)

Social-oriented intelligent voice assistant Task-oriented intelligent voice assistant

“The product you want to purchase is located
on shelf A002 in the third row of the food
section on the west side of the supermarket.
Just go straight from here and turn right.
Would you like to call a shop assistant to
guide you?”

“Inquiry complete. The item is located on shelf
A002 in the third row of the west-side food
section. Go straight and turn right. If you need
assistance from a shop assistant, please click
‘Shop Assistant Guidance’ and wait in place.”

The study collected information of participants, including gender, age group, educa-
tion level, and the frequency of using intelligent assistants. This study employed analysis
of variance (ANOVA) to examine the relationships among variables using SPSS 24.0.

3 Results

Repeated measures ANOVAwas conducted on the four independent variables to explore
their interaction effects. If the interaction effects of the variable combinations are signif-
icant, subsequent tests examine the simple effects of each independent variable. Simple
effects are analyzed through multiple comparisons to observe specific impacts.

There was a significant effect of speed on perceived ease of use (P= 0.015< 0.05).
It indicated that higher speed associated with higher perceived ease of use. There were
no significant interaction effects on perceived ease of use.

The results (Table 4) showed that therewere significant interaction effects of language
style and voice gender, as well as of pitch and speed on perceived usefulness (Fig. 2).

Table 4. Effects on perceived usefulness

Variable F-test Significance test

speed 12.079 0.001

language style & voice gender 8.795 0.003

pitch & speed 6.276 0.013

Multiple comparisons for language style and voice gender (Table 5) revealed that
when the voice gender of the assistant was male, participants’ perceived usefulness
was significantly higher for social-oriented language style. When the voice gender was
female, therewas no significant difference in perceived usefulness between two language
styles. Multiple comparisons for pitch and speed (Table 5) indicated that when the pitch
level was lower, participants’ perceived usefulness for intelligent voice assistants with
high speed was significantly higher.

Results (Table 6) showed that there was a significant interaction effect among pitch,
speed, language style and voice gender on trust, as well as a significant interaction effect
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Fig. 2. Participants’ consent to perceived usefulness (error line is ± 1 standard error)

Table 5. Multiple comparisons about perceived usefulness

Variable difference(I-J) Significance test

male

social-oriented voice(I) task-oriented voice (J) 0.118 0.038

low pitch

fast speed(I) slow speed(J) 0.206 < 0.001
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among speed, language style and voice gender. There was also a significant interaction
effect of language style and voice gender, with a main effect of language style on trust
(Fig. 3).

Table 6. Effects on trust

Variable F-test Significance test

language style 5.699 0.018

language style & voice gender 8.466 0.004

pitch & language style 3.939 0.049

speed & language style & voice gender 5.645 0.019

pitch & speed & language style & voice gender 3.944 0.049

Due to the significant four-way interaction effects, further analysis explored the
simple effects of pitch, speed, language style, and voice gender within specific vari-
able combinations (Table 7.). Notably, a significant simple effect of voice gender was
observed high pitch, fast speed and task-oriented language style, indicating higher trust
in female voice assistants. No significant multivariate simple effects were found for
pitch. In specific combinations, such as high pitch, task-oriented language style, and
female voice gender, a significant multivariate simple effect of speed was noted, with
higher trust in fast-speed voice assistants. Similarly, in specific conditions like high pitch,
slow speed, and male voice gender, a significant multivariate simple effect of language
style was observed, with more trust in task-oriented language style voice assistants. In
the combination of high pitch, fast, speed, and female voice gender, a highly signif-
icant multivariate simple effect of language style was evident, with increased trust in
task-oriented language style voice assistants.

For the combination of fast speed and task-oriented language style, a significant
multivariate simple effect of voice gender showed that participants trusted female voice
assistants more. In the combination of fast speed and female voice gender, a highly
significant multivariate simple effect of language style was observed that participants
trusted task-oriented language style voice assistantsmore. For the combination of female
voice gender and task-oriented language style, a significant multivariate simple effect of
speed was evident. Participants trusted voice assistants with fast speed more (Table 7).

Simple effects tests for language style and voice gender revealed that voice gender
significantly influences trust across different language styles, particularly favoring task-
oriented ones when the voice gender is female (Table 7).
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Fig. 3. Participants’ consent to trust (error line is ± 1 standard error)

In the analysis of pitch and language style, a significant simple effect of pitch was
observed when the language style was task-oriented, indicating more trust in lower pitch
voice assistants. For high pitch, a highly significant simple effect of language style was
evident, with increased trust in task-oriented language style voice assistants (Table 7).
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Table 7. Multiple comparisons about trust

Variable difference(I-J) Significance test

high pitch & fast speed & task-oriented voice

female(I) male(J) 0.273 0.022

high pitch & female & task-oriented voice

fast speed(I) slow speed(J) 0.199 0.02

fast speed & female

task-oriented voice(I) social-oriented voice(J) 0.316 < 0.001

fast speed & male

task-oriented voice(I) social-oriented voice(J) 0.218 < 0.001

female

task-oriented voice(I) social-oriented voice(J) 0.145 < 0.001

high pitch

task-oriented voice(I) social-oriented voice(J) 0.117 0.003

Results (Table 8) indicated that there were significant interaction effects of language
style and voice gender, and a significant main effect of speed on intention to use.

Table 8. Effects on intention to use

Variable F-test Significance test

speed 4.968 0.027

language style & voice gender 21.343 < 0.001

Multiple comparisons for language style and voice gender (Table 9) revealed that
when the voice gender of the assistant was male, participants’ intention to use was sig-
nificantly higher for social-oriented language style. When the voice gender was female,
there was no significant difference in the intention to use for different language styles
(Fig. 4).
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Fig. 4. Participants’ consent to intention to use (error line is ± 1 standard error)

Table 9. Multiple comparisons about intention to use

Variable difference(I-J) Significance test

male

social-oriented voice(I) task-oriented voice(J) 0.163 0.016

4 Discussion

In conclusion, this study highlights the significant positive impact of speed on partici-
pants’ perceived ease of use and usefulness. Specifically, when the speed was at a fast
level (312 words per minute), participants perceived higher ease of use. Additionally,
the influence of language style on participants’ perceived usefulness and intention to use
was notable. Socially oriented intelligent assistants can enhance participants’ perceived
usefulness and intention to use. This finding aligns with previous research indicating that
socially oriented robots are viewed as more active, talkative, friendly, and interesting
[9, 12, 13]. They are also more likely to be socially accepted and used in the future
[14–16]. Furthermore, language style, voice gender, speed, and pitch all had a signifi-
cant impact on trust. Among these factors, high levels of pitch and fast speed, female
voices, and task-oriented language styles in intelligent assistants were most likely to
gain participants’ trust.

Based on these findings, designers can consider several strategies when designing
intelligent voice assistants. Firstly, the speed of intelligent assistants should be set within
a reasonable range to ensure that users can obtain complete information without being
overwhelmed by the speed. Secondly, enhancing the social characteristics of intelligent
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assistants can improve users’ intention to use them. Finally, if increasing user trust is the
primary goal, designers can consider a combination of high pitch and fast speed, female
voices, and task-oriented language styles. Additionally, integrating visual elements with
intelligent voice assistants and customizing IP characters can enhance their authenticity,
entertainment value, and user trust.

There are some limitations in this study. The age range of participants in this study
was relatively narrow, withmost participants aged between 21 and 40 years old. In future
studies, it would be beneficial to expand the survey distribution channels and broaden
the scope of the investigation. Furthermore, the results of the analysis of variance for
perceived ease of use showed that only speed had a significant impact on it. Perceived
ease of use refers to the difficulty users experience when using an intelligent voice
assistant during the experiment. It is possible that among the four independent variables
used in this study, only speed affected participants’ difficulty in operating the intelligent
assistant resulting in limited conclusions regarding improving users’ perceived ease of
use. In future research, designers can also consider the impact of an intelligent assistant’s
knowledge background on users’ perceived ease of use [17], leading to more meaningful
research findings and broader design recommendations.
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Abstract. This study systematically reviews the objectives, methodologies, and
challenges involved in cross-cultural design research, analyzing the benefits of
employing Artificial Intelligence-Generated Content (AIGC) for such studies. It
introduces a novel tool that applies AIGC to cross-cultural design research, devel-
oped through the use of a fine-tuned ChatGPT-4 model. By creating a specific
dataset for the research topic and applying transfer learning techniques, this tool
evolves into a chatbot capable of delivering personalized response strategies to
users from diverse cultural backgrounds. It leverages natural language interfaces
and real-time image generation to meet user needs, conducting research tasks
autonomously. Experimental results demonstrate that, compared with conven-
tional cross-cultural research methods such as questionnaires and manual inter-
views, the chatbot significantly enhances the efficiency of design research and
users’ cross-cultural interaction experience, while obtaining more realistic and
objective feedback. This study not only underscores the potential application of
AIGC in cross-cultural design research but also provides substantial theoretical
support and practical guidance for future research in cross-cultural contexts.

Keywords: Cross-cultural · AIGC · Design Research · Large Language Models

1 Introduction

In the context of globalization, more and more products and services are entering the
international market. To meet the needs of users from different cultural backgrounds
while avoiding potential cultural conflicts and misunderstandings, cross-cultural design
has become an inevitable trend. It is a process of understanding and accommodating
cultural differences, and by incorporating cultural elements and symbols into design, it
offers products and services that cater to the diverse multicultural experiences of users
around the world.

Successful cross-cultural design hinges on objective and comprehensive research.
Designersmust not depend solely on their own knowledge and experience for judgement,
nor is it adequate to gather data through simplistic ‘Yes or No’ surveys. Comprehensive
cross-cultural research demands a varied group of participants and typically involves
considerable investment in terms of time, money, and effort to amass and scrutinize
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data via questionnaires, interviews, observations, and experiments [1]. The goal is to
uncover insights and compile all critical elements that might impact the design process.
Consequently, there is a pressing need for the development of innovative cross-cultural
research tools. Such tools would enable designers to undertake cross-cultural design
research with greater ease and efficiency.

In this study,AIGC technology is applied to thefieldof cross-cultural design research,
culminating in the creation of a chatbot based on the ChatGPT-4 model. This chatbot
is capable of delivering personalized responses to users from diverse cultural back-
grounds, utilizing natural language as the interface, generating images in real-time to
meet user needs, and autonomously conducting research tasks. The principal findings
of this research are:

1. Confirmation ofAIGC’s potential in cross-cultural design research.This research
marks the first application of AIGC technology in this field, developing a chatbot that
autonomously executes research tasks and validating its usability and effectiveness
empirically

2. A fine-tuning strategy for the chatbot based on ChatGPT-4 is articulated.
Through setting initial parameters and supplying fine-tuning materials that delin-
eate the research process and criteria, the chatbot is personalized to address specific
research topics

3. Comparative experiments were conducted to assess the chatbot’s objective
impact.The results indicate that the chatbot enhances the efficiency of design research
and the cross-cultural interaction experience for users, providing more realistic and
objective feedback

2 Theoretical Background

The purpose of this section is to delineate the pertinent theoretical underpinnings of
cross-cultural design research and AIGC, while also critically examining the benefits
and obstacles inherent in the integration of AIGC into cross-cultural design research.

2.1 Cross-cultural Design Research

Cross-cultural design research serves as both the cornerstone and the pivotal element
of effective cross-cultural design. It is distinct from other design research due to its
heightened sensitivity to linguistic and cultural nuances [2]. This type of research is
instrumental in enabling designers to comprehend the distinct needs and expectations of
consumers across diverse cultural backgrounds [3]. Nonetheless, researchers engaged
in cross-cultural settings often encounter more pronounced communication barriers [4]
and encounter greater variances in response styles compared to their non-cross-cultural
counterparts [5]. These challenges collectively add to the intricacy of the cross-cultural
design research process, necessitating more thorough and comprehensive investigations
and analyses [6].

Key scholars in the field of cross-cultural studies include Geert Hofstede, who pro-
posed the Cultural Dimensions Theory. He argued that values are the core of culture and
proposed six dimensions alongwhich cultures can be located [7]. Building onHofstede’s
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work, Shalom H. Schwartz’s Theory of Basic Human Values identifies 10 basic human
values, forming four dimensions of cultural values. This framework aids researchers in
understanding people’s values across different cultural contexts and developing stronger
cultural sensitivity for addressing the needs and preferences of cross-cultural user groups
[8].

Choosing appropriate cross-cultural design research methods is crucial for varying
research objectives, target groups, and resource constraints. The Cross-cultural Sur-
vey Guidelines (CCSG), developed by Beth-Ellen Pennell, provide systematic research
guidelines for cross-cultural researchers. These methods include Questionnaires, Face-
to-Face Surveys, Telephone Surveys, and Self-Administered Surveys, encompassing
mail surveys, Web surveys, and interactive voice response surveys [9]. Furthermore,
Senongo Akpem, in his work on Cross-cultural Design, introduces additional methods
such as Cultural Probes, Local Facilitators, the Bollywood Technique, and Possession
Personas, which help in obtaining authentic feedback from participants through special
interactive scenarios [10].

2.2 Challenges in Cross-cultural Design Research

The core objective of cross-cultural design research is to provide design teams with
comprehensive and in-depth cultural understanding and insights into needs related to
the design topic. In a cross-cultural context, researchers face specific challenges.

One major challenge is ensuring the accuracy and consistency of translated con-
tent, considering the significant costs involved. Gastón Ares suggests that researchers
should conduct preliminary qualitative studies on conceptual and linguistic equivalence
to ensure participants’ accurate understanding of the research content [5]. Peter Mohler
et al. emphasize the central importance of translation procedures in research. Ineffective
translation, without understanding a culture’s linguistic history, can lead to misunder-
standings or even insults [9]. The cost of translation, which increases due to the integra-
tion of technology, staff, and strategy, is another critical factor [10]. Additionally, the
process of collecting and analyzing information in research demands considerable time,
financial resources, and manpower [11].

Cultural differences and implicit biases also impact the authenticity and objectivity
of user feedback. Apala Chavan notes the difficulty in obtaining authentic feedback in
collectivist cultures, where social harmony and others’ feelings are prioritized over direct
personal expression [12]. Hao Chen points out the challenges researchers face in fully
understanding user expressions, like slang and metaphors, from unfamiliar cultures,
which may result in overlooking certain cultural factors, thus affecting the design’s
comprehensiveness [13]. SenongoAkpemhighlights that implicit biases and stereotypes,
though involuntary, can influence researchers’ ability to make objective judgments [10].

In cross-cultural contexts, the absence of visual images can pose challenges in under-
standing specific content. Diana Boer et al. point out that without appropriate visual
aids to explain cultural nuances, misunderstandings may arise in cross-cultural research
[14]. Keerthana Kapiley et al. found that a lack of specific images could hinder intercul-
tural communication and understanding in bilingual environments [15]. Titim Eliawati’s
study underscores the importance of images in facilitating intercultural learning and
understanding [16].
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2.3 Application of AIGC in Cross-cultural Research

AIGC represents the latest form of content production, following Professional Gener-
ated Content and User Generated Content. This technology primarily utilizes Machine
Learning algorithms and Natural Language Processing to analyze vast amounts of data,
learning tomimic human thinking patterns and expressions for automatic content genera-
tion [17]. AIGC has significant advantages in processing and generating diverse content.
With the accumulation of data, improvements in computational power, and algorithmic
iterations, AIGC is increasingly used in various fields of cross-cultural research.

The application of AIGC in translation achieves accuracy and consistency, reduc-
ing research costs. Zhengliang Liu notes that Large Language Models (LLMs) aid in
text translation, bridging language and cultural differences, and contribute to cultural
comparisons and exchanges in cross-cultural research [18]. Elsya Meida Arif’s study
suggests that ChatGPTcan alleviate cross-cultural communication barriers, enhance user
engagement, and improve productivity and efficiency in cross-cultural teams [19]. Ling
Yu’s research highlights the potential for reducing translation costs throughAI-enhanced
human-machine collaboration [20].

AIGC also plays a role in obtaining authentic and objective user feedback. Julie
de Jong’s research indicates that non-human-intervened survey methods can improve
research quality and enhance user engagement, especially in research involving privacy
and sensitive topics [9]. Sarah Burkill et al. demonstrate that online surveys offer more
privacy, thus increasing the reporting rate of sensitive responses [9]. Zhengliang Liu and
colleagues suggest that pre-training and fine-tuning can mitigate biases and errors in
AIGC [18].

In the visual representation of cross-cultural research, AIGC contributes signifi-
cantly. Leijing Zhou and colleagues developed an image generation tool based on deep
learning techniques, aiding designers in selecting and integrating cultural elements
in cross-cultural design. Their experiments show that this tool stimulates designers’
creativity and idea generation, and improves cultural awareness and work efficiency
[21].

3 Cross-cultural Research Chatbot Based on AIGC

In this study, we developed a chatbot based on ChatGPT-4, capable of independently
performing cross-cultural design research tasks. As shown in Fig. 1, the researcher is
required to set the initial parameters for the chatbot according to the specific research
topic within the fine-tuning materials and guidelines. Relevant materials, in accordance
with the main structure, must be provided to facilitate the fine-tuning training of the
ChatGPT-4-based model. This process enables the creation of a chatbot capable of
independently carrying out research tasks. Research participants will interact with the
chatbot throughdialogues. The chatbot is designed to collect and analyze information and
data from these dialogues, based on a predefined research overview and conversation
guidelines. At the conclusion of the study, the chatbot can autonomously generate a
research report and submit it to the researcher.
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Fig. 1. Cross-cultural Chatbot Development and Utilization Process

The primary functions of this chatbot, as illustrated in Fig. 2, are:

• Adapting responses strategies for diverse cultural backgrounds.
• Utilizing natural language as an interface for conducting research tasks via dialogue.
• Generating images in real-time based on user requirements to aid in comprehension.
• Automatically collecting, analyzing research data, and producing research reports.

Fig. 2. Key Features of the Chatbot



Insight Through Dialogue 393

3.1 Cross-cultural Chatbot Fine-Tuning Based on ChatGPT-4

When applying LLMs, such as ChatGPT-4, to specific research tasks, it is crucial to
provide topic-specific training datasets for fine-tuning the model. In this study, the fine-
tuning data we supplied primarily includes the initial parameter settings for the chatbot
and the design of processes and rules for the research task. The fine-tuning involves the
following key steps:

• Initialization of the Chatbot

In the initialization phase of the chatbot, it is essential to clearly define its application
objectives, scope of application, and conversation guidelines. This ensures the effective
execution of cross-cultural design research tasks. To fine-tune the model, the preparation
of the following data is necessary. See Table 1.

Table 1. Initial Setup Parameters

Components Contents Descriptions

Character
Definitions

Purpose Improve the professionalism and accuracy of generated
contents

Character Interviewer for cross-cultural design research

Definitions ·Warm and friendly disposition
·Cross-cultural academic foundation
·Multilingual communication facilitation
·Natural and relaxed interaction atmosphere
·In-depth research topic navigation

Conversation Guidelines Purpose Optimize chatbot’s performance to enhance user
interaction experience

Guidelines ·Adaptive cross-cultural interaction
·Culturally inclusive personalization
·Clarity and comprehensibility in communication
·Relevance and respect in dialogue
·Privacy and sensitivity awareness
·Provision of real-time image assistance

Background Knowledge Purpose Improve the professionalism and accuracy of generated
contents

Contents ·Topical expertise, encompassing relevant terminology,
foundational concepts, and illustrative examples, etc
·Current developments, stay abreast of the latest trends,
news, and best practices within the associated domains,
etc

• Main Instruction

When constructing the main structure of the chatbot, precise setting of the research con-
tent is imperative. This involves not only the rigorous and clear formulation of research
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questions and questioning strategies but also the development of a detailed methodology
for data collection and analysis. Such meticulous planning is vital to ensure the chatbot’s
efficient performance in research tasks. See Table 2.

Table 2. Construction Materials

Components Contents Descriptions

Question Content Standards Purpose Fulfill the research objective and gather
necessary data effectively

Standards Exclude questions that are overly broad or
irrelevant to the research objective
Condense the volume of questions to
ensure each is pertinent to the research
objective
Structure the question sequence to
progressively deepen the user’s
engagement and thought process

Question Process Guidelines Purpose Optimize the structure and delivery of
questions to maximize user engagement
and the quality of interaction

Guidelines Arrange research questions in a clear,
logical order
Define themes and directions for
open-ended questions, informed by user
interaction
Establish precise conditions for the usage
of supplementary tools (e.g., DALL-E)
Maintain the pertinence and clarity of all
questions, avoiding those that are too
generalized

Data Acquisition and Analytics
Framework

Purpose Guarantee the systematic collection,
meticulous analysis, and judicious use of
data

Framework Develop statistical and analytical models
for rigorous data examination and prepare
structured data reporting formats
Articulate a systematic approach to data
gathering and analysis to ensure
comprehensive and accurate insights
Implement and uphold stringent data
privacy and security measures throughout
all stages of data handling to maintain
compliance with legal and ethical
standards
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• Supplementary Materials

To optimize user experience and ensure the safe usage of the chatbot, it is crucial to
include comprehensive user terms of use and developer contact information within the
training dataset. This approach not only guarantees data transparency and the user’s right
to be informed but also lays a solid foundation for building trust with users.

3.2 Complete Process of Research

The chatbot developed in this study, named CrossProbe, is engineered to offer users a
highly customized and interactive cross-cultural research experience. When engaged in
a research task, users have the flexibility to initiate conversations in any language. In
response, CrossProbe is equipped to converse in the same language, ensuring seamless
communication. See Fig. 3.

Fig. 3. CrossProbe’s Response to Different Language

Throughout the research process, CrossProbe adheres to a pre-established research
overview and conversation guidelines, ensuring that user interactions are both relaxed
and natural. Significantly, if users face challenges in comprehending certain concepts
or require visual aid for explanations, CrossProbe is capable of invoking the DALL-
E plug-in. This feature enables it to generate relevant images, thereby enhancing user
understanding and facilitating more effective communication. See Fig. 4.
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Fig. 4. CrossProbe Generates Image Based on User Requirement

Upon the completion of the research, CrossProbe possesses the capability to
autonomously generate comprehensive reports. These reports encapsulate the results,
key findings, and actionable design recommendations. Additionally, at the conclusion
of the analysis, these reports are automatically dispatched to the researchers, facilitating
immediate review and further study. See Fig. 5.

In summary, CrossProbe is proficient in facilitating multi-language conversations
and adept at tailoring response strategies to users from diverse cultural backgrounds. It
effectively guides participants through research topics via interactive dialogues, and is
capable of generating real-time images based on user requirements, thereby enhancing
understanding. Upon completion of the research, CrossProbe autonomously compiles
and analyzes data, subsequently producing a comprehensive research report that enables
researchers to delve deeper into their studies.

4 Comparative Experiment

4.1 Experiment Methods

To assess the capability and effectiveness of this chatbot in conducting cross-cultural
design research, this study initiated an experiment for comparison with conventional
cross-cultural research methods such as questionnaires and manual interviews.

The experiment involved three control groups, each staffed with two researchers
having similar qualifications and experience. See Table 3.
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Fig. 5. CrossProbe Generated Research Report

Forty-two volunteers were recruited through a posted announcement in the AIGC
community. To ensure controlled variables, 30 participants sharing essential similar
characteristics were chosen. These 30 participants were then evenly distributed into
three experimental groups, categorized by their native languages.



398 X. Zhao and Y. Qiu

Table 3. Experiment Groups

Group Name Description

A Chatbot Group Conducting research tasks using a specific chatbot
designed for the study to enhance interaction

B Online Questionnaire Group Conducting research tasks through the
administration of online questionnaires

C Manual Interview Group Facilitating research through detailed manual
interview techniques

Each group comprised (Table 4):

Table 4. Composition of Participants in Each Group

Participant Count Characteristic Cultural Representation

5 Native Chinese-speaking Eastern cultural backgrounds

5 Native English-speaking Western cultural backgrounds

At the experiment’s onset, the same research overview (Table 5)were simultaneously
distributed to all three groups, ensuring clarity regarding the research’s objective and
primary content. The experiment’s research topic focused on examining diverse cultural
preferences for tie-dye products, including cultural and creative items for practical use,
decorative art pieces such as wall hangings, and hands-on DIY tie-dye kits (Table 6), as
well as analyzing corresponding consumer shopping behaviors.

Tie-dye, a traditional folk art, exhibits varying levels of acceptance across diverse
cultures. Cross-cultural research is instrumental in uncovering these variations, thereby
enabling designers to comprehend the distinct needs and expectations of consumers
across diverse cultures. The topic also encouraged dialogue among users from various
cultures, aiding designers in identifying key factors (like price, appearance, and signifi-
cance) that influence the purchase of cultural products. This understanding is crucial for
accurate market positioning and targeted product design.

Table 5. Research Overview

Contents Descriptions

Topic Examining diverse cultural preferences for tie-dye products,
including cultural and creative items for practical use, decorative
art pieces such as wall hangings, and hands-on DIY tie-dye kits,
as well as analyzing corresponding consumer shopping behaviors

(continued)
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Table 5. (continued)

Contents Descriptions

Objective Refine market positioning and tailor product design to align with
user feedback for enhanced precision

Projects Basic
Information

1. Nationality
2. Gender
3. Age
4. Occupation (Field of Expertise)

Product
Preferences

1. General awareness and initial perceptions of tie-dye among
users across diverse cultures

2. Cultural influences on user preferences for various tie-dye
product categories, excluding price considerations

3. Analysis of purchase history to determine favored cultural
and creative product types across diverse cultures

Shopping Habits 1. Preferred purchasing venues for cultural and creative
products across diverse cultures, including online platforms,
non-tourist physical stores, and tourist-oriented physical
stores

2. Intent behind the purchase of cultural and creative products,
whether for personal use or as gifts across diverse cultures

3. Allocated spending on cultural and creative products by
individuals across diverse cultures

User inclination to engage in subsequent research activities

Table 6. Representative Tie-Dye Products Overview (Source: Taobao)

Practical Type Decorative Type Hands-on DIY Kit Type 

Tie-dye canvas bag Tie-dye decorative painting Tie-dye DIY kit 

To evaluate the effectiveness and efficiency of various research methods, along with
the adaptability in intercultural communication and the participants’ experiences, the
following evaluation indicators were established:
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Table 7. Key Performance Indicators (KPIs)

KPIs Contents Description

➀

Research Setup Time
Definition Log the cumulative duration allocated to

preparatory activities in the research phase

Purpose Assess the setup time efficiency across research
methods

Evaluation method Employ a comparative analysis against the
average setup time

➁

Quantity of Valid Data
Definition Enumerate the volume of data pertinent to the

stated objectives of the research topic

Purpose Assess the data collection effects across
research methods

Evaluation method Assign a single investigator from each cohort to
assess data volume, followed by inter-group
comparisons

➂

Quality of Valid Data
Definition Evaluate data integrity and relevance to research

topic

Purpose Assess the data collection effects across
research methods

Evaluation method Assign scores for assistance as follows: 1 for
‘slightly helpful’ and 2 for ‘very helpful’. Then,
calculate and compare the average scores across
groups

➃

Data Collection Method
Definition Describe the concurrency of data collection

methods

Purpose Assess the data collection efficiency across
research methods

Evaluation method Concurrency methods are superior to serial
methods in terms of efficiency

➄

Completion Time
Definition Log the mean duration required by participants

to complete the research activities

Purpose Assess the efficiency of individual user data
collection across research methods

Evaluation method Employ a comparative analysis against the
average completion time

➅

Cross-cultural Score
Definition Evaluate the adaptability of research methods

across diverse cultures

Purpose Assess the cross-cultural adaptation across
research methods

(continued)
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Table 7. (continued)

KPIs Contents Description

Evaluation method Collect and compare cross-cultural adaptability
ratings from non-native participants, using a
Likert scale

➆

Satisfaction Score
Definition Evaluate the research experience for all

participants

Purpose Assess the participant satisfaction across
research methods

Evaluation method Collect and compare participant satisfaction
ratings from all participants, using a Likert scale

Each group was tasked with planning their research in accordance with the research
overview in Table 5. This included conducting the research tasks, analyzing the results,
and recording the necessary data to evaluate the KPIs as detailed in Table 7. Each group’s
experimental procedure is detailed below (Table 8):

Table 8. Experimental Procedures for Each Group

Procedures Chatbot Group Online Questionnaire
Group

Manual Interview
Group

Preparation ·Integrate the organized
research overview
(Tbl.5) into the
fine-tuned training
materials for the
chatbot
·Test the chatbot for
content accuracy and
dialog flow clarity

·Translate the research
overview (Tbl.5) into
English
·Design the
questionnaire to
include sequential
order of questions,
response options, and
conditional logic, etc
·Pretest the
questionnaire for
clarity and
functionality

·Translate the
research overview
(Tbl.5) into English
·Develop the
interview guide with
detailed question
order, style, and
alternatives, etc
·Train interviewers
on the topic
comprehension and
handling of potential
contingencies

Execution ·Distribute the chatbot
link to participants

·Distribute the online
questionnaire link to
participants

·Schedule interviews
with participants at
mutually agreed
times and locations

(continued)
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Table 8. (continued)

Procedures Chatbot Group Online Questionnaire
Group

Manual Interview
Group

Data Collection and
Analysis

·Automate data
collection and analysis
through the chatbot,
generating reports

·Utilize the
questionnaire tool for
data analysis, compile
and organize data
manually for analysis

·Classify and
scrutinize the
interview data
manually, following
the established
research
documentation
protocol

*Each group will be required to record the data required to assess the KPIs (Tbl.7) during the
course of the experiment

4.2 Experiment Results

This section details the results from a comparative experiment conducted from January
5 to 20, 2024. Designed to evaluate the effectiveness and efficiency of various research
methods, the experiment involved the analysis of data from multiple groups in a com-
parative manner. The table below (Table 9) presents a summary of the KPIs recorded by
each group during the experiment.

This provides a visual representation and comparative evidence of the performance
of the different research methods.

Table 9. Comparative Table of KPIs Across Group

KPIs Chatbot Group Online
Questionnaire
Group

Manual Interview
Group

Average Value

➀

Research Setup
Time

2 h 32 min 36 min 3 h 44 min 2 h 17 min

➁

Quantity of Valid
Data

13.6 17.91 16 15.84

➂

Quality of Valid
Data

14.6 19.82 21.75 18.72

(continued)



Insight Through Dialogue 403

Table 9. (continued)

KPIs Chatbot Group Online
Questionnaire
Group

Manual Interview
Group

Average Value

➃

Data Collection
Method

Concurrent Concurrent Serial /

➄

Completion Time
3 min 40 s 32 min 16 s 11 min 18 s 15 min 44 s

➅

Cross-cultural
Score

4.3 4.8 4.4 4.5

➆

Satisfaction
Score

3.7 4.3 4.1 4.03

As shown in the table, the chatbot group significantly surpassed the other two groups
in terms of KPI➀Research Setup Time and KPI➁Quantity of Valid Data. However,
it fell short compared to the manual interview group in KPI➂Quality of Valid Data,
indicating that while chatbots are effective for quick research preparation and enhancing
user participation, there is a need for improvement in the quality and depth of the data
collected.

RegardingKPI➃DataCollectionMethod, both the chatbot andonline questionnaire
groups utilized parallel methods, proving more efficient than the serial approach of the
manual interview group. Nevertheless, the chatbot required the most time per capita, as
indicated by KPI➄Completion Time. This highlights a future research consideration:
balancing the efficiency of data collection with the duration of research for individual
participants.

The chatbot group scored highest in KPI➅Cross-cultural Score and
KPI➆SatisfactionScore, suggesting that the chatbot developed in this experiment offers
considerable benefits in enhancing cross-cultural adaptability and participant satisfaction
in design research.

4.3 Discussion

Based on the findings from the comparative experiments and insights obtained through-
out the experimental process, employing the chatbot developed in this study for
cross-cultural design research presents several notable advantages:

1. Enhanced Efficiency in Design Research

• Minimized Research Preparation Time: Utilizing the chatbot streamlines the
preparation phase. Unlike online questionnaires, which requires the design and trans-
lation of content, or manual interviews, which involve drafting conversation outlines
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and content translation, the chatbot necessitates only the uploading of the research
overview into the fine-tuning material. The AI then automatically handles translation
and executes research tasks, significantly reducing preparation costs and enhancing
overall research efficiency.

• Concurrent Execution ofMultiple Research Tasks:The chatbot’s parallel research
method allows for handling requests from different users simultaneously, along with
data collection and analysis. This approach can substantially decrease the total time
needed for the research process.

• Automated Data Collection, Analysis, and Reporting: The chatbot autonomously
monitors the research process, collecting and analyzing data in real time. This includes
both statistical analysis of quantitative data and content analysis of qualitative data. It
also automatically generates comprehensive research reports tailored to the specific
objectives and requirements of the research.

5. Enhanced Cross-Cultural Interaction Experience

• Improved Accuracy in Translated Content: The chatbot, built on the ChatGPT-
4 model, ensures high accuracy and consistency in translations. Participants from
various language backgrounds reported enhanced accuracy in information received
from the chatbot, facilitating clearer communication.

• Real-Time Image Generation for Enhanced Comprehension: Equipped with a
DALL-E plug-in, the chatbot can generate relevant images on demand. This feature
aids in understanding, enhances effective communication, and visually enriches the
cross-cultural interaction experience.

8. Facilitated More Realistic and Objective User Feedback

• Increased Willingness to Share: Participants noted that the chatbot’s interactive
approach, especially for introverted users, created a more comfortable and relaxed
environment. This encouraged them to share their opinions more freely, leading to
a deeper understanding of the research topic and easier expression of concerns and
doubts.

• Detailed Feedback Capture: The chatbot captures comprehensive conversation
details, including tone and punctuation, which creates a more vivid and realistic
user profile. Additionally, its flexibility allows users to initiate conversations at any
time, fostering deeper thought and wider communication.

Despite these positive outcomes, our research also identified certain potential
challenges:

• DistractionDue to Excessive Curiosity About the chatbot:Anotable phenomenon
observed was the novelty effect, where participants’ fascination with the chatbot
sometimes overshadowed their focus on the research task. This excessive curiosity
not only diverted their attention but also had the potential to extend the duration of
the research.

• Expectation for Contrary Opinions from the chatbot:Many users anticipated the
chatbot to present challenging viewpoints, as opposed to merely adhering to a pre-
defined research script. This inclination might suggest a preference for engaging in
argumentative dialogue or a curiosity to test the chatbot’s level of intelligence.
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5 Conclusion

This study introduces an innovative tool for cross-cultural design research: a chatbot
developed using the fine-tuned ChatGPT-4 model. The comparative experiments con-
ducted validate the potential of AIGC in cross-cultural design research contexts. A mul-
tilingual and culturally adaptable chatbot serves as a bridge over language and cultural
gaps in cross-cultural research. Moreover, a chatbot tailored for specific research tasks
not only enhances the efficiency of design research and enriches the user’s cross-cultural
interaction experience, but also yields more realistic and objective user feedback.

In conclusion, our research offers empirical evidence supporting the application of
AIGC in cross-cultural research and provides valuable insights for future endeavors,
particularly in optimizing datasets and augmenting the chatbot’s capabilities in cross-
cultural communication.
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Abstract. Background: Cyberbullying is widespread in contemporary society,
posing a severe threat to adolescents’ mental and physical well-being, leading
to psychological trauma and life-threatening situations. Given the absence of a
systematic framework for preventing cyberbullying among adolescents and their
relatively weak judgment and stress-coping abilities, cultivating awareness and
healthy habits becomes crucial. This study aims to design a device aligning with
adolescents’ cognitive characteristics, inspiring active engagement in countering
cyberbullying, enabling them to recognize potential dangers and develop an aware-
ness of counteraction.Methods:An experimentalmethodologywas employed, uti-
lizing Artificial Intelligence and Generated Content (AIGC) technology to create
predefined scenarios and engage in user dialogues. Users’ essential viewpoints and
critical features were assessed by the AIGC, and emotional scores were assigned.
The scoring results were subsequently utilized for interactive feedback through
the device. Results: Findings indicated that the device’s interaction style and feed-
back significantly impacted adolescents, influencing their perception profoundly.
The device effectively raised awareness of online violence, contributing to the
cultivation of their understanding of counteraction. Conclusion: The study envi-
sions the potential application of AIGC technology in intelligent design. Future
trends should focus on design approaches for adolescent education and supplement
regulatory measures to address cyberbullying issues more effectively.

Keywords: Industrial Design · Adolescents · Theory of Planned Behavior ·
Cyberbullying ·Mental Health

1 Research on the Current Status of Cyberbullying Among
Adolescents

Cyberbullying is a widespread phenomenon on the internet, encompassing the posting of
hurtful, insulting remarks, images, and videos, essentially constituting verbal violence.
Differing from direct violence, cyberbullying manifests as psychological pressure [1].
The motive behind cyberbullying is venting-style malicious attacks. This form of cyber-
bullying begins with emotional venting and purely malicious attacks on online public
opinion, also known as Cyberbullying [2]. Such violent behaviors spread online and
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are closely related to the anonymity and virtuality of the internet. As netizens often
participate anonymously, lacking a sense of moral responsibility and self-restraint, they
easily infringe on others’ legitimate rights and interests. The phenomenon of cyber-
bullying includes anonymity and crude language, making it easier for people to post
illogical and purposeless insulting remarks. Moreover, it is contagious; once one person
is attacked, they often respond with a retaliatory mindset, creating a situation where
“everyone inflicts violence, everyone is victimized.”

Cyberbullying mainly involves targeted attacks and insults through text, images,
and videos. In the online environment, separated by screens and networks, anonymity
and virtuality allow many people to wear false masks. Exploiting the contradiction and
blurred boundaries between the right to free speech and the responsibility to maintain
a healthy public internet environment, online “keyboard warriors” become increasingly
unrestrained. Whenever there is a voice different from their own beliefs, some extreme
netizens attack a specific individual massively through text, images, and videos. Even if
forbidden words are set, the perpetrators can still use homophones, transliteration, and
other means to carry out verbal and textual insults, even leading organized, large-scale
attacks and insults [3]. The core feature of the “violence” involved in cyberbullying
“lies in the scale of language quantity, the aggressiveness of language content, and the
realization of the consequences of the harm” [4]. In addition, some use it as a means of
emotional venting, causing harm to others even though it does not indeed provide relief.
The pressure of public opinion on social media and collective attacks may also force
people to participate in cyberbullying out of self-protection or malice. Another reason
is the lag in speech regulation; the regulation of online information often lags behind
posting comments, providing a breeding ground for cyberbullying.

The impact of cyberbullying is profound, including psychological stress, worsening
situations, and social problems. In some severe cases of cyberbullying, such as a 24-
year-old female master’s student committing suicide due to cyberbullying for dyeing
her hair pink [5], a woman jumping off a building after being cyberbullied for tipping
a delivery person 200 yuan [6], and Korean actress Choi Sulli choosing to hang herself
due to cyberbullying [7], victims often endure prolonged concentrated attacks, leading
to excessive psychological pressure and possibly mental breakdowns. Victims may also
join the perpetrators out of a retaliatory mindset, leading to a worsening situation and
a vicious cycle. These extreme events have attracted widespread social attention and
become serious social issues.

In summary, cyberbullying is a serious social issue. Its roots include factors such as
the anonymity of the internet, the need for emotional venting, and social pressure. To
solve this problem, all sectors of society should work together, adopting various mea-
sures, including tackling the issue from both the perpetrators and the victims’ perspec-
tives. On the one hand, raising netizens’ sense of moral responsibility and strengthening
the regulatory mechanisms of social media, and on the other hand, providing psycho-
logical health support and education to victims, are necessary to reduce the occurrence
and impact of cyberbullying and maintain the health and positivity of cyberspace.
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2 Intelligent Design Methods Aided by AIGC

2.1 Research on the Current State of AIGC Technology

The development of artificial intelligence technology is comprehensively altering the
ways in which people work and live. Over the past 60 years of development, artificial
intelligence has entered a new stage, exhibiting new characteristics such as deep learning,
cross-disciplinary integration, human-computer collaboration, collective intelligence,
and autonomous control. Additionally, big data-driven knowledge learning and cross-
media collaborative processing have become key focal points of development in this
field. In recent years, significant improvements have been seen in tasks such as natural
language processing, speech recognition, and computer vision, thanks to the “big data
+ big model” approach under unsupervised learning conditions. The important branch
of the new generation of AI, Artificial Intelligence Generated Content (AIGC), has seen
accelerated development, leading to the emergence of a new industrial ecosystem [8].

Innovations and applications in the field of AIGC arewidely underway both domesti-
cally and internationally.Companies likeAlibabaCloud,Baidu,XinhuaZhiyun inChina,
and OpenAI, Anthropic, Hugging Face, and Stability AI internationally are actively
launching AIGC-related products and services. These innovations include not only tech-
nological developments but also related business models and application scenarios. For
example, Generative Adversarial Networks (GANs) technology provides strong techni-
cal support for AIGC, and innovations such as Microsoft’s “Xiaoice” creating poetry
collections, NVIDIA’s StyleGAN series, and DeepMind’s DVD-GAN model represent
significant progress in the AIGC field. A notable advancement in AIGC is OpenAI’s
chatbot, ChatGPT (Long et al., 2022) [9], which through large-scale pre-trained mod-
els, possesses the ability to understand natural language and generate text, performing
tasks such as text translation, summary generation, and sentiment analysis. Particularly
noteworthy is ChatGPT’s rapid accumulation of over one hundred million active users
within just a few months of its launch at the end of 2022, making it the fastest-growing
application in history. The explosive popularity of ChatGPT symbolizes the significant
impact of advances in artificial intelligence technology on human production and life
[10]. Therefore, this experiment uses ChatGPT for scenario presets.

2.2 Theoretical Model for Intervening in Psychological Health Issues

This study bases its theoretical model on the Theory of Planned Behavior. The Theory of
Planned Behavior, a renowned attitude-behavior relationship theory in psychology, has
been widely applied in multiple behavioral fields internationally and has been proven to
improve the predictive and explanatory power of behavior research significantly. In 1991,
Icek Ajzen, building on the Theory of Reasoned Action (TRA) proposed by Ajzen and
Fishbein (1975, 1980), introduced the Theory of Planned Behavior, as shown in Fig. 1.
The Theory of Planned Behavior posits that an individual’s behavioral intentions directly
influence their actions, and attitudes, subjective norms, and perceived behavioral control
together shape these intentions [11].

1. Attitude refers to an individual’s positive or negative feelings towards a particular
behavior, essentially the attitude formed after conceptualizing their evaluation of this
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Fig. 1. Theory of Planned Behavior

specific behavior. Therefore, the components of attitude are often seen as a function
of the individual’s significant beliefs about the outcomes of the behavior.

2. Subjective Norm refers to the social pressure an individual feels regarding whether
to engage in a particular behavior, i.e., the influence exerted by salient individuals or
groups who impact on an individual’s decision-making regarding a specific behavior.

3. Perceived Behavioral Control reflects an individual’s past experiences and anticipated
obstacles, with more resources and opportunities and fewer anticipated barriers lead-
ing to more muscular perceived behavioral control. This influence has two aspects:
one is motivational regarding behavioral intention; the other is its direct predictive
power on behavior.

4. Behavioral Intention refers to an individual’s subjective probability judgment about
engaging in a particular behavior, reflecting their willingness to perform a specific
action.

5. Behavior is the action taken by an individual.

2.3 Analysis of Factors Influencing Cyberbullying Behavior Among Adolescents
Based on the Theory of Planned Behavior

The Theory of Planned Behavior suggests that attitudes, subjective norms, and perceived
behavioral control jointly shape an individual’s behavioral intentions, with adolescents’
engagement in cyberbullying behavior also influenced by these three factors (Fig. 2).

Fig. 2. Analysis of Factors Influencing Cyberbullying Behavior Among Adolescents Based on
the Theory of Planned Behavior

Analysis of Attitude Factors in Adolescents’ Cyberbullying Behavior. The atti-
tude factors in adolescents’ cyberbullying behavior are mainly influenced by cognitive
evaluation, moral beliefs, and the social environment.
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How adolescents perceive cyberbullying, and its potential consequences largely
determine their behavioral choices. Their cognitive evaluationsmight come from various
channels, such as personal experiences, peer sharing, or media reports. If adolescents
believe that cyberbullying can lead to severe consequences, like punishment or social
ostracism, they are likely to avoid such behavior, and vice versa. Therefore, clarifying
and correcting adolescents’ misconceptions about cyberbullying to make them aware of
the natural consequences is crucial for changing their attitudes and behavior patterns.

Moral beliefs, the sum of their values, beliefs, and ethical standards, are deeply
influenced by family, school, and social culture. When cyberbullying behavior conflicts
with adolescents’ moral beliefs, they are more inclined to resist such impulses.

The social environment also has a significant impact on their attitudes and behaviors.
Peer pressure often drives adolescents into cyberbullying, especially in social groups that
consider cyberbullying as “normal” or “fun.”Additionally, adolescentsmight be exposed
to other forms of bullying or invasive behavior in their family or school environments,
which could also affect their attitudes toward cyberbullying.

Analysis of Subjective Norm Factors in Adolescents’ Cyberbullying Behavior. The
subjective norms of cyberbullying differ from bullying in real life. The internet provides
adolescents with a relatively anonymous and indirect environment, leading to cognitive
biases when evaluating the consequences of their actions. In the online environment,
there is a sense of distance between bullies and victims, making it difficult for bullies
to see or feel the direct consequences of their actions. This anonymity or indirectness
might make some adolescents more likely to launch attacks because they do not directly
confront the emotional responses of the victims, potentially underestimating the severity
of their actions [12].

Negative emotions suppressed by morality are amplified in heterogeneous groups
and are reinforced by the disappearance of a sense of responsibility [13]. On some social
networking platforms, bullying behavior may receive support or encouragement from
peers, such as through “likes” or supportive comments, leading adolescents to believe
that cyberbullying is acceptable or even popular, further reinforcingmisguided subjective
norms.

To prevent and reduce cyberbullying, it is necessary to emphasize the natural
consequences of online behavior, reminding adolescents of the negative impact their
cyberbullying actions have on others and society.

Analysis of Perceived Behavioral Control Factors in Adolescents’ Cyberbullying
Behavior. In the context of the modern digital age, adolescents’ interactions with tech-
nology are deeply embedded in their social and cognitive ecology. The level of tech-
nological familiarity and the anonymity of the internet are two aspects influencing the
perceived behavioral control factors of adolescents’ cyberbullying behavior.

On the one hand, adolescents’ early and ongoing exposure to network information
technology has led to a specific technological familiarity, enhancing their sense of con-
trol over the online environment. The fluency of technology might create an illusion of
evading responsibility when engaging in cyberbullying, and the rapid evolution of tech-
nology also means that the forms and strategies of cyberbullying could become more
complex and diverse over time.
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On the other hand, the immature psychological traits of adolescents also make them
more prone to cyberbullying. Due to their still-developing minds and weaker emotional
control, they are prone to extremes and often express themselves irrationally [14]. There-
fore, they are more likely to post aggressive comments through online media compared
to other age groups.

3 Design of an Anti-cyberbullying Intervention Device
for Adolescents Based on the Theory of Planned Behavior

3.1 Design Concept of the Device

The Theory of Planned Behavior suggests that attitude, subjective norms, and perceived
behavioral control collectively determine a person’s behavioral intentions, thereby influ-
encing their actual behavior. In this context, this paper proposes the design of an educa-
tional and persuasive device, aiming to materialize adolescents’ emotional expressions
in cyberspace and educate them about the consequences of their actions.

The device uses a balloon to simulate the act of breathing, intended to reflect a per-
son’s emotional fluctuations during social interactions. The inflation and deflation of the
balloon represent the cycle of positive and negative emotions, providing users with a
tangible, physical outlet for their emotions. The device uses ChatGPT’s deep learning
model for emotional analysis, to identify and extract subjective information from text,
such as emotional attitudes, polarities, and intensities. When a user posts excessively
negative, aggressive comments on ChatGPT, the device responds by altering the infla-
tion state of the balloon, allowing users to see the impact of their virtual behavior in the
real world. This helps adjust users’ attitudes and makes them aware of the significance
of their online expressions. The design considers the social environment’s influence on
adolescents’ behavior. The “breathing” state of the balloon can be observed by those
around, thereby creating a form of social monitoring. When the balloon inflates to its
limit and bursts, it sends a clear signal, indicating that the user’s aggressive online behav-
ior has reached a threshold. Thus, the device simulates the social feedback mechanisms
found in online communities, encouraging users to value others’ opinions of their behav-
ior. Although the device cannot fully control the user’s behavior, visualizing the user’s
emotional state, provides a real-time feedback mechanism. Users can see how each of
their comments affects the state of the balloon, thus gaining immediate awareness of
their emotions. This perceived behavioral control helps them adjust their behavior and
understand their interactions with the social environment and the device.

3.2 Design of the Device Form

1. Safety: Safety is essential for ensuring users’ physical well-being [15]. For parents,
the health and safety of their children are of paramount concern. In the design of
the anti-cyberbullying intervention device for adolescents, the safety of the device
should be comprehensively considered, including the safety of materials (using safe,
harmless, green materials is a basic requirement), the safety of form and structure
(maintaining a smooth design to prevent injuries from sharp edges), and the safety of
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structural functions (high overall structural stability with well-sealed connections of
circuits, motors, and air tubes, inaccessible to adolescents).

2. Fun: Opposing cyberbullying is a lengthy process. Safety is just the premise for
encouraging adolescents to experience the device, but it does not guarantee consis-
tency throughout the process. More positive factors are needed to create user stick-
iness and provide continuous appeal. Considering adolescents’ curiosity, the device
should include some fun and engaging features that can add emotional content, mak-
ing it appear lively and responsive to different interactions, thereby increasing their
willingness and anticipation to use it.

3. Aesthetics: Adolescents are forming their aesthetic judgment and gradually develop-
ing independent thinking and judgment abilities. Products they frequently encounter
play an important and subtle role in shaping these abilities. A device aimed at combat-
ing cyberbullying, it must be designed in a style that is aesthetically pleasing, elegant,
and artistic, to aid in cultivation children’s aesthetic sensibilities.

4. Usability: Considering adolescents’ limited experience in preventing cyberbullying
and their relativelyweaker judgment and stress response capabilities, the design of the
devicemust emphasize usability. The product should be easy for people to understand,
with users requiring little or no special training to use it proficiently [16]. This will
help reduce cognitive load and ensure that adolescents can use the device easily, even
unconsciously, to ensure its effectiveness.

3.3 Hardware Design of the Device

The hardware of the device mainly includes an Arduino UNO board, Sensor Shield v5.0
expansion board, inflation pump, deflation pump, solenoid valve, etc. The schematic
diagram of the hardware wiring of the experimental device is shown in Fig. 3.

The Arduino control board and expansion board are stacked through corresponding
sockets, with the power supply connected to the Arduino board. Each component’s
power supply pins and ground pins are connected to the multi-channel power supply
and ground pins of the expansion board. The inflation pump is connected to pin 9 of the
expansion board for inflating the balloon; the deflation pump is connected to pin 10 for
deflating the balloon; the solenoid valve is connected to pin 11 to control the inflation
and deflation states.

The physical device consists of a plastic waterproof box with a diameter of 9 cm and
a height of 19 cm and five soft tubes externally connected to pneumatic gloves weighing
about 1 kg. The internal hardware connections are shown in Fig. 4, and the physical
device is shown in Fig. 5.
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Fig. 3. Schematic Diagram of Hardware Wiring for Experimental Setup

Fig. 4. Internal Hardware Connection Diagram of the Device

3.4 Software Design of the Device

Software FrameworkDesign. The software part of the device is amulti-layer architec-
ture involving natural language processing, user interface design, and embedded hard-
ware control. The overall design integrates ChatGPT, Python, and Arduino technology
stacks to achieve fine control and feedback on user emotions.

The core of the ChatGPT module is the use of a pre-trained ChatGPT for user
interaction and emotional analysis. Customized scenarios and response formats enable
ChatGPT to perform quantitative emotional assessments of user feedback. Through this
method, the system can not only parse user text inputs but also assign an emotional score
to these inputs.
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Fig. 5. Appearance and Status Illustration of the Device

A user interface is created using the Python programming language, integrating the
API interface of ChatGPT. This allows users to interact with ChatGPT in real time.
Regular expressions are used to extract emotional scores from ChatGPT’s responses. If
the emotional score exceeds a certain limit, the data are sent to the Arduino controller
via serial protocol.

The Arduino side is programmed to operate the device and receive serial data from
the Python user interface. Once Arduino receives an emotional score, it decides and
controls the working state of the device based on predefined logic, reflecting the user’s
emotional changes (Fig. 6).

Fig. 6. Software Framework Schematic

Software Process Design. Firstly, ChatGPT is provided with prompt words and preset
story backgrounds to ensure interaction with users in defined scenarios. Additionally,
the response format of ChatGPT is standardized for more consistent and predictable
outputs. When users input their dialogues, ChatGPT not only generates corresponding
story developments based on the preset background but also provides an emotional score
for the user’s input statements, ranging from 0 to 10. Here, 0 represents themost negative
emotion, and 10 represents the most positive emotion.

Secondly, the interaction with ChatGPT is completed using Python. Users dialogue
with ChatGPT in real time through a Python-written interface. The Python interface
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extracts emotional scores from ChatGPT’s output. If the score is below 5, the Python
interface sends commands to Arduino via serial communication.

Finally, the control process of the Arduino device is as follows: after powering up,
Arduino defaults to the following cycle:

5. The inflation pump operates for 3 s.
6. The solenoid valve opens for 0.5 s, preparing for deflation.
7. The deflation pump and solenoid valve work together for 3 s.

When Arduino receives a command from the serial port indicating an emotional
score below 5, it immediately activates the inflation pump for 3 s, then returns to the
default operation cycle (Fig. 7).

Fig. 7. Device Program Design Flowchart
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4 Experiment on Adolescent Anti-cyberbullying Device Design
Based on Theory of Planned Behavior

4.1 Purpose of the Experiment

In today’s digital society, the complexity and uncertainty of online communication make
every individual susceptible to either becoming a perpetrator or a victim of verbal vio-
lence. Adolescents, in a crucial stage of physical and mental development, are pro-
foundly influenced by online interactions, shaping their values and behavioral patterns.
To mitigate the negative impacts of cyberbullying on adolescents, this study aims to
cultivate their awareness of cyberbullying through carefully designed intervention mea-
sures, encouraging active participation in building a more respectful and understanding
online community.

4.2 Experimental Procedure

Experimental Design

1. Questionnaire Design and Selection.

Firstly, this experiment involved selecting questionnaires (see Appendix 1) adapted
from the Adolescent Online Aggressive Behavior Scale (AOABS). The original scale
contained 20 items, but this study modified and added some items according to the
research group and focus, resulting in a new scale with dimensions like “online debates,”
“online harassment,” “online exclusion,” “online stalking,” “online impersonation,”
“defamation,” “fabricated slander,” “exposing fraud,” “happy handcuffing,” and “ma-
licious voting.” The questionnaire’s reliability and validity were ensured through tests.
After validation, several adolescents were invited to fill out the questionnaire.

2. Participant Grouping

Based on the questionnaire results, participants were divided into two groups: fre-
quent online commenters and infrequent users. This classification considered online
activity level as a critical factor in differentiating user groups.

3. Experiment Design

Four experimental conditions were designed based on the two user types, each with
specific variable combinations, to explore the effects of the anti-cyberbullying device
more deeply. The conditions were as follows:

• Group 1: Frequent online commenters with the anti-cyberbullying device. This group
would help understand if the device reduces cyberbullying among highly active online
users.

• Group 2: Frequent online commenters without the anti-cyberbullying device. This
control group would compare the impact of the device on cyberbullying behavior.

• Group 3: Infrequent online commenters with the anti-cyberbullying device. This
group would help understand if the device is equally effective for less active users.
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• Group 4: Infrequent online commenters without the anti-cyberbullying device. This
control group would compare the device’s impact on infrequent commenters.

To simplify the experiment, Groups 1 and 2 were mainly chosen for comparative
experiments. This design allowed a comprehensive understanding of the device’s effects
across different user groups, providing robust data for further research and improve-
ments. The experiment would offer important insights into addressing cyberbullying in
the AIGC trend.

Experiment Preparation. Prior to the study on the Adolescent Anti-Cyberbullying
Device Design under the AIGC trend, detailed preparations were made to ensure
scientific and effective experimentation. The preparation steps included:

1. Ethical Review and Approval: To ensure ethical compliance, the experiment adhered
to ethical review requirements, safeguarding participants’ rights and privacy.

2. Participant Recruitment: A group of adolescent participants representing the target
user group was carefully selected. Factors like age, gender, and online habits were
considered to ensure diversity.

3. Experiment Environment Setup: An appropriate environment, including computer
equipment, internet connection, and software installation, was arranged for the
experiment.

4. Material Preparation: Various materials needed for the experiment, such as emotional
scales, AIGC scenarios, and the anti-cyberbullying device, were prepared following
specific standards for reproducibility.

5. Experiment Guidance and Training: Experiment hosts were trained to introduce the
experiment theme and rules accurately to participants and address their questions,
ensuring consistency and credibility.

6. Data Collection Plan: A detailed data collection plan was developed, including partic-
ipants’ emotional data, conversation records, and device status. This facilitated better
management and analysis of experiment data.

These preparation steps laid a solid foundation for the study, ensuring its scientific,
ethical, and controllable nature, enhancing understanding of the device’s impact on
adolescents, and providing support for improvements and educational interventions.

Pilot Experiment. A pilot experiment was conducted to understand the design needs
of the Adolescent Anti-Cyberbullying Device under the AIGC trend, assessing the tar-
get group’s initial reactions. The purpose was to gather preliminary feedback to guide
subsequent design and research.

In the pilot experiment, a small group of adolescents, representing part of the target
user group, interacted with a simulated device based on AIGC technology. Participants
engaged in dialogues and interactions with the virtual device and provided feedback on
its design and experience.

The pilot results revealed vital findings. Most participants were interested in the
concept and believed it could enhance their awareness of online safety. They also showed
keen interest in the device’s emotional assessment and feedback mechanisms.

These findings provided valuable preliminary guidance for design research, high-
lighting users’ positive attitudes and expectations towards the anti-cyberbullying device.
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This feedback would be incorporated into the design process to ensure the final device
meets the needs of adolescent users.

Main Experiment. To thoroughly understand the effects of the Adolescent Anti-
Cyberbullying Device under the AIGC trend, the following experimental process was
designed and divided into experimental and control groups.

• Experimental Group:

1. Filling in the Scale: Before the experiment, participants filled in an emotional scale
(see Appendix 2) to record their emotional state.

2. Language Input: Participants connected to the anti-cyberbullying device and
entered a virtual environment set up with AIGC. They engaged in verbal dialogues
with the AI as in real online interactions.

3. Language Preprocessing: AIGC intelligently analyzed user input, assigning emo-
tional scores based on the Positive and Negative Affect Schedule (PANAS, see
Appendix 3).

4. AIGC Score Determination: Based on the emotional score, AIGC determined the
device’s status. If the score was below 5 (a passing grade), the device inflated; the
lower the score, the more inflation. Frequent negative words triggered multiple
inflations until the balloon exploded.

5. Filling in the Scale Again: After the experiment, participants refilled the emotional
scale to record their emotional changes.

• Control Group:

1. Filling in the Scale: Similarly, control group participants first filled in the emotional
scale.

2. Language Input: Control group participants also freely inputted language in the
AIGC virtual environment.

3. Refilling the Scale: After the experiment, they refilled the emotional scale to record
any emotional changes.

This experiment design allowed the comparison of emotional changes between the
groups, assessing the device’s effectiveness in reducing cyberbullying. Interactions with
the virtual environment helped understand the device’s impact on adolescents’ emotions
and behavior, guiding future improvements and dissemination to protect adolescents
from cyberbullying.

Experimental Data Processing and Results. In this study, SPSS software was used to
perform paired sample T-tests on each question before and after the experiment for both
Group 1 and Group 2, totaling 60 subjects. The purpose of this step was to analyze the
p-values of each question to assess whether the differences in emotional states before
and after the experiment were significant. The results showed that all the questions in
Group 1 had p-values less than 0.05, indicating a significant improvement in emotional
states. Meanwhile, Group 2, serving as the control group, had only one question with a
p-value less than 0.05, with the remaining nine questions having p-values greater than
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0.05, indicating no significant improvement in the emotional states of subjects without
the anti-cyberbullying device (Tables 1 and 2).

Table 1. Paired Sample T-Test Results for Group 1

Paired Variables Mean ± Standard Deviation t df P Cohen’s d

Pair 1 Pair 2 Paired Difference

Q1 3.5 ± 0.827 2.8 ± 0.834 0.7 ± −0.006 2.896 29 0.009*** 0.648

Q2 3.8 ± 0.951 2.45 ± 1.05 1.35 ± −0.099 3.701 29 0.002*** 0.828

Q3 3.7 ± 0.801 2.95 ± 0.686 0.75 ± 0.115 3.29 29 0.004** 0.736

Q4 3.85 ± 0.875 3.1 ± 0.788 0.75 ± 0.087 2.68 29 0.015** 0.599

Q5 3.5 ± 1 2.3 ± 0.801 1.2 ± 0.199 4.66 29 0.000*** 1.042

Q6 4.1 ± 0.852 2.65 ± 0.875 1.45 ± −0.023 5.081 29 0.000*** 1.136

Q7 3.8 ± 0.768 2.55 ± 0.826 1.25 ± −0.058 5.483 29 0.000** 1.226

Q8 4 ± 0.858 2.95 ± 0.999 1.05 ± −0.14 3.804 29 0.001*** 0.851

Q9 3.85 ± 0.875 2.85 ± 0.745 1 ± 0.13 3.343 29 0.003*** 0.748

Q10 3.95 ± 0.759 2.65 ± 0.933 1.3 ± −0.174 4.212 29 0.000*** 0.942

Note: ***, **, and * denote significance levels at 1%, 5%, and 10% respectively

Table 2. Paired Sample T-Test Results for Group 2

Paired
Variables

Mean ± Standard Deviation t df P Cohen’s
dPair 1 Pair 2 Paired

Difference

Q1 3.767 ± 0.679 3.7 ± 0.596 0.067 ± 0.083 0.441 29 0.662 0.081

Q2 3.5 ± 0.731 3.6 ± 0.77 −0.1 ± −0.039 −1.361 29 0.184 0.248

Q3 3.867 ± 0.819 3.8 ± 0.887 0.067 ± −0.067 1.439 29 0.161 0.263

Q4 3.833 ± 0.986 3.533 ± 0.681 0.3 ± 0.304 2.34 29 0.026** 0.427

Q5 3.833 ± 0.834 3.7 ± 0.651 0.133 ± 0.183 0.941 29 0.354 0.172

Q6 3.7 ± 0.794 3.5 ± 0.572 0.2 ± 0.222 1.293 29 0.206 0.236

Q7 3.7 ± 0.988 3.667 ± 0.844 0.033 ± 0.144 0.239 29 0.813 0.044

Q8 3.633 ± 1.033 3.7 ± 0.837 −0.067 ± 0.197 −0.441 29 0.662 0.081

Q9 3.533 ± 1.106 3.5 ± 1.106 0.033 ± −0.001 0.273 29 0.787 0.05

Q10 3.667 ± 0.844 3.533 ± 0.73 0.133 ± 0.114 0.941 29 0.354 0.172

Note: ***, **, and * denote significance levels at 1%, 5%, and 10% respectively
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5 Discussion and Analysis

The experimental results reflect the positive emotional impact of the anti-cyberbullying
device under the AIGC trend among adolescents. We can see that the intervention of this
device has significantly improved the emotional state and responses of adolescents. This
indicates the potential of the device to help adolescents better cope with cyberbullying
incidents, enhancing their emotional health and psychological resilience. Secondly, the
results emphasize the potential application ofAIGC technology in cyber safety education
for adolescents.With the increasing incidents of cyberbullying, we needmore innovative
methods to help adolescents identify and deal with these issues. The anti-cyberbullying
device under the AIGC trend offers a new approach, combining intelligent technology
and emotional management, and is expected to play a key role in raising cyber safety
awareness among adolescents.

However, we must also acknowledge the limitations of the study. Firstly, the exper-
iment’s duration was short, and we could only observe short-term emotional improve-
ments. Future research could consider long-term follow-ups to assess the lasting effects
of the device. Secondly, the sample size was relatively small, which might introduce
some selection bias. Future research could expand the sample size to enhance the repre-
sentativeness and generalizability of the study. At the same time, facing various forms
of cyberbullying, targeted measures should be taken, and a multi-dimensional approach
should be adopted. This study focuses on solving the psychological health issues caused
by cyberbullying from the perspective of the perpetrator, and subsequent research should
also consider the perspective of the victims to refine the design.

In summary, the study on the design of the adolescent anti-cyberbullying intervention
device under theAIGC trend provides new ideas andmethods for the field of cyber safety
education for adolescents. The short-term effects of this device are significant, offering
important support to help adolescents better cope with cyberbullying issues. We look
forward to future research that can further explore the long-term effects of this device
and investigate more innovative educational intervention methods to create a safer and
more respectful online environment.

6 Conclusion

This study aimed to explore the design of an anti-cyberbullying intervention device for
adolescents under the AIGC trend. With the rapid development of the internet, cyber-
bullying has become one of the serious issues facing adolescents, posing a significant
threat to their psychological health and safety. Adolescents, being in a critical period of
physical and mental development, need effective tools to face this challenge and culti-
vate awareness of cyberbullying. Through this study, we explored an intelligent device
combining AIGC technology aimed at enhancing adolescents’ awareness of cyber safety
and their ability to counter cyberbullying. Our experimental results show that this device
had a positive impact when interacting with adolescents, helping to raise their awareness
and aversion to cyberbullying and providing an effective intervention tool.

However, while this study has reached certain conclusions, there are still many future
challenges and opportunities. Future research could further optimize the design of the
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device to better adapt to the needs and cognitive characteristics of adolescents. At the
same time, we need to continuously update AIGC technology to provide more accurate
emotional assessment and feedback mechanisms. Additionally, we need to pay attention
to the long-term effects of the device’s use by adolescents to ensure its feasibility and
sustainability in practical applications.

Meanwhile, we hope this researchwill inspiremore studies on cyber safety education
for adolescents and contribute to building a safer, friendlier, and more respectful online
environment. In the future, we will continue to work hard, constantly improving the
device’s design to protect adolescents’ cyber health and safety better!

Appendix 1

1. Online Debates.
1.1 When I encounter views different from mine on the internet, I try my best to

persuade the other party.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
1.2 On the internet, I initiate debates actively and challenge others’ opinions.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

2. Online Harassment.
2.1 I have persistently bothered or mocked someone on the internet.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
2.2 I persist in harassing someone over disagreements or differing opinions.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

3. Online Exclusion.
3.1 I have intentionally ignored or excluded someone on the internet.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
3.2 I intentionally do not reply to someone’s messages to exclude them online.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

4. Online Stalking.
4.1 I follow someone’s activities on the internet and keep an eye on their updates.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
4.2 I search for and collect someone’s personal information on the internet.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

5. Defamation.
5.1 I have posted comments on the internet that damage someone’s reputation.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
5.2 I have spread false information or rumors about others on the internet.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

6. Fabricated Slander.
6.1 I have fabricated stories to slander others on the internet.
( 1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
6.2 I use the internet to twist facts to slander others.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
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7. Exposing Scams.
7.1 I expose others’ fraudulent behaviors on the internet.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
7.2 I have publicly exposed someone’s dishonest behavior on the internet.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

8. Schadenfreude (recording violent actions and uploading them online for others to
watch).

8.1 I have recorded violent actions and uploaded them online for others to watch.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
8.2 I have enjoyed watching videos of violent actions on the internet and found

pleasure in them.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

9. Malicious Voting (organizing or participating in malicious votes online, like voting
for the ugliest or most annoying person in class).

9.1 I have organized or participated in malicious voting online (such as voting for
the ugliest or most annoying person in class).

(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
9.2 I support and participate in malicious voting activities online.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

10. Online Impersonation (using someone else’s account to leave prank messages or
pretending to be a victim and publishing false statements.)

10.1 I have used someone else’s account online to leave prank messages.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
10.2 I have pretended to be a victim online and published statements.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

Appendix 2

1. In online debates, I sometimes strongly refute the other party’s opinions.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

2. In online social activities, I may be indiffe.
rent to people I don’t like.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

3. If I find someone’s behavior disagreeable, I may publicly express my dissatisfaction.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

4. When I see opinions I disagree with online, I may directly express my opposition.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

5. In the online communities I participate in, I may engage in activities that make others
uncomfortable.

(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

6. If I know someone is being attacked online, I may choose to participate.
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(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

7. I think some arguments and conflicts online are just harmless jokes.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

8. When I see someone’s reputation being attacked or slandered online, I may choose
not to ignore it.

(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

9. I think exposing online scams may not have much impact because there will always
be people who are deceived.

(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).

10. I think some tracking behaviors online are just harmless expressions of interest.
(1 Completely Disagree 2 Disagree 3 Neutral 4 Agree 5 Completely Agree).
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