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Abstract. Existing approaches to Theory of Mind (ToM) in Artificial
Intelligence (AI) overemphasize prompted, or cue-based, ToM, which
may limit our collective ability to develop Artificial Social Intelligence
(ASI). Drawing from research in computer science, cognitive science, and
related disciplines, we contrast prompted ToM with what we call spon-
taneous ToM—reasoning about others’ mental states that is grounded in
unintentional, possibly uncontrollable cognitive functions. We argue for
a principled approach to studying and developing AI ToM and suggest
that a robust, or general, ASI will respond to prompts and spontaneously
engage in social reasoning.
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1 Introduction

The ability to represent the content and state of each other’s minds, commonly
referred to as Theory of Mind (ToM) [39], underpins much of human social
cognition. It is theorized to take part in cognitive tasks as diverse as planning how
to cheer somebody up who got stuck in traffic [25] and complex financial decision
making [6] (see also [57] in which they suggest its lack may be instrumental in
contrasting behaviors, such as bullying). With much of human social cognition
hinging on ToM, it is unsurprising that AI researchers see it as a possible solution
to many hard problems in artificial social intelligence (ASI). Existing work in this
space focuses on deliberate (prompted) rather than spontaneous (unprompted)
ToM. In this theoretical contribution, we consider spontaneous ToM’s role in
humans and how a similar ability for AI could revolutionize work in ASI.

The idea that people maintain internal representations of each other’s minds
is by no means new. Ancient philosophies, such as Platonism [13] and Confu-
cianism [40], directly address social reasoning that matches modern definitions
of ToM. It appears later during the Renaissance when philosophers, such as
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Descartes [46], considered the ability to represent other minds. And, of course,
it has a place in contemporary research, much of which is founded on seminal
work that examined primate ToM [39]. The accepted definition for ToM, the
ability to ascribe mental states to others and use those ascriptions for behavior
predictions [21], stems from this research. The term theory of mind comes from
the idea that we develop an explicit theory as part of the underlying cognitive
process for representing minds. This theory-theory is far from the only expla-
nation. For example, other researchers have posited models that function based
on simulations [16] and that rely on the presence of a specific module for social
cognition [9] (which may or may not rely on the development of explicit social
theories). AI researchers have adapted many of these models for agents of all
types, from virtual agents to robots [20,21].

Extensive experimentation supports the various models and theories, which,
at a high level, can be bifurcated into two categories: those that prompt ToM
and those that do not. The quintessential ToM study, the Sally-Anne Test or
False Belief Task (FTB), relies on a prompt: Participants observe a short skit that
portrays a character, Sally, hiding a marble and another character, Anne, moving
it in her absence. The key question, which is also a prompt to the participants,
that tests ToM is, “Where will Sally look for her marble?” [1,67]. Many studies of
ToM in human-computer interactions rely on the basic Sally-Anne test paradigm
(e.g., [37]). However, not all human cognition studies rely on prompts of ToM
reasoning. For example, instead of asking participants for a particular action
or explanation, researchers observe behaviors, such as gaze duration, to study
spontaneous ToM. A typical finding of these studies is that participants’ gaze
at a scenario is statistically longer when their beliefs differ from a character’s
(typically false) beliefs [36,54].

Actual spontaneous and prompted instances of ToM differ considerably from
the common experimental paradigms. For example, while standing in line to
purchase some goods, a person may spontaneously construct a model of the per-
son in front of them which explains the items they are buying, e.g., they just
reached a significant career milestone and are celebrating by treating themselves.
Similarly, the person may have a friend whisper a prompt in their ear that trig-
gers an entirely different model, e.g., “That item is so indulgent, how wasteful!”
Despite this prompt, the observer may still come to the same conclusion. They
also may conclude something more cohesive with their friend’s suggestion. We
believe there is more than a nuanced difference between these scenarios and the
difference matters to the development of artificial social intelligence capable of
similar reasoning. The observer may not be another person but an AI-powered
shopping assistant and the friend, the developer of the AI. In the former case, the
shopping assistant might not say anything, but in the latter, it might chime in
about budget constraints. The normative response hinges on the actual dynam-
ics of the purchase event, but getting it wrong could sour a celebration or lead
to an account overdraft.

Our interpretation of the AI literature suggests that most ToM-enabled
agents rely on models of prompted rather than spontaneous ToM. That is, they
need explicit, pre-identified cues to know when they should activate their ToM.
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We remain agnostic about which approach is “best” or “optimal,” however, the
overreliance on prompted ToM reasoning may leave AI researchers unable to
definitively state whether a system does or does not have ToM—just like psy-
chologists assumed that people with autism spectrum disorder did not have rich
ToM until they started testing for spontaneous ToM [54]. Indeed, evidence of
this is already emerging in the study of the social reasoning abilities of large
language models [26,62].

Based on our literature review, we lay out principles for studying ASI, take
a stance on core features of robust (human-level) ASI, and highlight significant
challenges to its realization. To better understand the current state-of-the-art in
ASI, we need to start with a review of the psychological study of ToM.

2 Theory of Mind

The ability to ascribe mental states to others and use those ascriptions for pre-
dicting or understanding behavior, i.e., Theory of Mind, is a core function of
human social cognition. ToM helps us predict others’ intentions and may play
a critical role in developing and maintaining other cognitive abilities, such as
emotional intelligence [52]. Moreover, its role is so prominent in cognition that
we seemingly cannot help engaging it: People routinely ascribe mental states to
inanimate objects, including computational systems, even when they are well
aware of the objects’ inanimacy [7]. This reality makes it unsurprising that we
want intelligent systems to mimic, if not engage directly in, the same level of ToM
reasoning as we do, i.e., have ASI. Considerable effort has gone into realizing this
potential; an understanding of the modern research into ToM abilities will enable
us to both frame the state-of-the-art ASI and explain why some researchers argue
that building machines capable of thinking like humans necessitates engineering
in intuitive theory usage, such as ToM [28].

2.1 History

Premack and Woodruff’s research into chimpanzee social intelligence [39] is com-
monly cited as the modern foundation of ToM research. They argue that the
proper view of ToM is as a theory because it involves making predictions about
mental states that are not directly observable. Such prediction-making, they
posit, requires a model founded on assumptions about how minds work. Diving
into Premack and Woodruff’s research will lead a reader back to famous research
by Heider and Simmel that examines interpretations of apparent social interac-
tions in non-human agents, specifically geometric shapes [23]. Their experiment
involved two-dimensional shapes that “moved” in and out of a rectangle, “col-
lided” or “interacted” with each other, and, in so doing, displayed behavior that
study participants interpreted as being social. Premack and Woodruff’s research
also has forward links to seminal work on the emergence of ToM in childhood
development that gave us the prototype for empirical studies of ToM, the false
belief test [1,67]. A cascade of research flowed from this early work, leading to
a rich debate around the ToM cognitive process and how to study it.
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2.2 Perspectives on the Theory of Mind Process

Carving up the ToM body of research into meaningful divisions is not an
easy task. Researchers, ourselves included [20], typically divide the field based
on distinct theoretical positions. A common starting point is to sort research
into theory-theory and simulation-theory bins. Theory-theory states that peo-
ple develop folk or naive theories to explain their social world through science-
like experimentation that transpires during social interaction [53,67]. Simulation
theory states that people accomplish ToM reasoning by simulating the cognitive
state of others within their own mind [16]. Each theoretical bin contains more
precise theories describing the emergence and function of ToM. For example,
the child-scientists perspective argues that the scientific method is a blueprint
of ToM development and function [14,15].

Theories within both camps (and some that do not fit nicely into either)
have contributed to advancing AI ToM [20,21]. However, we believe another
distinction between approaches to studying ToM is equally meaningful to the
development of ASI: ToM as a spontaneous mental process versus a prompted
mental process. As will become clear, we use the term spontaneous to highlight
the uncontrollable, often inexplicable, nature of thoughts related to the mental
states of others. We shied away from the term unprompted because, we believe,
it overemphasizes the role of otherwise unrelated stimuli in the ToM reasoning
process. This logic is also why we landed on prompted: other terms, such as
intentional or deliberate, fail to capture the role of external stimuli in the process.

Spontaneous Reasoning. We define spontaneous reasoning as the set of unin-
tentional mental processes that give rise to spontaneous thoughts. Spontaneous
thoughts are those that happen seemingly uncontrollably and without reason
[34]. Spontaneous reasoning, albeit under various guises, has a storied history of
scientific inquiry. After a long run of prompting study participants to explain
the higher-order mental processes that gave rise to particular cognitive states,
researchers began to question whether people actually have access to internal
mental states at all [35]. Even though psychologists have gone to considerable
lengths to refine their methods for eliciting cognitive processes from people (e.g.,
[17,18]), it remains the case that there is no objective way to verify the veracity
of reports on cognitive processes or know if a person is, in fact, accessing them
[8]. This methodological gap means that, at least given the current state of cogni-
tive science, there is not a well-founded method for uncovering the spontaneous
reasoning that underpins a given thought—including those related to the belief
states of others.

Viewing ToM as spontaneous, i.e., a mental process grounded in uninten-
tional, possibly uncontrollable cognitive functions, forces a reconsideration of
existing theories, models, and empirical approaches. Consider theory-theory
explanations. Having direct access to one’s thoughts is implicit in the idea that
children function as scientists experimenting with models of cognition to explain
the reasoning of others. This implication exists because a person needs to isolate
projections of others’ mental states from their own mental states. Although they
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may not view it in this fashion, ToM researchers have acknowledged this reality,
at least in their empirical methods: Children with greater inhibitory control of
their cognition perform better in classic ToM tasks [4]. This insight is an inter-
pretation of an experimental phenomenon in which children report reality rather
than what a person with a false belief believes. Given sufficient inhibitory control,
a child can repress the urge to report on reality and provide the modal answer
that indicates they “have” ToM. This observation does not give much insight
into the cognitive functions underpinning the child’s social intelligence. It just
confirms that spontaneous reasoning can impact their social reasoning abilities.
Moreover, it does not verify the emergence of ToM abilities, as they may have
existed before inhibitory control was sufficient but hidden by the overwhelming
impulse to report on reality.

Prompted Reasoning. Much like spontaneous reasoning, the psychology
research community has long recognized the role of prompts, usually studied
in the form of explicit questions or cues, in cognition. This recognition extends
to the relatively small body of work committed to ToM, but it did go underappre-
ciated for some time. Early work documenting the emergence of ToM capabilities
noted how providing a mother with cues for reporting their child’s speech abili-
ties may have resulted in different responses. However, it did not consider how
prompts to the children may impact utterances [3]. More significantly, prompts
played a major role in research into the ToM abilities of autistic people. Much of
this significant body of literature documents a high degree of correlation between
deficits in ToM and autism spectrum disorder [1,10,22,38], however, this conclu-
sion is increasingly doubted [12], in part due to its reliance on explicit prompts.

Referencing research from other domains of cognition can facilitate a bet-
ter appreciation of prompts’ possible impact on ToM. The role that prompts
(and cues) can play in cognition is arguably understood thanks to research on
memory. The long-established result in memory studies is that cues facilitate
recall. For example, people are more likely to recall to-be-recalled words that
are associated with cue words at the time of memory than to-be-recalled words
without cue words or that were associated with the cue words after the initial
memory event [61]. Endel Tulving later made the provocative argument that
people do not actually forget some memories. Instead, the necessary triggering
cue is lost [60]. This insight spawned troves of research studying how exactly
prompts impact, even alter, memory. Most relevant to the study of ToM is the
finding that prompts can create false memories [29,30]. Imagining an experience,
such as a trip to Disney Land, can lead a person to believe that some part of the
imagined scenario actually took place [2]. Another important insight is that the
content of a cue can impact its effectiveness in generating the target memory
[63].

It is reasonable to think of prompts as intentional, overt acts like giving a
person a word to associate with a to-be-recalled word. In reality, prompts can
lack intention and be covert. Asking a misbehaving child to consider how their
actions may make another person act or feel is an example of an intentional,
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overt prompt intended to elicit a particular type of ToM reasoning. Overhearing
two adults discuss the harm caused by another person’s bad behavior may elicit
the same ToM reasoning, but, in this case, the prompt was unintentional. In the
case of ToM research, prompts that researchers unintentionally embedded in the
experimental methods they used to study it, which we review below, contributed
to them not accurately identifying when ToM emerges in childhood development.
Once they recognized this oversight, researchers developed implicit ToM tasks
to study spontaneous engagement in ToM reasoning.

2.3 Empirical Approaches to Studying Theory of Mind

Reviews of empirical approaches to studying ToM typically divide them into
two categories: those with explicit and those with implicit requests for ToM
reasoning, the latter of which researchers developed in response to criticisms
about the former’s ability to definitively detect the earliest examples of ToM
in childhood [31]. The classic example of an explicit approach is the most well-
known false belief test of ToM reasoning: the Sally-Anne test [1,67]. This test
involves a small skit enacted by two dolls, Sally and Anne, followed by a simple
question. Anne (and the child) see Sally hiding a marble in her basket and
leaving the room. While Sally is away, Anne transfers the marble into her own
box. Later, Sally returns to the room. A researcher then asks the child, “Where
will Sally look for the marble?”

With the impact of prompts on cognition in mind, the fatal critique of the
Sally-Anne test is obvious: Asking a child where Sally will look for the marble
may prompt them to consider the wider context of the skit. Not only does the
child need to realize that Sally might have a false belief (it may be the case
Sally has a true belief because she knows Anne and predicted the stealing of
the marble), but they need to recognize the demand of the researcher asking the
question. Does the researcher expect a response demonstrating first-order beliefs
(the modal response) or something richer?

In response to this and other criticisms, researchers developed implicit ToM
tasks that do not require direct interaction with research. For example, eye-
tracking and measures of gaze duration suggest that children as young as fifteen
months are able to predict the belief states of others [36]. This and related
experimentation build upon the violation-of-expectation method [11]. The pro-
totypical violation-of-expectation design has a child watch a person repeatedly
reaching for one of two toys (the target and decoy) that are always in the same
locations, in theory teaching the child of a preference for the target, after which
the locations of the toys are switched. The person then randomly reaches for
the target in its new location or the decoy that is now in the target’s former
location, with the result being that children tend to gaze longer at instances of
decoy reaches [68].

To elevate this design to a ToM test, Onishi and Baillargeon [36] had infants
watch an actor hide a toy in one of two locations. Next, its location was changed.
For some infants, the actor observed the change, thus maintaining a true belief.
For other infants, the actor did not observe the change, thus developing a false
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belief. The critical result confirming ToM is longer gaze times when the actor
held a false belief (they did). This design, however, has also come under intense
scrutiny given its less-than-ideal replication performance [12,27].

A meta-criticism of ToM research, thanks to the success and reality of
the various criticisms of ToM tests, is now common in the literature: Popu-
lar explicit and implicit tests of ToM abilities may only capture other, low-level
social-cognitive processes [24,43]. To illustrate, consider the dot perspective task
[47,48]. Participants see one of four scenes: two dots are in front of an avatar
(alternatively, a rectangle or arrow) in a room, one on the forward wall and
another on the side wall, or the dot on the side wall is behind their field of view
(or the location of the rectangle or arrow). Critically, faster correct responses are
recorded when the arrow or avatar’s perspective matches the participants (both
dots are in front) [48]. When there is a rectangle in place of the arrow or avatar,
there is no difference in response times [47]. These combined results suggest that
the dot perspective and related tasks are not studying Theory of Mind. Instead,
they may only study other, low-level cognitive processes [24]. Summarily, there is
not a widely accepted method for studying ToM, whether in children or adults,
that lacks such fatal confounds.

3 Artificial Intelligence and Theory of Mind

Note that this review is not an exhaustive or systematic review of AI ToM
research. It is a high-level treatment of important work related to developing
artificial social intelligence capable of ToM. Knowing the current state of affairs
in the psychological study of ToM allows us to frame the accomplishments of
artificial intelligence research related to ToM. Unlike human psychology, where
ToM is studied for its own sake, in AI spaces, it is typically studied in applied
settings as a means of overcoming another computational challenge. Thus, it
is most present in fields like human-computer interaction [20] and human-robot
interaction [21], but not as a fundamental problem of computation (although cog-
nitive scientists have approached it as a computational problem). In the com-
putational spaces that do pursue ToM research, much of it is focused on the
human components of interactions, asking questions such as do people perceive
ToM capabilities in the computational agents (whether it is there or not) (e.g.,
[45] which documented similar neurological responses to human and computer
opponents in the ultimatum game).

Rudimentary examples of systems capable of modeling mental states have
existed for nearly five decades [33], but robust computational approaches to ToM
only emerged early this century. Virtual agents that were increasingly human-
like opened an opportunity for simulation work centered around predicting how
people with differing perspectives and beliefs might interact with them. This
research opportunity led to the development of PsychSim [32], a continually
maintained platform that enables researchers to implement psychologically valid
models of human behavior in virtual agents. The decision-theoretical capabilities
of PsychSim allow it to model rich features of human cognition, including ToM
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[42]. Researchers have used PsychSim to study topics in human-computer/robot
interactions as varied as calibrating trust [66], disaster responses [41], and gen-
erating characters for interactive narratives that are capable of ToM [55,56].

Advances in machine learning (e.g., transformers [64]) and modern models
of cognition (e.g., hierarchical Bayesian models [58]) have led to chatter about
the possibility of developing human-level AI. Psychologists argue that in order
to achieve this, computer scientists need to develop technologies beyond what
is currently available [5,28]. In response, computer scientists have demonstrated
just how close to higher-order human cognition machines can come. Researchers
from Google’s Deepmind and Brain, for example, developed a ToM neural net-
work model capable of not only learning to model the behavior of other artificial
agents but also of passing classic ToM tests (e.g., false belief tests) [44].

More recently, large language models have overtaken research in artificial
intelligence and related fields. Our interests lie in whether they, or any other
computational models, can represent the belief and belief-like states of others,
i.e., can they achieve a theory of mind? If we only consider their ability to
perform in standard false belief tests, then the answer may be yes. A large-scale,
multimodal language model outperformed six-year-old humans, achieving 75%
on 40 false belief tests [26]. Unfortunately for this model, trivial alterations to
the tests undermine its performance [62], and it seems reasonable to assume
that these alterations would not impact human performance. Additionally, even
when they are able to arrive at the correct answer to a false belief test, large
language models appear to lack an understanding of why it is the modal answer
[59], meaning they lack a “theory” of mind beyond pure statistical associations.
Researchers argue that this shortcoming may result from a lack of pragmatic
representation, a feature for which state-of-the-art models still rely on explicit
definitions [49].

Equally important to how researchers instantiate ToM in computational sys-
tems is how they test it—not unlike the case for humans. Most studies of com-
putational ToM rely on some adaptation of a false belief test, and they are
prompted studies—that is, the machines are explicitly asked to report on a hid-
den mental state. But, contingent on how one views training and validation,
some approaches hint at spontaneous ToM.

Obviously, how we ask questions of and give cues to machine intelligence is
markedly different from how we do the same with humans. In many ways, the
prompts given to AI models of ToM are present in their design, training, and
tasks. To illustrate a design impact on ToM, consider PsychSim [32,42]. Psych-
Sim agents rely on behavioral policies for both their own actions and interpreting
the actions of other agents. These policies are typically a bounded lookahead pro-
cedure that accounts for other agents’ actions as well as environmental dynamics.
By adjusting the parameterization of these models, researchers can capture dif-
ferent ToM abilities. In practice, adjusting a model’s lookahead length is telling
it how to execute its ToM reasoning about other agents. In a human setting, it
is akin to telling people in a prisoner’s dilemma how many rounds they will play,
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knowledge that will undoubtedly alter how they model each other’s decision-
making.

An alternative to endowing agents with predetermined models is allowing
them to learn optimal parameterization from data [69], or more generally, what
model best accounts for variance in behavioral data [44]. ToMnet [44], for exam-
ple, posits an observer agent (which is a deep neural network) and policy-based
agents. The latter execute their policies in simple grid-world environments, while
the observer learns from their behavior. The observer has its own reward function
which hinges on its ability to learn to represent multiple agents with differing
policies, rewards, and parameterizations functioning in the grid-world. Critically,
the observer agent has access during training and testing to the entire grid-world.
This access allows it to embed end-to-end representations of behavior that it can
later draw on when making ToM predictions. When considered in the context of
the observer’s reward function, this access is also explicitly prompting it about
what to pay attention to. In effect, the observer only knows one type of question,
so when presented with data, it answers that question (in this instance, what
will a policy-based agent do next).

It is reasonable that computer scientists turn to psychology for ToM tasks.
Human behavior, after all, is the source of our interest in ToM. Realizing human-
level reasoning abilities in AI is the goal for many researchers, so naturally,
they want to train, validate, and test their models just like psychologists test
humans. Adopting test protocols from psychology, however, is a fraught practice.
As noted, many of the tests are flawed. For example, the prototypical false belief
test explicitly tells participants what behavior matters to the researcher and
what answers are acceptable. In the case of humans, these details are implicitly
negotiated through conversational norms, such as Gricean maxims [19], that
dictate how we interact. In the case of AI, it is often the case that the systems
must be engineered to perform a given task. In so doing, the prompts, along with
any flawed reasoning, are inbuilt. This reality is excellently illustrated between
the two large language model papers we cited above: Kosinski gave the model
standard tests of ToM and concluded that the system either had ToM or the
test was flawed [26]. Ullman perturbed the tests in minor ways, which he argues
would not prove a challenge for children, and found that the model failed and
concluded that it did not have ToM [62].

AI systems that are able to perform on classic ToM tests still tend to be rel-
atively narrow intelligences. Most state-of-the-art systems still rely on human-
defined models of social reasoning. This reliance limits their abilities: current
models of ToM lack generalizability, particularly when considered from a com-
putational resources perspective [20]. AI ToM models are also constrained by the
data that they learned from. As Ullman pointed out, this challenge is surmount-
able to some extent by adding new training cases [62]. Ultimately, however, that
does not appear to create intelligence with the same abilities for generalization
as humans, just one that has ‘seen’ a lot of data, i.e., instances of a particular
type of reasoning. Other domains, such as competitive video game models, more
clearly illustrate this observation. Consider the state-of-the-art deep learning
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project AlphaStar, a model trained to excel in playing a particular game (Star-
Craft II) [65]. Even though it is super-human in its abilities, humans who are able
to generalize their strategies ultimately beat it. This illustration is analogous to
the state of ToM and AI: although given enough data, models can perform at
super-human levels, they remain brittle and are particularly prone to fail when
confronted with tests that require generalization.

We believe a reasonable hypothesis is that the prompt and prompt-like archi-
tectures researchers use when developing AI ToM models may inhibit general-
ization. Moving away from prompt-based and towards spontaneous reasoning
models might uncover new insights into AI and human ToM. Artificial social
intelligence, just like human intelligence, should be capable of more than just
prompted social reasoning. State-of-the-art research, however, exclusively studies
instances of prompted ToM. Assuming that ASI is the goal of studying AI ToM,
which appears to be the case for many research teams, then a more principled
approach to its study is needed.

4 A Principled Approach to Studying Artificial Social
Intelligence

Theory of Mind is just one component of a broader class of cognitive skills that
help people navigate the social world. Reproducing our ability to (seemingly)
read each others’ minds in a machine is an alluring prospect. Unfortunately,
not only does it appear that currently available computational resources are not
sufficient, but the psychology is also incomplete. These hurdles, of course, do
not mean AI ToM and ASI are not worth pursuing. However, a more principled
approach could benefit our collective efforts, particularly since we cannot rely
entirely on human psychology research to provide definitive answers about the
phenomena we are working to replicate.

4.1 Consider How a Question Shapes the Answer

There is an art to asking questions, whether of other people or AI. Social psychol-
ogists have long appreciated that how we ask a question can shape the answer we
get from a respondent [51]. This appreciation stems from the observation that
answering a question requires an understanding of the semantic meaning of the
actual words and an appreciation of the intent of the questioner [50]. We believe
the same general insight about asking questions applies to scientific research in
that how a research question is asked can ultimately determine what answers
are possible. For example, well-executed false belief tests can assess whether a
child is capable of representing the belief state of another person, but does not
directly answer the question of whether they have robust ToM and are capable
of representing a rich set of mental states. The same is true of AI ToM. Research
methods that rely on prompting for a response will generate answers that reflect
the prompt(s), whereas research methods that rely on observation of sponta-
neous ToM will generate answers that reflect the structure of the observation.
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Both are valuable but can provide different answers about ToM. We believe that
a foundational principle to any research is the consideration of how a question
may shape the answer. Ullman has already demonstrated this in the LLM ToM
space with his minor modifications to classic reasoning tasks that undermined
the models’ performance [62].

4.2 Focus on Definable Social Intelligence Skills

The research into human ToM is undoubtedly informative (else we would not
have reviewed it here), but its prominent role in how we think about ASI may
hinder success. Theory of Mind takes more than assessing whether somebody
has a false belief—beliefs are just one of many mental states we predict about
each other. Nevertheless, belief plays an outsized role in the study of ToM abil-
ities. Similar to beliefs are the general class of mental phenomena, sometimes
called propositional attitudes, that reflect how we view a given proposition.
These belief-like states are arguably as important to our social cognition but
spectacularly underrepresented in the ToM literature. To illustrate, consider the
statement student A is hoping for a good grade, in which hoping is the propo-
sitional attitude. Like a belief, another person can represent this attitude and
hold their own attitude about it, thus have ToM related to the mental state of
hoping. A robust ASI will keep track of more than just beliefs; arguably, it will
be able to maintain representations of the same mental phenomena as humans,
including beliefs, hopes, desires, and more.

Theory of Mind eludes a consensus definition, possibly due to the related psy-
chology research having a relatively narrow scope (i.e., focusing on beliefs rather
than a more general ability). The lack of an accepted definition means that AI
researchers are left to select, even invent, an operational definition of ToM that
they can test their systems against. Formally defining the social intelligence skill
in question is one principle we believe will yield quicker progress toward ASI.
Formal definitions will facilitate such progress by improving our communication
about the AI abilities we are working on and what we have accomplished. For-
mally defining the general ability to represent the mental states of others, i.e.,
ToM, and studying that definition in an AI fits with this principle. However,
it may be more beneficial to define and study less nebulous abilities, for exam-
ple, the ability to represent a belief, hope, or desire. This scope narrowing will
naturally necessitate a change in how researchers talk about AI ToM, such as
saying they are working on a specific ToM skill rather than ToM in general. The
predicted benefit is that it may facilitate quicker, more effective development of
ASI.

4.3 Establish Ground Truth of Social Intelligence

A valuable insight from existing tests of ToM, whether in psychology or computer
science, is the need to rely on scenarios in which ground truth exists. Consider the
Sally Anne test. Children likely view the prompt regarding the marble as genuine.
That is, they do not think that the researchers are trying to deceive them or
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willfully withholding valuable information (e.g., Sally does not trust Anne based
on prior marble-moving behavior). Meanwhile, adults might consider the prompt
more cautiously. Although there is ground truth with respect to the marble,
there is not necessarily ground truth available for Sally’s belief state outside
of what the researcher claims. This lack of ground truth is not problematic for
naive agents. However, for sophisticated agents, it introduces another variable to
consider. The agent, whether an adult or computational system, must consider
other possibilities, such as the mental states of the person issuing the prompt
and critical information about the characters they might not know. A wrong
answer about where Sally will look for the marble may indicate robust ToM,
just not in the expected fashion.

5 Robust Artificial Social Intelligence

A robust ASI is an artificial intelligence with social reasoning abilities on par
with adult humans. This definition differs from other robust AI systems in which
the robustness typically describes their inertness to perturbations or adversarial
attacks. Like humans, ASI may not always know the normative response to a
social query or quandary. However, robust ASI will be able to reason about
the mental states of the agents it observes and make predictions based on that
reasoning. This ability means a robust ASI can respond to prompts about social
situations, such as where a person will look for an object that they previously hid
but was moved by another agent, as well as spontaneously engage in reasoning
about the mental states of others, such as recognizing when a person is searching
for something and offering to help. Minimally, robust ASI will:

– Respond to social prompts: It will engage social intelligence to answer
questions, react to cues, and respond to similar stimuli.

– Spontaneously engage in social reasoning: It will engage in reasoning
about the mental states of others without explicit or deliberate prompts.

We think that the current models of Theory of Mind reasoning and associated
empirical approaches to testing them do not fully consider both prompted and
spontaneous reasoning. An over-emphasis on prompt-based tests of theories may
falsely confirm their validity as models can learn the normative response to a
prompt but not actually need to represent the mental state in question. Without
an actual representation of the mental state, a model might fail to generalize its
knowledge to trivially different social settings [26,62].

6 Conclusion

Our collective, likely unintentional, focus on prompted Theory of Mind for AI
will almost certainly slow and possibly inhibit progress toward ASI. The bril-
liant experimental paradigms that allowed researchers to unlock core insights
about how people reason about the mental states of others, such as the Sally-
Anne test, appear to have created this exact effect in human psychology. Relying
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on prompted studies of ToM is already leading to erroneous conclusions in AI
research, as we saw with the competing studies of a large language model’s
ToM abilities. A more principled approach to studying AI ToM that consid-
ers how questions shape answers, focuses on definable social intelligence skills,
and seeks out the ground truth of social intelligence, we believe, will enable the
research community to avoid unnecessary delays in developing robust ASI that
can respond to social prompts and spontaneously engage in social reasoning.
And, hopefully, such an approach will allow us to enjoy the help of an AI assis-
tant that has enough social intelligence to not spoil the celebration of a small
victory by reminding us of financial obligations.
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