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Foreword

This year we celebrate 40 years since the establishment of the HCI International (HCII)
Conference, which has been a hub for presenting groundbreaking research and novel
ideas and collaboration for people from all over the world.

The HCII conference was founded in 1984 by Prof. Gavriel Salvendy (Purdue
University, USA, Tsinghua University, P.R. China, and University of Central Florida,
USA) and the first event of the series, “1st USA-Japan Conference on Human-Computer
Interaction”, was held in Honolulu, Hawaii, USA, 18–20 August. Since then, HCI Inter-
national is held jointly with several Thematic Areas and Affiliated Conferences, with
each one under the auspices of a distinguished international Program Board and under
one management and one registration. Twenty-six HCI International Conferences have
been organized so far (every two years until 2013, and annually thereafter).

Over the years, this conference has served as a platform for scholars, researchers,
industry experts and students to exchange ideas, connect, and address challenges in the
ever-evolving HCI field. Throughout these 40 years, the conference has evolved itself,
adapting to new technologies and emerging trends, while staying committed to its core
mission of advancing knowledge and driving change.

As we celebrate this milestone anniversary, we reflect on the contributions of its
founding members and appreciate the commitment of its current and past Affiliated
Conference Program Board Chairs and members. We are also thankful to all past
conference attendees who have shaped this community into what it is today.

The 26th International Conference on Human-Computer Interaction, HCI Interna-
tional 2024 (HCII 2024), was held as a ‘hybrid’ event at the Washington Hilton Hotel,
Washington, DC, USA, during 29 June – 4 July 2024. It incorporated the 21 thematic
areas and affiliated conferences listed below.

A total of 5108 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1271 papers and
309 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will
be included in the ‘HCII 2024 - Late Breaking Papers’ volumes of the proceedings to
be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2024 - Late Breaking Posters’ volumes
to be published in the Springer CCIS series.



vi Foreword

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2024 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my sincere
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

July 2024 Constantine Stephanidis
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Preface

Human-Computer Interaction is a Thematic Area of the International Conference on
Human-Computer Interaction (HCII). The HCI field is today undergoing a wave of sig-
nificant innovation and breakthroughs towards radically new future forms of interaction.
The HCI Thematic Area constitutes a forum for scientific research and innovation in
human-computer interaction, addressing challenging and innovative topics in human-
computer interaction theory, methodology, and practice, including, for example, novel
theoretical approaches to interaction, novel user interface concepts and technologies,
novel interaction devices, UI developmentmethods, environments and tools, multimodal
user interfaces, human-robot interaction, emotions in HCI, aesthetic issues, HCI and
children, evaluation methods and tools, and many others.

The HCI Thematic Area covers four major dimensions, namely theory and method-
ology, technology, human beings, and societal impact. The following five volumes of
the HCII 2024 proceedings reflect these dimensions:

• Human-Computer Interaction - Part I, addressing topics related to HCI Theory and
Design and Evaluation Methods and Tools, and Emotions in HCI;

• Human-Computer Interaction - Part II, addressing topics related to Human-Robot
Interaction and Child-Computer Interaction;

• Human-Computer Interaction - Part III, addressing topics related to HCI for Mental
Health and Psychological Wellbeing, and HCI in Healthcare;

• Human-Computer Interaction - Part IV, addressing topics related toHCI, Environment
and Sustainability, and Design and User Experience Evaluation Case Studies;

• Human-Computer Interaction - Part V, addressing topics related toMultimodality and
Natural User Interfaces, and HCI, AI, Creativity, Art and Culture.

The papers in these volumes were accepted for publication after a minimum of two
single-blind reviews from the members of the HCI Program Board or, in some cases,
from members of the Program Boards of other affiliated conferences. We would like to
thank all of them for their invaluable contribution, support, and efforts.

July 2024 Masaaki Kurosu
Ayako Hashizume
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Through the Waves: An Auto-ethnographic
Perspective on HCI Design and Research

Ali Arya(B)

Carleton University, Ottawa, Canada
arya@carleton.ca

Abstract. This paper is an auto-ethnographic review of HCI research and design
waves, or paradigms, as seen from the perspective of the author’s personal expe-
rience. Through reflection on a series of research projects spanning more than
twenty years, the paper explores the answers to questions such as howmethodolo-
gies are chosen based on worldviews, how they affect findings and conclusions,
and what are possible directions for upcoming paradigm shifts in HCI.

Keywords: Human-Computer Interaction ·Wave · Paradigm · Reflection

1 Introduction

The field of human-computer interaction has experienced multiple overlapping yet
distinct waves or paradigms [1]:

• The first wave was mainly positivistic, based on HCI’s engineering roots, focused on
human factors, and giving clear answers to specific problems using experimental and
mostly quantitative methods.

• The secondwave considered users in amore situatedway, allowing for social, cultural,
ethnic, and gender influences and some qualitative methods.

• The third wave was influenced by social constructivism, emphasizing the role of the
researcher’s opinions, and also cultural and social values, and encouraging pluralism
for design, with common reliance on qualitative methods.

• A fourth wave is suggested by various researchers with alternatives such as trans-
disciplinary design [2], entanglement [3], and critical realism-based views [4].

In its early years, prior to thewidespread use of personal computers, HCIwas primar-
ily focused on human factors in computerized workspaces. It was in the late 1980s and
early 1990s that the notion of human “actors” started what was later called the second
wave of HCI [5].What mainly distinguished these twowaves was the shifting focus from
individuals in well-controlled special work environments to groups of different users,
working on various applications, and with different situations, that required more user-
centred and participatory design approaches [1, 5, 6]. The methodology observed a shift
from traditional engineering approaches to social ones, and introduced some qualitative
methods. The third wave happened when computers became widespread in non-work

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Kurosu and A. Hashizume (Eds.): HCII 2024, LNCS 14684, pp. 3–15, 2024.
https://doi.org/10.1007/978-3-031-60405-8_1
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4 A. Arya

situations and used by a variety of people from different socio-cultural backgrounds [6].
As for methodology, we see a stronger shift towards qualitative methods, understanding
relativity and pluralism, and payingmore attention and givingmore value to the designer
and researcher’s opinions and biases. The key difference between the second and third
waves is this attention to pluralism [6], which is both using methodologies that support
multiple points of view and also usingmultiplemethodologies. It shows itself in different
ways such as using mixed or multiple research methods and also personalization and
customization in the design of HCI solutions. There are various alternatives suggested
for the basis of a fourth HCI wave [2–4], which is still a topic of discussion and I will
propose my own thoughts on it.

While HCI publications show active engagement of researchers in three established
HCI paradigms and a lively discussion on the possible fourth, the number of HCI
researchers pursuing research under the third and fourth paradigms is fairly small. The
majority of HCI studies are still following a positivistic worldview represented by tra-
ditional user studies that assume a “better” solution exists and can be found through the
comparison of limited quantitative metrics.

As an HCI researcher with an engineering background, I have worked on different
research projects in the past twenty-plus years. These projects cover three established
HCI paradigms and have started to move towards possible fourth ones. In this paper, I
focus particularly on my personal experience in six research projects (some consisting
of sub-projects). Based on personal notes and email communications related to these
projects and revisiting the data that was collected and our published papers, I contextu-
alize the experiences with auto-ethnographic recollections and systematically [7] reflect
on my growth as a researcher. My recollections highlight the significant aspects of my
experiences and are presented as a short narrative or vignette [8, 9]. Reflecting on these
narratives and in the context of existing HCI theories, I discuss what I have learned from
my experience in HCI research and how my perspective has changed from a positivistic
one that is looking for the right answer to a more holistic one that recognizes the possi-
bility of different rights and wrongs, and tries to bring together various perspectives from
individual to groups of users, and possibly other entities with agency, such as intelligent
machines.

Following this auto-ethnographic methodology, I discuss some reflective insights
related to the following research questions:

1. How did I choose a research approach (and epistemology) for a particular project and
how was that choice influenced by my worldview (and ontology) at that time?

2. How did my research approach (and so, my worldview) influence my findings and
conclusions?

3. How did my research approach change over time?
4. What are the barriers to (or reasons against) moving onto further waves?
5. What are some of my research elements that go beyond the 3rd wave, and suggest

new aspects for the 4th wave?
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2 Research Approach

Auto-ethnography, i.e., research through self-observation and reflection, and other first-
person approaches have recently drawn the attention of theHCI community [10, 11]. This
attention is in line with the third wave of HCI. Focusing on the researcher’s first-hand
experience, auto-ethnographic HCI research admits the subjective nature of research
and aims to use reflection on personal experience to gain insight on various topics.
Contrasting typical ethnographic work that is based on the researcher’s observation in a
particular site over time, multi-sited auto-ethnography uses the researcher’s reflections
on their own experience in various related experiences [9].

In this paper, I briefly review some of my research projects as the experiences for
the multi-sited auth-ethnography. They are presented in almost chronological order,
although there are overlaps, and each may encapsulate multiple projects, related to each
other under six themes:

• Animated agents. The project started my HCI journey by recognizing the impor-
tance of user perceptions, aiming to measure how users perceive the personality and
emotions of animated agents.

• Gesture-based and multimodal interaction. With the advances in motion tracking
back in the 2000s, this project investigated the effectiveness of gesture-based input
compared to mouse and keyboard.

• Augmented and virtual reality-based learning. The availability of augmented and
virtual reality devices in the 2010s encouraged me and many others to study their
effectiveness in providing learning experiences. The user experience in these projects
started to be more situated and embodied, as in the 2nd wave of HCI.

• Game-based learning. Various forms of game-related activities, such as game jams
and co-design workshops, have been the subject of my research, where I started to
(1) use qualitative methods and (2) consider social and cultural issues that influence
the user experience.

• Community-based design. Working with different communities, such as Indigenous
Peoples, I stepped into the 3rd wave of HCI and started to appreciate the pluralism
while facing the new artificial intelligence trend that promotes a single truth. It also
introduced the notion of user empowerment, which goes beyond adopting and using
technology and includes owning and managing it, something that I believe should be
essential in the 4th wave.

• Transformative learning. My current umbrella project aims to understand how
technology can help learners with reflection, empathy, and perspective change.

The experiences are presented through short descriptions, a.k.a. vignettes, that are
based on my field notes, emails, and publications. These descriptions act as the archive
on which reflections and discussions are based [9]. Vignettes are written in italics and,
to the best of my ability, represent facts, or the explicit story (i.e., recollection of what
happened). They are accompanied by a short explanation and contextualization, which
is aimed at showing how that experience is related to what was going on in the research
world, and also my thoughts and feelings about these experiences, or the implicit story
(i.e., my subjective reflections). This reflective process provides answers to research



6 A. Arya

questions 1, 2, and 3. A discussion of generated insights will then attempt to offer
possible answers to research questions 3 and 4, which go beyond the actual experiences.

3 Reflection on Experiences

Before discussing the experiences, it is helpful to get an idea of how I positioned myself
for these research projects.

I studied electrical engineering and worked as a computer engineer (both hard-
ware and software) for about 10 years before coming back to school to get my
PhD. My engineering background got me into many research and design tasks
where the output was evaluated against clear specifications, such as precision
when controlling a robotic arm or the ability to enter and show text bilingually
when localizing a computer terminal’s firmware. While almost all projects that I
worked on had the notion of user in them, none of my experiences prior to my doc-
toral studies involved any user study, and my understanding of human-computer
interaction was limited to the notions of text-based console vs. graphical user
interface. This applied to both my work in Iran, where I was born and trained,
and in Canada, where I worked for two years before pursuing a PhD. In Canada,
both at work and during my university application process, my training and back-
ground as a computer engineer were considered strong and up to the relevant
standards. After finishing my PhD at the University of British Columbia, I did two
years of post-doctoral work at Simon Fraser University, and then joined Carleton
University’s School of Information Technology. While I did my doctoral studies
in a typical Electrical and Computer Engineering department, my academic units
both at Simon Fraser and Carleton were focused on Interactive Multimedia with
a more interdisciplinary and human-oriented nature.

Looking back at my education and work experience, I find it noteworthy that user-
centred design was not considered an important part of the training for an engineer,
even computer engineer and software programmer. Human-computer interaction, for
example, was a course in computer science degrees relevant mostly to those who would
work on interface design. Interdisciplinarity and human focuswere unusual amongmany
university programs I had seen and made my post-doc and new faculty position rather
different compared to mainstream (at least, back in early 2000s).

3.1 Contextualizing the Experiences

Animated Agents. During my doctoral and post-doctoral studies, and the first couple
of years as a faculty member, I worked on facial animation. This group of projects
started my HCI journey by recognizing the importance of user perceptions, aiming to
measure how users perceive the personality and emotions of animated agents. The first
project used transformations on a photograph to create various facial states, and was
evaluated using a variety of input images and some objective measures. Inspired by
traditional animation and the concept of “believable character” [12], I soon realized that
facial animation cannot be evaluated objectively, and its quality depends, primarily, on
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viewers’ perception. As such, the second and third projects used facial actions to cause
certain perceptions of personality and emotion in viewers. They were evaluated by users
through Likert scale quantitative data (for example, the effect of head-nod as an action
on the perception of dominance as a personality dimension). The projects enjoyed the
collaboration of researchers from psychology who not only could advise onmatters such
as perception, personality, and mood, but also on running user studies.

The majority of computer graphics and animation research papers in the 20th century
and early 2000s used either objectivemeasures such as image-basedmetrics or presented
a variety of examples to show the system’s ability to generate a diverse set of outputs.
The notion of perceptual validity was rather novel at that time but becamemore common
as we moved towards the 2nd wave.

Gesture-Based and Multimodal Interaction. With the advances in motion tracking
and 3D cameras like Microsoft Kinect back in the 2000s, my gesture-based interaction
project investigated the effectiveness of body gestures, tracked using computer vision,
as input device compared to mouse and keyboard. Simple games were developed by my
research team, and the users were asked to perform game tasks such as selecting an object
or hitting/catching a virtual ball, using body motion tracked by camera and traditional
mouse and keyboard. The evaluation was hypothesis verification and quantitative. But
we supported both objective measures (such as the number of errors) and subjective ones
(such as ease of use). The participants were asked to provide any qualitative comments
theymight have, although these were not analyzed or used in hypothesis verification, and
only considered for future revision of our experience design or general ideas on vision-
based input. This research resulted in ideas on a more holistic approach to multimodal
interaction where different modalities can seamlessly combine [13].

Similar to user perception, body gestures were a motivation for the move towards
the 2nd wave. Using a mouse and keyboard has clear embodied/ergonomic aspects and
can cause fatigue and other physical impacts. However, full body or arm gestures more
clearly originate from how we interact with our environment holistically. They suggest
that the interaction with computers also needs to be holistic and multimodal.

Augmented and Virtual Reality-Based Learning. The availability of augmented and
virtual reality devices in the 2010s encouraged me and many others to study their effec-
tiveness in providing learning experiences. The user experience in these projects started
to bemore situated and embodied, as in the 2ndwave ofHCI. The studies commonly used
quantitative measures (both objective and subjective) to evaluate the learning activities
using AR/VR compared to control groups that used traditional methods such as lecture
notes and slides. Later studies in this group (in the early 2020s) analyzed some quali-
tative data collected through short written comments and observations, particularly to
investigate topics such as inclusion and engagement. We tried to do a thematic analysis,
but there was no rigorous approach to data collection and coding, mainly due to limited
ability to interact with participants, lack of proper planning in advance, and general
unfamiliarity with qualitative research and its nuances.

In the fields of educational technology or HCI, comparing the effectiveness of a
method to a control group (more traditional and established method) is common. In
reality, though, instructors use a variety of modalities and methods. One may argue
that observing how people use a method and seeing what they think and feel can be
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much more useful when it comes to incorporating that method into actual educational
scenarios. 2nd and 3rd waves of HCI included a growing number of studies that replaced
research questions such as “Is A better than B?” with those such as “How is A useful
compared to B?”, which resulted in more qualitative research approaches.

Game-Based Learning. In the 2010s and 2020s, various forms of game-related activi-
ties, such as game jams and co-design workshops, have been the subject of my research,
where we started to (1) use qualitative methods and (2) consider social and cultural
issues that influence the user experience. Our research methods started with surveys
with quantitative metrics and short interviews. Later, we also collected notes based on
our workshop observations. However, the workshop experience was short, so we had
limited observations, and it became evident that interviewing is an important skill that
significantly affects the usefulness and validity of findings. The inclusion of special con-
siderations for the target group (children, in this case) was another important aspect of
this study, in line with the second wave of HCI research.

Despite a significant amount of research on game-based learning and gamification,
there are still many contradictory claims about their effectiveness. Similar to the previous
group of projects, a common problem is the way research questions are structured that
aimed at finding metrics showing the success or failure of a method. The alternative way
of presenting a research question (in the form of how something happens) is more in line
with the 2nd and 3rd waves of HCI as they allow pluralism and avoid binary single-view
perspectives.

Community-Based Design. Working with different communities, such as Indigenous
Peoples, we stepped into the 3rdwave of HCI and started to appreciate the pluralism. The
main point of our community-based researchwas that communities aremore than a group
of individuals and, as such, have their own holistic protocols, traditions, and knowledge
that need to be taken into account for research and design [14]. In addition to exploring
models for involving communities in research, this group of projects introduced the
notion of user empowerment, which goes beyond adopting and using technology and
includes the ability to create, own, and manage technology products, something that
requires proper training and I believe should be essential in the 4th wave of HCI. Our
methodology in this research was mainly qualitative, as notions such as engagement and
inclusion are subjective and hard to quantify.

There is a growing body of research on working with communities with an emphasis
on direct involvement and the community’s ability to own and manage technology [14].
In particular, Indigenous communities in North America, Africa, Australia, and New
Zealand have been the subject of a few community-based research and development
projects. Despite these efforts, more needs to be done to develop proper models for
designing and using emerging technologies such as AI and VR, as they have their own
specific characteristics. The 3rd and 4th waves of HCI are particularly important here,
as there is no unique “right way” when it comes to different communities. Denying a
single truth for product and interaction design is in line with what is sometimes called
ontological design [15] which moves away from the modernist one-world ontology to a
pluralistic approach with multiple community-based worldviews and designs based on
them.
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Transformative Learning. Earlier projects on personalized exercise games and rec-
ommender systems introduced my research to the idea of understanding users individ-
ually, rather than as members of different categories (personalization vs. categoriza-
tion). Together with the community-based approach presented earlier, I started to see a
more holistic view that locates an individual within a community. Following the idea of
using VR in education, my current umbrella project aims to understand how technology
(especially VR) can help learners with reflection, empathy, and perspective change, and
ultimately, help them become better members of their society. The notions of inclusion,
emotional engagement, and critical thinking are essential in these studies. Relying on
2nd wave notions such as situated and embodied learning in VR, we also incorporate
3rd wave ideas, such as socio-cultural concerns and personalization, to understand how
VR can help with reflection, followed by perspective and behaviour change.

Transformative learning is considered a natural step after transactional and experien-
tial learning [16]. It relies on the hands-on and situated aspects of experiential learning
and extends its reflective nature to a more critical state that can transform the learner by
fostering changes in opinions, attitudes, and behaviours. These notions offer potential
characteristics for HCI research and design that can go beyond the 3rd wave and suggest
transformation as a new essential feature in the 4th wave. They also encourage a more
holistic approach to research and design, which can bring various notions together, such
as transformation [16], empowerment [14], and multimodalities [13].

3.2 How Did I Choose a Research Approach (and Epistemology) for a Particular
Project and How was that Choice Influenced by My Worldview
(and Ontology) at that Time?

Cartesian mind-body dualism (followed by other dualisms such as truth-false and good-
evil) is the foundation of many western schools of thought. This worldview tends to
believe in an objective truth that is out there, independent of the subjective mind of the
observers. Such ontological approaches further promote positivism and related empiri-
cal epistemologies that aim at observing, measuring, and theorizing that objective truth
through scientific method. Despite the well-established notion of uncertainty in sci-
ence (managed by probability and possibility theories), even postpositivist critiques of
positivism still believe that there is an objective truth, even though they admit that the
observer’s biases can affect how we measure and understand the truth, so try to control
and limit that bias and uncertainty through various methods. Social constructivist epis-
temologies, on the other hand, embrace uncertainty and bias by questioning the notion
of an objective truth. Most researchers and practitioners in natural sciences and engi-
neering, and many in social sciences, follow the positivist/postpositivist schools as seen
in the 1st and 2nd waves of HCI.

My earlier projects clearly followed such an approach. In the case of facial animation,
for example, there was an implied assumption that there is an association between facial
actions and the perception of an emotion or personality type. Despite the understanding
that such an association is varied and changes from one person to another (no single
truth, in that case), the project aimed at establishing another form of objective truth, in
the form of statistical averages. By experimenting over a range of viewers, we defined a
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“typical association” when a single individual one was not possible. In other terms, as a
researcher from the positivist/postpositivist camp, I acknowledged the fact that people
are different but was still looking to find one “typical/average” truth that could be used
for practical purposes such as creating an animation that is likely to be perceived as
expected.

Similarly, using limited quantitative measures (such as success in a sample task) to
compare two educational methods was based on the assumption that one method can be
“overall” or “on average” better than the other. So, the research question becomes, “is
this (VR-based, AR-based, etc.) methods better than the control group?” which assumes
a single Yes/No truth. As educators, we know that various methods are tools, each with
its own advantages and drawbacks. Amore appropriate question would have been, “How
and where can this method be more effective than the control group?” This question is
based on a more pluralistic worldview in which there is no right or wrong method, and
we try to understand how and where to use them. It should be noted that the lack of
statistical significance in results doesn’t offer a third option (besides Yes and No), but
only says that we can’t answer.

As I moved forward with my projects, the idea of pluralistic worldviews and ontolo-
gies became clearer, and resulted in epistemological decisions in research design, demon-
strated bymore in-depth interviews and observations, as opposed to aggregated numbers,
allowing us to develop different insights based on the information from different users.

3.3 How Did My Research Approach (and so, My Worldview) Influence My
Findings and Conclusions?

The notion of an objective and measurable truth has been questioned even within the
boundary of natural sciences (for example, by Heisenberg’s Uncertainty Principle). Still,
such a notion can have its value in many areas of natural sciences and engineering,
especially if we consider a scientific theory as a mathematical (or otherwise formal)
representation of a practical model that tries to, within certain limits, explain and predict
a phenomenon as opposed to a presentation of the objective truth. But the introduction
of human (and social) elements drastically changes the way we work with phenomena,
as quantitative measurements become less effective in presenting a meaning than the
subjective (and different) ideas of individuals or societies.

There are two different ways in which a positivist (or postpositivist) approach
can limit the research or even cause invalid or deceiving results: (1) quantitative data
can cause the impression of precision while they may have been collected for highly
controlled and oversimplified experiments, (2) aggregated/averaged quantitative data
encourage ignoring nuances and individual differences even if we consider statisti-
cal features like variance, (3) collecting quantitative data requires knowing in advance
what parameters are important so we collect their data. In many research projects, the
researcher may not be able to identify the important parameters (for example, what is
important to users when working with a new technology). Open-ended and qualitative
data collection methods such as observation and interviews can be much more effective
in such cases. Using the inappropriate researchmethodwill then result in unreliable data,
which may look precise due to its numeric nature. Contradictory experimental results
on new technologies are examples of how unreliable such methods can be.
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Back to the example of facial animation, a single association between facial actions
and personal characteristics simply propagates stereotypes and promotes ignoring vari-
ations (in line with the dualism that I mentioned earlier). My results on the effectiveness
of vision-based gestures as an input method or VR as an educational tool had a similar
limited and possibly deceptive nature. Performance in one or two simplified and iso-
lated tasks during a lab experiment is far from the actual real-world usage, where we
deal with various elements and possibly combine different methods, in ways that are
person-dependent. A more insightful approach would have been observing how people
use a particular tool, having in-depth conversations, and trying to see what patterns of
knowledge emerge, which can then be used to enhance technology design. Later on, a
more qualitative and open-ended approach helped us explore user requirements such as
inclusion and engagement when working with multi-platform VR and develop models
of how the VR design process needs to be inclusive both for users and the developers.
We did not even consider these topics at the start of the research, so we could not collect
quantitative data for them.

Earlier examples of community-based work assumed certain well-known criteria as
the important factors. In linewith the 1st and 2nd waves ofHCI, these criteria weremostly
quantitative and included objectives ones such as the number of engaged users and sub-
jective ones such as ease of use and learnability.While valuable, these “standard” criteria
were not enough to understand, for example, the use of VR by Indigenous communities.
They were more concerned about authenticity, following protocols, embedding commu-
nity knowledge and tradition, and ownership. Ethnographic observation of community
members and how they worked with technical developers for a VR prototype resulted
in novel insights into managerial and educational needs in a community-based project
and a new model of technology empowerment. The combination of socio-cultural con-
siderations and qualitative methods are typical of the 3rd wave and move away from
positivist approaches to enable a more pluralistic, socially constructed, understanding
of the subject matter.

3.4 How Did My Research Approach Change Over Time?

At the time when the literature on three waves of HCI research started (2000s), I was
not particularly familiar with them. I considered myself more of a computer graphics
and games researcher than an HCI one. And the boundaries between these felt stricter
to me. Despite that, by the time I became familiar with the concept of three (and four)
waves of HCI, I found that despite working on games, animation, VR, and educational
technology, I was indeed an HCI researcher and was following those waves in my own
work. Human-computer interaction was the thread that connected my various projects
and by the late 2010s, I had experienced the first three waves and was starting to,
subconsciously, consider the fourth one.

As I mentioned earlier, starting my career as an engineer, my worldview was highly
affected by the typical engineering training I had. This meant a positivist approach to
knowledge and reliance on objectivity and measurement. Working in multidisciplinary
project teams and getting involved with different user groups influenced my work and
worldviews, which resulted in moving in a direction that I later found matched that
of the HCI waves. Two points are worth mentioning here, though: (1) An engineering
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education does not have to be positivist. Engineers and natural scientists need to be
trained in human aspects of their work, and in many cases, they do get that training now.
The stereotypical idea of engineers vs. social scientists is part of the incorrect dualism
that is the source ofmany problems. (2) There is value and place for all researchmethods,
and they are complementary, not contradictory. Even practitioners of 3rd and 4th HCI
waves can benefit from quantitative and positivist approaches in some cases, and that is
what mixed methods promote.

4 Discussion

4.1 What are the Barriers to (or Reasons Against) Moving onto Further Waves?

Despite the growth of qualitative and situated, embodied, and socio-culturally sensitive
research motivated by the 2nd and 3rd waves of HCI, a large body (if not majority) of
HCI research is still in the 1st and 2nd waves and relies on positivist notions. Based on
my personal experience and observing colleagues, this is due to multiple reasons that
form barriers for moving to further waves of research.

The primary reason (or barrier) for not using a more qualitative approach that takes
into account social and individual differences is the lack of familiaritywith the associated
theories and methodologies. Looking back, in the first decade of my research career,
starting with doctoral studies, I had no training in any form of evaluation and research
design other than quantitative and positivist ones. Coming from natural science and
engineering, it was common to design, develop, and then evaluate using clear test cases
that are repeatable and measurable. It is expected, with such a background, to apply
the same methodology in other research projects. New efforts in training courses and
workshops on qualitative research in HCI and engineering schools and conferences is a
step towards overcoming this barrier and allowing the researchers and practitioners to
choose the most appropriate methods.

The second reason is the assumption that a quantitative and measurable method is
necessarily more precise than a qualitative method, and so can prove, support, or at
least demonstrate something meaningful. As such, qualitative approaches are, at best,
initial investigations to generate starting ideas. While this may be true for cases such as
testing the energy efficiency of an engine or lossless image compression by a software
algorithm, it is not as helpful when dealing with a notion such as technology adoption
that depends on many socio-cultural factors. An experiment can involve so many sim-
plifications and assumptions that make it no more reliable than participants’ opinions
and the researcher’s interpretation of them. The examples from my facial animation and
educational technology research projects demonstrate this lack of reliability in posi-
tivist approaches. The increased attention to 2nd and 3rd wave methodologies in the HCI
community, as shown by the increased number of qualitative research in the ACM CHI
conference, for example, and also recent special issues in prestigious journals on such
methodologies are encouraging the community to accept the validity and rigor of these
methodologies and question the universalities of positivist and postpositivist approaches.

Last but not least, the emphasis on quantitative measures, avoiding subjective (espe-
cially first-person) opinions, and avoiding sources of bias and uncertainty instead of
trying to incorporate them into the research method, originate from the dualist notions
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such as mind-body and true-false that aim at finding a single truth. Such a notion costs
HCI research the ability to see the world in its pluralistic form and be inclusive to many
different cultures, groups, and styles.

4.2 What are Some of My Research Elements that Go Beyond the 3rd Wave,
and Suggest New Aspects for the 4th Wave?

As mentioned earlier, while the first three waves of HCI are mostly agreed upon, there
aremultiple suggestions for what constitutes the fourth wave. Frauenberger [3] discusses
a group of theories, that he refers to as entanglement, to propose a paradigm shift in HCI
where users/humans are no longer central and the computer/objects have an equal role
and agency. This extends the notion of ontological design, in emphasizing the ability
of design to shape us, just like we shape our design [15]. Extending the notion of
mixed methods, critical realist HCI has also been suggested as a way to avoid extreme
relativism observed by some social constructivist methods and yet manage to not fall
into pure positivism. Researchers [2] have also suggested that the 4th wave of HCI is
going towards a trans-disciplinary nature, where a holistic new discipline/approach is
created.

While I find all of these suggestions valuable, and believe they can be the basis for
some paradigm shifts, my personal experience allows me to propose some other ideas.
These proposals are neither well-formed nor contradictory to the existing ones. They are
thoughts that can help define a more holistic approach.

Two notions of personalization and community-based design became essential in my
research over the last decade.A proper balance between these two seems to be essential in
HCI research and design. Avoiding design decisions that are based on “average” findings
and moving towards individualization through understanding and modeling users is
one aspect of this balance, while incorporating the community concerns (knowledge,
protocols, etc.) not as average of individual users but as a gestalt whole entity, is the
other aspect. Such a balance gives a new dimension to holistic design, which I previously
considered as a seamless combination ofmodalities.Holistic, in this case,means bringing
modalities, user groups, and possibly other dimensions, together.

User empowerment and transformation are two other elements of HCI research and
design that should be considered as foundations of a 4th wave. We cannot design HCI
systemswithout putting the user in the driver’s seat and empowering them to take charge.
Nor should we think of an HCI system as something separate from its application or
purpose, which should be social impact and transforming the user (and the society) for
the better (however we define that).

4.3 Limitations of this Study

My investigation is limited and preliminary, as it very briefly reviews some of the projects
I have worked on. There is also a lack of a theoretical framework and contextualizing
the reflection within various theories that may be helpful in explaining the reflective
questions. For example, considering the effect of mymethods onmy findings can benefit
fromamore ontological and epistemological discussion and how the existing theories see
such effects. Similarly, choosing (or not choosing) particular methodologies can have
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more fundamental socio-cultural reasons. One may even argue that a critical theory-
based approach can explain some of the contexts for the choice of specific research
methodologies. A genealogical approach [9], that tries to understand the present (and
challenge our understanding of it) in light of a critical analysis of the past, can be a
helpful approach, in this regard. Last but not least, researchers have discussed mixed
(qualitative and quantitative) methods and their advantages and drawbacks [17, 18]. A
study of HCI waves needs to contextualize the HCI developments within the general
area of research methods.

5 Conclusion

Reflecting on my personal experiences shows the effect of my worldviews on the chosen
methodologies and, in turn, on the findings and conclusions. As a researcher, I have
learned the value of differentmethods and their appropriate combination and application.
The observed progression suggests moving toward what I can call Holistic HCI, which
brings together quantitative and qualitativemethods [13, 14], individual and community-
based approaches and builds on the notions of understanding and empowering users to
build, own, and manage emerging technologies, and not just using them.
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Abstract. This study explores the landscape of design thinking courses inTaiwan,
focusing on 50 relevant courses and identifying four primary teaching methods:
Experiential Learning,Active Learning, Learning byTeaching, and traditional lec-
turing. Experiential Learning, ranking highest, involves guiding students through
the design thinking process, while Learning by Teaching requires students to teach
their peers in a simplemanner. Active Learning emphasizes student engagement in
the learning process.GoogleTrends analysis indicates a close relationship between
design thinking and these methods. The study delves into three courses—“The-
matic Design Thinking Workshop”, “Design Thinking Practice and Promotion”,
and “Bootcamp”—conducting interviews to gain insights into post-course expe-
riences. The research evaluates participants’ perceptions of teaching methods and
self-assessed learning abilities. Teaching methods encompass visualized teaching
materials, feedback and guidance, teaching strategies, and a safe and inclusive
classroom atmosphere. Each method develops specific abilities in students, such
as change desire, experimentation, adjustment after failure, conceptualization,
and teamwork. Self-assessment results using a design thinking cognitive scale
reveal high scores in maintaining an open mindset across all methods, aligning
with design thinking’s core philosophy. The research underscores the importance
of tailoring courses to instructors’ capabilities and classroom needs, optimizing
the effectiveness of design thinking education and fostering diverse abilities in
students.

Keywords: Design Thinking Course · Acquired Competency · Experiential
Learning · Learning by Teaching · Active Learning

1 Introduction

As society rapidly changing, courses related to design thinking are becoming increas-
ingly popular in many fields. These courses apply a variety of teaching methods aimed
at fostering students’ problem-solving abilities. Currently, there is a diversity of design
thinking courses, with intensive workshops being the most common format. In these
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workshops, participants tackle complex and challenging problems, exploring user needs
and issues through interdisciplinary collaboration and human-centered approaches. For
example, a group of American art teachers combined design thinking with community
issues to offer a summer course that encouraged students to engage in critical thinking,
teamwork, and interdisciplinary learning [1]. These diverse teaching methods pique our
curiosity about the specific skills developed in each course. Therefore, the purpose of
this study is to gain in-depth insights into students’ learning outcomes after participat-
ing in different design thinking courses through interviews and to further categorize the
characteristics of each course for reference in the design of future related courses.

This study identifies four teaching methods among 50 relevant design thinking
courses in Taiwan, including experiential learning, Learning by Teaching, Active Learn-
ing, and traditional lecturing. Experiential learning is the most prevalent, followed by
Active Learning, with Learning by Teaching and traditional lecturing tied for third place.
As a result, this study focuses on three commonly used teaching methods applied to
courses offered by National Cheng Kung University.

1.1 Experiential Learning - Thematic Design Thinking Workshop

According toDavidA.Kolb’s Experiential LearningCycle theory proposed in 1984 [2], a
curriculum should encompass four main components: Concrete Experience, Reflection,
AbstractConceptualization, andActiveExperimentation. In the context of a design think-
ing workshop, instructors guide students through the design thinking process, allowing
them to engage in theConcrete Experience phase. Subsequently, students are encouraged
to engage in Reflection, during which they can learn more and discover the strengths
of their team members through observation and contemplation. Through this process
of Reflection and observation, students move on to Abstract Conceptualization, con-
templating how to apply design thinking tools. Finally, they transition into the Active
Experimentation phase, where they apply what they’ve learned to real-world scenarios
and assess problems and challenges.

1.2 Learning by Teaching - Design Thinking Practice and Promotion

Learning by Teaching known as “Lernen durch Lehren,” proposed by the German pro-
fessor Jean-Pol Martin in 2017 [3], is also known as the Feynman Technique. Its core
idea is that students should take on the role of the teacher and impart the knowledge they
have learned to others in a simple and understandable way. In Taiwan, this method is
applied in design thinking practice and promotion courses. This course emphasizes that
students play a primary role, while the teacher provides assistance and guides students
in transforming design thinking concepts into easily comprehensible formats. Students
also design entertaining lesson plans to promote design thinking to elementary school
students. Before officially engaging in teaching at the elementary school level, teachers
provide instruction on design thinking concepts and allow students to practice teaching.
After teaching the courses in practice, students can ask questions, learn from one another,
and review their lessons to improve their teaching plans.
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1.3 Active Learning - Boot Camp

According to the four engagement modes within the Interactive-Constructive-Active-
Passive (ICAP) framework proposed by Chi and Wylie in 2014 [4], the study suggests
that the interactive mode has the most significant impact on learning outcomes, followed
by the constructive, active, and passive modes. In the context of Boot Camp, a proactive
learning approach is employed. Firstly, students are encouraged to actively apply design
thinking tools, engaging in practical learning, which falls under the active engagement
mode. Moreover, through group discussions and post-workshop assignments, students
are required to reflect on and consider what constitutes an excellent design thinking
workshop, which is considered a constructive mode of engagement. Lastly, students
must independently select the topic for the design thinking workshop and take on the
role of a coach during the class, providing practical guidance to other students and
continually addressing their questions, thus encompassing the interactive engagement
mode.

In summary, each teaching method has its advantages and disadvantages. Further-
more, when we look at Google Trends data, it is evident that the trends in design thinking
and the three teachingmethodsmentioned earlier have followed similar patterns in recent
years. They all decreased in 2021 and then experienced simultaneous increases in 2022.
This suggests a close and interconnected relationship between them, which warrants
further investigation (Fig. 1).

Fig. 1. Trend of design thinking and three kinds of teaching methods
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2 Method

2.1 Target Courses and Participants

Three courses offered at National ChengKungUniversity in Taiwan that apply the teach-
ing methods described previously are selected as target courses. These courses include
a “Thematic Design Thinking Workshop” using the experiential learning approach, a
“Design Thinking Practice and Promotion” course implementing Learning by Teaching,
and a “Boot Camp” utilizing the Active Learning. A total of nine participants (three
from each course) are recruited for one-on-one qualitative interviews. The interviews
are recorded in their entirety, and the average interview duration is approximately 1.5 h.
The participants range from sophomores to doctoral candidates, all of whom are female.
Among the participants from the three teaching methods, one has no prior experience
with design thinking, while the other two each have more than six months of course
experience in this domain.

2.2 Research Design

Firstly, a focus group consisting of five individuals with more than four years of design
thinking learning experience collaboratively develops the interview framework. The
qualitative interviews will encompass two main areas of inquiry: the participants’ per-
ceptions of the teaching methods and a self-assessment of acquired competencies. In the
segment concerning the perceptions of teaching methods, the interviewees will be ques-
tioned about their views and experiences related to the courses and teaching methods.
This will be based on research regarding instructional methods in architectural design
courses [5], with adjustments made to suit this study’s interview structure. Questions
may include their understanding of design thinking, feelings and impacts after complet-
ing the courses, their level of interest in such courses, their most profound impressions,
what they have learned, the most significant challenges faced, the advantages and disad-
vantages of the courses, and their overall preferences for the courses. Secondly, for the
self-assessment of acquired competencies, the Design Thinking Mindset Measurement
[6] will be utilized. This scale comprises 19 thinking dimensions, incorporating 71 sub-
questions. During the interview, the participants will be directly asked whether they have
acquired these thinking dimensions in their respective courses. They will then rate their
level of acquisition as “Very Much,” “Much,” “Moderate,” “Little,” or “Very Little.” For
the “Very Much” and “Much” items, the participants will be further prompted to elabo-
rate on the aspects in which they have learned these thinking dimensions in the course.
Participants will receive the interview outline before the interview commences and will
be informed that they only need to answer questions based on their own experiences
without feeling pressured. They will also be encouraged to raise any questions they may
have during the interview process.

2.3 Data Analysis

In this study, the audio recordings of the first part of the interviews, concerning the
participants’ perceptions of the teaching methods, will be transcribed verbatim. The
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transcribed text will undergo an initial extraction of meaning units through the focus
group and will be further classified, grouped, and named using the KJ method.

For the second part, which involves the self-assessment of acquired competencies,
the responses from the participants related to theDesign ThinkingMindsetMeasurement
will be transformed into numerical values. A rating scale will be used, with 5 indicating
“Very Much,” 4 for “Much,” 3 for “Moderate,” 2 for “Little,” and 1 for “Very Little.”
The responses within the same thinking dimension will be summed and then averaged
to determine the mean score.

3 Results

The results of this study are divided into two parts: participants’ perceptions of the
teaching methods and a self-assessment of acquired competencies.

3.1 Perceptions of Teaching Methods

Based on the interviews, it was observed that the Design Thinking courses encompassed
four distinct aspects, namely “Substantial Course Arrangement and Visualized Teaching
Materials,” “Teacher Feedback and Guidance,” “Teaching Strategies Through Hands-on
Learning,” and “Comfortable and Inclusive ClassroomAtmosphere.” These four aspects
contributed to the development of different competencies in students. Below, each aspect
is discussed in detail:

Substantial Course Arrangement and Visualized Teaching Materials: Both Experi-
ential Learning and Active Learning methods allowed students to be aware of the stages
they were in. Experiential Learning made students more conscious of any gaps in their
understanding, while Learning by Teaching enabled students to learn from their peers.

Teacher Feedback and Guidance: In this aspect, all three methods were found effec-
tive in evoking empathy among students through appropriate examples. Active Learning,
in particular,made studentsmore conscious of their shortcomings. In Experiential Learn-
ing, students were able to learn the desire for change, the willingness to experiment, the
ability to adjust after failure, the concretization of concepts, and the establishment of
new knowledge, all of which were crucial competencies.

Teaching Strategies Through Hands-on Learning: Both Learning by Teaching and
Active Learning methods helped students develop the desire for change, the willingness
to experiment, the ability to adjust after failure, and the concretizationof concepts, and the
establishment of new knowledge, among other competencies. Learning by Teaching also
offered students the opportunity to realize the smoothness of the process, understand dif-
ferent perspectives, learn effective communication methods (including self-expression
and active listening), be conscious of their shortcomings, and gain the courage to face
the unknown, which included a total of six competencies.

Comfortable and Inclusive Classroom Atmosphere: Experiential Learning and
Active Learningmethods jointly fostered teamwork, mutual support among groupmem-
bers, learning from peers, understanding different ideas, learning to accept feedback
from others, and the courage to face the unknown, contributing to six competencies.
Experiential Learning, additionally, encouraged students to try new things and ideas,
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without considering feasibility, and think outside the box, which added two more com-
petencies. Active Learning emphasized learning communication methods, including
self-expression, listening to others, and enhancing the ability to structure and integrate
information, covering two competencies. However, redefining tasks and fostering col-
laborative teamwork was common to Experiential Learning and Learning by Teaching.
Lastly, value creation was a competency nurtured by all three teaching methods.

Table 1. Self-Assessment of Acquired Competencies

Experiential Learning -
Thematic Design
Thinking Workshop

Learning by Teaching -
Design Thinking
Practice and Promotion

Active Learning -
Boot Camp

Desire for change © � �

Try, adjust after failure © � �

Conceptualization © � �

Building new
knowledge

© � �

Learning from peers ✰ � ✰

Understanding
different ideas

✰ � ✰

Appropriate examples
that resonate with
students

© © ©

Use of knowledge � � �

Creating value ✰ ✰ ✰

Redefine ✰ ✰

Team co-creation ✰ ✰

Awareness of Current
Stage

� �

Encouraging student
teamwork

✰ ✰

Mutual support among
team members

✰ ✰

Learning to accept
feedback

✰ ✰

Awareness of flow
smoothness

� �

(continued)
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Table 1. (continued)

Experiential Learning -
Thematic Design
Thinking Workshop

Learning by Teaching -
Design Thinking
Practice and Promotion

Active Learning -
Boot Camp

communication skills,
including
self-expression and
listening

� ✰

Awareness of personal
weakness

� ©

Awareness of lack �
Courage of facing the
unknown

✰ � ✰

Unconstrained style ✰

Willingness to try new
things

✰

Transforming between
roles of designer and
user

�

Capability of
integration and
construction

✰

Icon Presentation:
�:Substantial Course Arrangement and Visualized Teaching Materials ©:Teacher Feedback and
Guidance
�:Teaching Strategies Through Hands-on Learning ✰:Comfortable and Inclusive Classroom
Atmosphere

3.2 A Self-assessment of Acquired Competencies

The Design Thinking Mindset Measurement questionnaire [6] was analyzed and found
to comprise a total of 19 cognitive dimensions, as shown in the table below.

In this study, participants were asked with the Design Thinking Mindset Measure-
ment questionnaire [6], the average scores for each dimension of design thinking mind-
set were calculated based on the responses of three students within the same teaching
method (blue for Experiential Learning, green for Active Learning, and red for Interac-
tive Learning). The results were presented in a radar chart. From the radar chart, it is
evident that students in the Active Learning method generally had higher scores across
various dimensions, with the highest scores achieved by “J. Open to different perspec-
tives /diversity”, followed by “R. Desire to make a difference”, “D. Empathy/Empathic”,
“G. Problem reframing”, “K. Learning oriented”. On average, students in the Experien-
tial Learning method had the second-highest scores, with “J. Open to different perspec-
tives/diversity”, achieving the highest scores, followed by “C.Human centeredness”, “H.
Team Working”, “I. Multi-/inter-/cross-disciplinary collaborative teams”, “D. Empathy
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Table 2. Design Thinking Mindset [6]

A. Tolerance for - Being
comfortable with
Ambiguity - Uncertainty

B. Embracing Risk C. Human centeredness

D. Empathy/Empathic E. Mindfulness and
awareness of process

F. Holistic view/consider the
problem as a whole

G. Problem reframing H. Team Working I. Multi-inter-cross-disciplinary
collaborative teams

J. Open to different
perspectives/diversity

K. Learning oriented L. Experimentation or learn
from mistake or from failure

M. Experiential
intelligence/Bias toward
action

N. Critical Questioning
(“beginners mind”,
curiosity)

O. Abductive Thinking

P. Envisioning new things Q. Creative confidence R. Desire to make a difference

S. Optimism to have an impact

/ Empathic”. Finally, the Interactive Learning method had lower average scores, but
within this method, “J. Open to different perspectives/diversity”, also had the highest
scores, followed by “E. Mindfulness and awareness of process”, “R. Desire to make a
difference”, “S. Optimism to have an impact”, “Q. Creative confidence” (Fig. 2).

Fig. 2. Radar Chart of Design Thinking Mindset (Letter code in Table 2)
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4 Discussion

In each teaching method, aside from the observed cognitive abilities aligning with exist-
ing literature, some new discoveries were made. Let’s first explain each teaching method
individually and then provide a comparative analysis of both participants’ perceptions
of the teaching methods and a self-assessment of acquired competencies.

For example, the literature mentions that experiential learning helps students cul-
tivate essential skills required for future careers, such as communication, interaction,
empathy, and teamwork, providing an effective teaching model [7]. According to the
results presented earlier, students not only develop the skills mentioned in the literature
but also acquire the ability to recognize gaps, a willingness to experiment with new
ideas, and engage in imaginative thinking.

Regarding the use of Learning by Teaching in chemistry education to develop
21st-century competencies [8], the findings indicate that this approach enhances self-
confidence, communication skills, teamwork, and other advantages. Furthermore, this
study discovered that this teaching method also helps students identify their own
shortcomings in the design thinking process.

In the study involving Active Learning mechanisms integrated into pharmaceuti-
cal interactive learning materials [9], it was found that this approach not only reduces
students’ cognitive load but also enhances learning efficiency. It more effectively aids
nursing students in acquiring pharmaceutical knowledge, and it was observed in this
study that students could shift roles and develop skills in synthesizing and structuring
information.

As for the self-assessment of cognitive abilities, all three teaching methods scored
the highest inmaintaining an open-minded approach to diverse perspectives, represented
by “J. Open to different perspectives/diversity”. This aligns with the core principle of
design thinking, which encourages the free expression of ideas, breaking traditional
constraints. Carroll also suggest that introducing design thinking in secondary school
classrooms can stimulate students’ creativity and build their confidence [10].

In addition, this study subtracted the highest and lowest scores for the same cognitive
ability within a single teachingmethod, converting the difference into amagnitude value.
These valueswere then presented in a stacked bar chart. Each color represents a cognitive
ability, and the larger the colored block, the greater the difference. Upon stacking the
blocks, it was evident that experiential learning students exhibited the highest differences
in their responses, followed by active learning, with teaching in the middle, indicating
the smallest differences.

First, the qualitative interviews revealed that students attributed their acquired abil-
ities to different sources. A significant factor influencing this variation was the diverse
relationships students had with different individuals in the classroom, in Fig. 4. Within
the learning context, the most relevant individuals were themselves, followed by peers,
teachers, and the learning environment, as depicted in the chart.

Taking the example of Active Learning in the red line, it is evident that this teaching
method emphasizes the individual student. Consequently, the learning outcomes can vary
due to personal feelings and experiences.When cross-referencing the interview results, it
becomes apparent that students mentioned many abilities related to their personal skills,
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Fig. 3. Stacked Chart of Design Thinking Mindset (Letter code in Table 2)

Fig. 4. Relevant of Learning

such as their capacity for integrating structures and the role shift between the designer
and user.

In the case of Experiential Learning represented by the blue line, peers play a signifi-
cant role. Students aremore courageous in trying new things and breaking free from their
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limitations because they have the support and companionship of their peers. However,
this is one of the reasons why there is a significant difference in the cognitive abilities
displayed in the assessment. The influence of peers from diverse backgrounds, as well as
the quality of relationships within the peer group and team, directly affects the students’
learning experiences. Any conflicts that may arise among peers can leave unfavorable
impressions.

Even though the green line of Learning by Teaching in the middle did not yield
specific abilities that the students felt they developed during the qualitative interviews, it
was the teaching method that generated the most consistent responses among the three
methods. This consistency is likely due to the course having clear and specific learn-
ing objectives from the outset, resulting in limited possibilities. Students were focused
on transforming the knowledge content into elementary school teaching materials and
reaching a consensus through communication with team members. It also appears that
this method relatively emphasizes the feasibility of design.

5 Conclusion

Based on the research findings and discussions, it is evident that each teaching method
has its advantages and disadvantages, and different design thinking courses come
with associated implementation limitations and characteristics. Therefore, the following
summarizes each of these three teaching methods separately.

For Experiential Learning, students primarily develop abilities related to creating a
“Comfortable and Inclusive Classroom Atmosphere” in Table 1. Peer influence signif-
icantly impacts students, and the quality of teamwork experiences directly affects their
learning and overall experiences. Additionally, guidance and feedback from teachers are
instrumental in providing students with direction. The findings align with the variations
in Fig. 3 since students encounter different peers each time, and these experiences vary.
If educators want to encourage students to think outside the box, employ creativity,
and learn through the process, it is recommended to design courses using Experiential
Learning.

For Learning by Teaching, the main source of developed abilities is through “Teach-
ing Strategies Through Hands-on Learning” in Table 1. Proper planning of practical
exercises by instructors is crucial, as these exercises help students consistently apply
their knowledge to real-world problems. In Fig. 3 demonstrates the lowest variation in
Learning by Teaching, indicating high consistency in what students learn. This approach
allows students to receive diverse ideas, practice human-centered thinking, and cultivate
teamwork and empathy. Instructors aiming to develop these abilities in students can
consider using this method.

In Active Learning, the abilities developed primarily come from both “Teaching
Strategies Through Hands-on Learning” and “Comfortable and Inclusive Classroom
Atmosphere” inTable 1. These results confirm thatActiveLearning emphasizes students’
active participation in the course, and what they learn varies based on their level of
involvement and personal experiences. The variations in the assessment data indicate
that Active Learning ranks second in Fig. 3. It is recommended for instructors aiming to
foster students’ skills in synthesis, structured thinking, empathy, or control over design
thinking progress.
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In the future, it is hoped that comprehensive research and analysis will provide
guidelines for educators to choose the appropriate teaching method in specific contexts
when focusing on developing specific skills in students. This will aid in shaping the
direction of future design thinking courses.
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Abstract. Designing for serendipity in online platforms has drawn considerable
attention and debate over the last decade. To shed light on the debate and seek effec-
tive strategies for designing serendipity, a narrative inquiry was conducted with
32 Chinese online consumers. By learning from their experience of the designed
serendipity (i.e. artificial serendipity) from real-life stories told via diary and inter-
view, the findings revealed that artificial serendipity is a unique type of serendipity
that provides platform users with constant surprises that can lead to both benefi-
cial and harmful outcomes. Further, users appreciate artificial serendipity when
it incorporates elements such as personalisation, controllability, and moderate
propagation. These findings provide insights for research by expanding the cur-
rent understanding of serendipity as an interplay between individual and random
contexts, revealing that serendipity can also stem from a conscious designed con-
text. For practice, these findings underscore that the design of artificial serendipity
should focus more on platform users’ ideas while refining existing online platform
designs.

Keywords: Serendipity · information system · human–computer interaction

1 Introduction

In the last decade, designing for serendipity (i.e. a valuable surprise) in the digital
environment has drawn considerable attention [1, 2]. Online giants, such as Amazon,
Google, Netflix, and eBay, have all invested in curating serendipity in their platforms
to enhance user engagement and satisfaction [3, 4]. Such a design trend gives rise to
artificial serendipity, namely, serendipity that is rooted in conscious design involving
human (and non-human) actors [5, 6]. There has been an ongoing debate about whether
artificial serendipity can genuinely bring surprise and value to platform users.

Critics argue that the pre-curated nature of artificial serendipitymakes its occurrences
expected, and when the occurrence of an event becomes expected, it ceases to be a
surprise [7, 8]. Further, the potential conflicting interests between platform designers
and users may deteriorate the value of artificial serendipity. Designers may use artificial
serendipity to manipulate users, creating an illusion of value while laying commercial
traps [1, 9].

The core reason why artificial serendipity’s surprise and pleasure levels are ques-
tioned is that the design strategies are mostly proposed through laboratory experiments.
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There is a lack of empirical evidence demonstrating their effectiveness in real-world
applications [10, 11]. Serendipity, however, is a subjective phenomenon; its value and sur-
prises are best understood by those who experience it directly (i.e. the serendipitists) [7,
12]. To assess the effectiveness of current strategies in designing surprising and valuable
serendipity, gathering feedback from platform users is essential. However, studies prob-
ing users’ feedback about artificial serendipity and corresponding serendipity-oriented
designs are scarce.

This study seeks to bridge this gap by directly seeking insights from serendipitists’
real-life experiences of artificial serendipity. Specifically, it aims to address two research
questions:

1. How do platform users feel about artificial serendipity?
2. What features make artificial serendipity beneficial from users’ perspectives?

This study reveals that platformusers feel that artificial serendipity is a special type of
serendipity. It can bring genuine surprise to platform users, but experiencing surprise can
sometimes harm them.The harm stems fromcurrent serendipity-prone designs overlook-
ing three key elements deemed necessary for making a beneficial artificial serendipity:
personalisation, controllability, and moderate propagation.

This article is structured into six sections to elaborate on these findings and discuss
their implications for both research and practice. Following this introduction, the fol-
lowing section offers a literature review of serendipity and its design. The methodology
section comes next, detailing the research approach. Section 4 then presents the research
findings. Section 5 details the theoretical contributions and practical implications of this
research. The article concludes with Sect. 6, which summarises the study’s key points
and implications.

2 Literature Review

In this literature review, the nature of serendipity, the ways of designing artificial
serendipity, and the debates around artificial serendipity are illustrated.

2.1 The Nature of Serendipity

Serendipity was first introduced by Horace Walpole, who described it as a beneficial
discovery rooted in chance and sagacity [13]. ExpandinguponWalpole’s original concept
and his assertion that serendipity is best comprehended through the deviation rather than
a fixed definition [2, 13], serendipity can be identified by three essential conditions:
unexpectedness, sagacity, and valuableness.

The unexpectedness of serendipity refers to its emergence without prior awareness
or intentional pursuit [16]. For serendipitists, serendipity often appears as a fortunate and
accidental surprise rooted in contextual randomness [5, 15]. By leveraging sagacity that
roots back to past experience and domain expertise, serendipitists effectively capture and
explore the surprise and translate it into a valuable opportunity [16]. The value derived
from serendipity can be intangible, such as bringing emotional pleasure or evoking
fond memories [17, 18], or tangible, such as fostering cognitive innovation, indicating
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promising directions for development, offering solutions to longstanding problems, or
even enhancing the social democracy level [1, 19]. Overall, serendipity is a product of
the interplay between individuals and random occurrences.

2.2 Artificial Serendipity

Artificial serendipity, also known as serendipity by design, demonstrates characteristics
distinct from those of the naturally occurring serendipity. Specifically, artificial serendip-
ity often finds the right serendipitists at the right time [1], making it deliberate and
expected [5]. However, despite the lack of random and unexpected occurrences of tra-
ditional serendipity [5], artificial serendipity can still surprise serendipitists by bringing
novel and unexpected content. Specifically, novel content can surprise serendipitists with
unfamiliar elements, while unexpected content surprises by defying serendipitists’ antic-
ipation of information acquisition [10, 11]. These artificial surprises, crafted based on
predictive analysis of serendipitists’ online footprints [21], are also relevant to serendipi-
tists’ preferences and needs. Therefore, serendipitists can still value them and experi-
ence their benefits [10, 11]. Thus, artificial serendipity results from human–platform
interaction, as individuals interact with platform-generated content.

2.3 Strategies for Designing Artificial Serendipity

The conscious design strategies that give rise to artificial serendipity cover three main
areas: the design of serendipity-prone recommendation systems (RSs) that generate
delightful artificial surprises [20, 22]; the design of interfaces that facilitate platform
users’ discovery of the artificial surprise [23, 24]; and the propagation of artificial
serendipity that enhances platform users’ embracing of the designed surprise [15].

In practice, the design of serendipity-prone recommendation systems (RSs) often
involves adding more novel and unexpected items to the accuracy-oriented personalised
recommendation lists [10, 22]. Specifically, novel items are often with contents that are
unfamiliar or even unknown to the RSs’ users [10, 22], bringing a sense of freshness
and surprise. Unexpected items contain content that users might not have discovered
independently [10], creating a sense of delight and surprise. To integrate these two types
of items, the accuracy-oriented recommendation lists are adjusted either by re-ranking
their results [10] or altering their underlying algorithms [10, 25].

In designing interfaces that facilitate the discovery of artificial serendipity on online
platforms, threemain groups of techniques are employed: (1) optimising the presentation
structure in to better engage the users with the information offered by the platform [26,
27]; (2) highlighting the designed surprises to ensure the users can quickly notice a
potential serendipitous opportunity [23, 28]; (3) providing supportive tools (e.g. social
tools and visualisation tools) to aid users in quickly recognising and exploring the value
of the artificial serendipity [29].

In the propagation of artificial serendipity and in stimulating platform users to engage
with it, two main groups of techniques are commonly employed – the use of incomplete
introduction and the use of multimedia elements [11, 14]. Both techniques leverages
the natural human inclination towards exploring attractive knowns information, thereby
driving more profound engagement with the designed surprises.
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Although these design strategies have seen some successes, as showcased by [15]
and [29], they do not provide complete insight into the problem. Nearly all of these
strategies have been proposed directly by platform designers and researchers, and their
effectiveness has primarily been tested through laboratory studies or structured surveys.
The perspectives of platform users, who are the actual experiencers of the designed
artificial serendipity, have been largely overlooked.

Given the subjective nature of surprise and value [12], disregarding platform users’
viewpoints could create serendipitous experiences that are neither surprising nor valu-
able. Due to this concern, a debate has emerged over whether artificially created
serendipity can still be classified as genuine serendipity.

2.4 Debates on Artificial Serendipity

Regarding whether artificial serendipity can be considered true serendipity, there are two
conflicting viewpoints. Critics argue that artificial serendipity does not qualify as genuine
serendipity because it inherently lacks authentic surprise and value. According to these
critiques, the neglect of actual serendipitists’ viewpoints in the design process renders
artificial serendipity incapable of delivering genuine value to platform users [9, 21].
This perspective emphasises that what designers consider delightful surprises may not
resonate with serendipitists. A key example cited is the public library system, where even
an altruistic design of serendipity causes seek–encounter tensions in users [3, 9]. Instead
of enhancing the user experience, artificial serendipity in such contexts can deteriorate
the pleasure of using library systems. The situation is deemed even more problematic
with commercial players. In a landscape where profit is the main driver behind design
decisions, designers may regard artificial serendipity as a way of manipulating users
[30]. Consequently, these designed serendipitous experiences could be reduced to mere
marketing tactics, losing the essence of genuine serendipity.

Critics also argue that artificial serendipity deprives platform users of encountering
genuine surprises. Genuine surprises arise from spontaneous and unregulated events,
characterised by their elusive and continuously refreshing nature [18, 30]. By contrast,
artificial serendipity, shaped by conscious designs, often remains confined within the
boundaries of serendipitists’ digital footprints [9, 21]. Although these designed surprises
may initially seem novel, their allure is likely to be transient [21]. As users become
familiar with their patterns over time, the surprises become predictable, diminishing
their refreshing and novel appeal [9]. Essentially, such designed surprises offer only an
illusion of genuine unexpectedness [21].

Despite the critics, there are proponents who suggest that artificial serendipity is
indeed a form of serendipity. They argue that with the assistance of advanced computa-
tional technologies, such as artificial intelligence (AI), online platforms can transcend
time and spatial limitations to ensure uninterrupted connectivity and offer serendipitists
an array of choices [14].Within these choices, there are often unknowns that users would
not be able to discover independently [6]. Further, as the design of artificial serendipity
is considered a competitive advantage, designers frequently choose not to reveal the
technical details of their algorithms [31]. This intentional secrecy makes it challenging
for platform users to predict when artificial serendipity might occur, thereby retaining
its element of surprise.
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To address the debate surrounding artificial serendipity, it is crucial to directly engage
with platform users active in today’s online environment. Indeed, the most profound
understanding of any subjective experience comes from those who directly encounter
it [17]. Despite its importance, there is a notable lack of research exploring platform
users’ perspectives on this matter, leaving a significant research gap. To fill this gap,
this study adopted a serendipitist-centric approach, focusing on authentic stories shared
by consumers within the online marketplace, a context in which the design for artificial
serendipity is especially pronounced.

3 Methodology

To fully understand platform users’ perceptions of artificial serendipity, this study was
structured as a narrative inquiry. Insights were gleaned directly from the stories told by
the participants. Figure 1 illustrates the overall research design, whose feasibility was
validated through a pilot study.

Fig. 1. The research design and process.

3.1 Narrative as the Research Strategy

Narrative inquiry, a research strategy that grounds the research in participants’ stories
[32], was adopted to guide this study. The core reason for adopting a narrative strategy
is that stories can offer a more intricate and nuanced portrayal of participants’ perceived
realities [33]. Storytelling is a communication and sense-making technique that individ-
uals naturally possess and refine in their daily lives [34]. Thus, participants can conduct
storytelling with minimal researcher interference [35], guaranteeing their autonomy in
faithfully revealing what they have experienced and thought [34].

In this study, stories were collected from 32Chinese consumers aged between 18 and
34 years. The reasons for selecting this group as the targeted participants were threefold:



Designing Artificial Serendipity 33

1. Choice of online consumers: Online marketplaces are notable for implementing arti-
ficial serendipity in their design [6, 36], with major platforms such as Amazon and
eBay integrating artificial serendipity. These marketplaces provide a rich context for
exploring users’ experiences with artificial serendipity.

2. Choice of Chinese participants: This selection was influenced by the shared cul-
tural background between the participants and the main researcher. A shared cultural
context is believed to facilitate clearer understanding and communication between
researchers and participants [37], ensuring accurate interpretation of participants’
stories with minimal distortion [33].

3. Choice of consumers aged 18 to 34: This specific age range was chosen, considering
that these consumers represent a significant portion of online consumption power
globally [38]. Thus, consumers from this age group are likely to have richer online
shopping experiences and potentially more encounters with artificial serendipity,
contributing to more detailed and diverse stories.

Ethical approval for this research was obtained from the researchers’ institution
before approaching and recruiting participants. All participants were informed about the
research objectives and the intended use of their stories. They provided their informed
consent before the commencement of data collection. To gain a nuanced understanding
of participants’ feelings about artificial serendipity, they were further divided into four
distinct age groups (18–19, 20–24, 25–29, and 30–34), aligning with the indicators
specified by the population census standards in China [39]. However, this study revealed
that participants across these various age groups exhibited a fundamentally consistent
view of artificial serendipity and an effective serendipity-prone design. This consistency
indicates that the insights gained from this studymaybe transferable to other populations.

Indeed, despite the transferable potential of this study, its focus solely on Chinese
online consumers is a limitation. Given the inherent subjectivity and context sensitivity
of serendipity, platform users from various cultural backgrounds and online contexts
might perceive and interact with artificial serendipity differently. Therefore, to enrich
this study, it would be beneficial to conduct further research involving empirical investi-
gations of artificial serendipity from the perspectives of serendipitists from other national
backgrounds.

3.2 Data Collection

In this study, the data collection session (i.e. the telling session in Fig. 1) was conducted
via the adoption of self-administrated diaries and follow-up interviews.

The adoption of self-administered diaries ensured the faithful collection of detailed
stories. The diaries allowed the participants to record their experiences as soon as they
encountered artificial serendipity, mitigating the fallibility of memory and capturing
more details [40]. Previous studies have highlighted the effectiveness of diaries in cap-
turing detailed serendipitous experiences [e.g. 41, 42, 43]. Diary writing also permitted
the participants to reflect on their experiences with minimal researcher interference,
promoting an authentic representation of their views on artificial serendipity.

Interviews were conducted as intimate in-person conversations, allowing the captur-
ing of experiential nuances, such as emotions, that might be missed in written form [44].
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Additionally, the interviews served as a method of triangulation with diaries, enhanc-
ing the reliability of the study. Each interview was specifically tailored to the stories
documented in the diaries.

The data collection session was conducted from early April to late October 2021,
amid the COVID-19 pandemic. Thus, all communications with participants were
conducted through real-time chat over WeChat, a platform whose suitability for a
serendipity-based study was validated in both the pilot study and in research by [43].

3.3 Data Analysis

Since the narrative inquiry is interpretative at every stage [34], data analysis was woven
throughout this research, with insights gained from early analysis informing and refining
the direction of further data gathering.

Analysing and interpreting. The objective of the analysis and interpretation session
was to empathise with the participants, facilitating an in-depth understanding of their
viewpoints. This session was structured into three stages:

1. Analysing and interpreting diaries: This stage involved identifying ambiguities in
the diary entries by examining the timelines within each story [46]. Graphic notes
were used for visualising the timelines. The identified ambiguities were subsequently
addressed with the participants in follow-up interviews.

2. Analysing and interpreting interviews: This stage identified the actions, emotions,
and agency that made up the participants’ experiences, leading to an in-depth
understanding of participants’ perceived realities.

3. Analysing and interpreting stories: Focusing on understanding the plot (i.e. the conse-
quential structure) of the stories, this stage illuminated how participants experienced
artificial serendipity. The stories were broken down line by line [33, 46] to clarify their
structure. The analysis and interpretation were then carried out from the denouement,
considering that the full scope of human experiences often becomes apparent when
the outcomes are clear [33, 34].

Re-telling. The re-telling session aimed to translate the stories told by the participants
into explicitly understandable forms [45], allowing a broader audience to empathise with
the participants’ perceived realities. Two tasks made up this session:

1. Story configuration: The goal was to assemble comprehensive and detailed stories by
synthesising information from both interviews and corresponding diary entries. To
achieve this, the ambiguities identified in the diaries were clarified and integrated at
appropriate junctures within the stories. Additionally, novel ideas from the interviews
were compiled into a separate document. Participants were then given the opportunity
to select relevant content from this compilation to include in their diary narratives.
Any content that was not incorporated into the diaries was stored in a background file,
providing the researchers with additional insights into the participants’ viewpoints.

2. Re-storying:This task involved initially summarising each story based on its identified
plot. These summaries were then used for a cross-story comparison to identify com-
mon serendipitous patterns across the participants’ experiences. By focusing on these
recurrent patterns, prevalent actions, emotions, scenes, and agencies within the stories
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were reconnected and interlinked. The outcome was a comprehensive framework that
effectively depicted the artificial serendipity experienced by the participants.

To ensure the fidelity of the participants’ viewpoints, member checking was con-
ducted after each data analysis stage [33, 45]. This approach ensured the authenticity of
the interpretations derived from the data.

4 Findings

4.1 On Artificial Serendipity: A Genuine yet Harmful Surprise

For the participants, the implementation of conscious design in online platforms did not
signify the end of serendipitous experiences. Instead, artificial serendipity was viewed as
a distinct andwelcome type of serendipity. This positive receptionwas highlighted by the
fact that over half of the participants visited online marketplaces without any particular
needs; yet, their visits were motivated by the enjoyment of experiencing serendipity that
was ‘served by AI’ (P4-21) or ‘guided by big data analysis’ (P3-8).

More concretely, being supported by ‘intelligent technologies’ (P3-10) with ‘power-
fulmining and analytical abilities’ (P2-1) of these ‘intelligent technologies’ (P3-10), arti-
ficial serendipity can nudge them to embrace more surprises—namely, findings beyond
their routines and expressed plans and preferences.

Further, given that the designers of artificial serendipity—typically e-commerce
practitioners—possess ‘superb market insights’ (P3-8), the serendipitous findings they
curated are likely to be superior to the participants’ regular selections. One such exam-
ple comes from P2–1. With Taobao’s assistance, P2-1 discovered a high-quality beauty
blender—one that was different from the makeup brush she intended to find. However,
this surprising finding was a more suitable choice for her needs. The beauty blender
offered’ a quicker and more seamless makeup application’ (P2-1) compared to the brush
she had initially sought. By embracing these ‘insightful surprises’ (P2-1), the partici-
pants benefitted from: (1) an emotional pleasure, (2) a satisfying purchase, and (3) a
slight gain in knowledge.

• P4–2 S1 –Watching the recommendation made me feel as though I was playing with
the toy myself. For me, this experience was enjoyable and memorable.

• P2–9 S4 – I was quite satisfied with encountering this experience and the purchase it
triggered […] I spent a certain amount of money and received items.

• P2–10 S2 – This comprehensive exploration gave me a well-rounded understanding
of the gift-giving culture.

Nonetheless, not all instances of artificial serendipity resulted in valuable outcomes
as those mentioned above. In some cases, artificial serendipity can harm participants for
two primary reasons:

1 P4–2 refers to the second participant from the fourth age group; subsequent participant
references adhere to this naming convention.
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1. E-commerce practitioners’ pursuit of commercial interest. Given that the core motive
behind e-commerce practitioners’ design for serendipity often ‘revolves around sat-
isfying their own commercial interests’ (P3-9), some artificial serendipitous experi-
ences may essentially be commercial traps. This kind of artificial serendipity may
‘benefit the [e-commerce practitioners] by sacrificing [participants’] benefits’ (P3-2).

2. The e-commerce practitioners’ over-providing of novel findings. As noted by P1–
2, e-commerce practitioners tend to design serendipity under ‘an excessively strong
intent for novelty’. This approach may lead users towards choices that are entirely
unknown to them. The uncertainty and unfamiliarity associated with such unknown
options can naturally evoke ‘a sense of harmful and risky’ (P4-6), discomforting the
users.

In more detail, the potential harm brought about by artificial serendipity clusters into
three categories:

1. A waste of time and energy. For example, P1–1 was disappointed to realise that
the promotional event she encountered on Pinduoduo2 was just ‘fake news’ (P1-1).
The waste of time and energy can lead to participants feeling frustrated and angry.
Sometimes, negative emotions could lead to a decrease in trust or even ‘great disgust’
(P2-9) towards the designers who curated the artificial serendipity. For instance, when
P1–2 realised that she had been duped by an incredible discount that she could never
get, she uninstalled Pinduoduo immediately and did not use it again. In this case, the
artificial serendipity brought a ‘loss-loss situation’ (P2-9) to both the participants and
the e-commerce practitioners.

2. A regretful purchase. An example was P4–6, who brought a box of ‘bad-tasting’
crayfish due to a serendipitous recommendation offered by Douyin3. Similar to the
reaction to a wasted time and energy, the realisation of a regrettable purchase was also
followed by participants’ temporary avoidance of a given e-commerce practitioner,
leading to a ‘reduced consumer traffic to [that platform]’ (P4-6).

3. A loss of selection autonomy. In this case, participantsmaybemanipulated to overtrust
theAI system, relying on the system to conduct all information searches. This reliance,
in turn, limited the participants’ ‘purchase alternatives in a limited range’ (P2-8).

Notably, the outcomes of artificial serendipity may take time to be fully revealed.
Some initially perceived beneficial serendipity might shift into harmful ones later on
after the ‘influence of [AI systems] gradually diminished’ (P3-4).

4.2 Features of Beneficial Artificial Serendipity

Through in-depth discussions with participants about the factors contributing to both
beneficial and harmful instances of artificial serendipity, three designed features that

2 Pinduoduo (拼多多) is a major Chinese e-commerce platform renowned for its low-price strat-
egy. However, it has been criticised for its poor handling of false information and failure to
deliver high-quality products.

3 Douyin (抖音), internationally known as TikTok, is a popular short-video social media platform
originating in China. As it has evolved, it has become a significant social commerce platform
on which vendors market their products.
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made up a beneficial artificial serendipity emerged: personalisation, controllability, and
moderate propagation.

Personalisation. For the participants, a beneficial artificial serendipity was often a
personalised one that ‘closely alignedwith’ (P2-1) their expressed preferences and needs.
By contrast, artificial serendipity that lacked personalisationwas seen in a less favourable
light, being regarded as a ‘source for uncertainty and potential ambiguity’ (P4-6).

Two reasons led to the participants’ preference for personalised recommendations.
First, shopping, as an ‘everyday practicality’ (P3-5), did not always derive its value
and attractiveness from discovering novel items. Instead, the joy of shopping predom-
inantly came from encountering familiar content that could be immediately useful in
participants’ everyday lives.

• P2-3 I3 – Shopping is not conducting scientific research; I do not need a lot of
shopping-related innovativeness. I just need findings based on my shopping history
and search history. […] I do not have a use for extremely novel products, so if you
introduce them to me, it is just a waste of both your and my time.

Further, novel surprises may not only be less immediately useful but may also be
contrary to their existing preferences and interests, potentially leading to ‘discomfort’
(P2-3). For instance, P2–3 mentioned that while horror comics are ‘definitely a novel
and unknown area’ for her (P2-3), she would never buy and read them due to her ‘fear
of ghosts and terror’ (P2-3).

Second, because of the arrival of the ‘information era’ (P3-3), the participants were
already ‘overwhelmed with novel and unknown findings’ (P3-3). Continual exposure
to novelty could lead to a state of ‘overload’ (P2-7), impairing participants’ ability to
make rational decisions to address their needs. For instance, P3–6 experienced difficulty
choosing products due to an excess of unfamiliar brands recommended by Taobao during
shopping. This difficulty in choice eventually led her to ‘a regretful’ (P3-6) abandonment
of the purchase. Under this circumstance, the participants felt that they did not lack
novelty and ‘no longer have the capacity’ (P3-10) to absorb additional novelty; instead,
they lacked a personalised filtering that could help them ‘accurately identify relevance
from the chaotic’ (P3-10).

Controllability. Another key aspect that constitutes a beneficial artificial serendipity,
according to the participants, is ‘controllability’ (P2-9). That is, the participants valued
artificial serendipity that they could influence and whose development they could antici-
pate, even if the anticipation and influence were more of an ‘intangible perception rather
than tangible reality’ (P3-4).

• P3–4 I3 – If I have no say in the entire experience and cannot influence its develop-
ment, then I feel that the experience would be difficult to be enjoyable […] For an
[artificial serendipity] experience to be enjoyable, at the very least, its development
should be able to be influenced by me.

This perceived controllability reassured the participants that they were not solely
serving the interests of e-commerce practitioners to their detriment; this, in turn, instilled
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‘confidence andwillingness’ (P2-5) in participants to engage with and enjoy the artificial
serendipity.

The participants’ need for controllability, albeit intangible, was rooted in two main
reasons. The first reason was their ‘distrust’ (P2-10) of e-commerce practitioners. Since
e-commerce practitioners and consumers have contrasting interests, the participants
were sceptical that practitioners would design serendipity altruistically to meet their
shopping needs. Instead, they worry that these designs might just be ‘tactics [employed
by practitioners] to enhance in-store sales or traffic’ (P2-10). Due to this awareness, there
is some degree of control to safeguard against practitioners’ potential manipulations in
the experience of artificial serendipity.

The second reason was related to the participants’ concerns about the ‘deceptive
effect’ (P3-1) caused by intelligent technologies. With their ‘superb data tracking and
analytical power’ (P3-4), technologies such as AI can understand participants’ prefer-
ences and needs more ‘timely and clearly’ (P3-4), thereby crafting a ‘virtual fairyland’
(P3-9) for participants. In this fairyland, the participants were deceived to trust emotions
over logic, leading to irrational decisions. Therefore, to avoid falling into deceptive
traps created by intelligent technologies, the participants tended to prefer engaging with
artificial serendipity, whose development route they could anticipate.

According to the participants, the perceived controllability of artificial serendipity
came from the following:

1. A clear indication of the reasons behind its occurrence. This assured the partici-
pants that e-commerce practitioners were ‘ethically collecting and using their online
footprints’ (P2-9). As a result, the participants could worry less about ‘being surveil-
lance and manipulated by [e-commerce practitioners]’ (P2-9) during their artificial
serendipity experience.

2. Avoidance of interruptions during the serendipitous process. This means that during
the experience of artificial serendipity, the participants’ decision-making processes
were not disrupted by ‘sudden pop-ups’ (P4-2) or similar interruptions. This assured
the participants that they could ‘make independent decisions in an undisturbed way’
(P4-2) while experiencing artificial serendipity, making the participants feel that the
outcome of serendipity was controllable.

Moderate Propagation. Apart from the aforementioned features, the participants also
highlighted that a beneficial artificial serendipity was one that moderately propagated
itself. It used ‘limitedmultimedia elements to offer detailed explanations about its value’
(P4-2) rather than explaining itself and value via excessive multimedia and incomplete
information.

Three reasons made the artificial serendipity with moderate propagation more ben-
eficial. First, moderate propagation allowed the participants to effectively recognise the
value of the serendipitous opportunity, ensuring that they did not miss valuable surprises.
The restrained use of multimedia elements ensured that the participants ‘did not have to
wait long for information to load’ (P4-2), providing a ‘quick acquisition’ (P4-2) to the
introduction of the serendipity. Meanwhile, with complete information about the ‘cap-
tivating snippets’ (P3-5) of the serendipity, the participants could ‘swiftly understand’
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(P4-2) how thefindingmight be useful in their daily lives from the acquired introductions.
The understanding, in turn, alerted the participants to embrace the serendipity.

Second, moderate propagation ensured that the participants set reasonable and ratio-
nal expectations about the potential value of artificial serendipity. Sometimes, regret
about an artificial serendipity was not due to its actual low value but because partici-
pants had unrealistic value expectations at the start, influenced by excessive promotion
of it. P4–7’s experience illustrates this. In his story, P4–7 expected to find an adaptor
small than the size of his palm because the vendor propagated it as one that ‘extremely
smaller than other similar products’ (P4-7). This expectation led to regret when P4–7
found that the received product was just ‘a little bit smaller than other similar products’
(P4-7).

Third, the moderate propagation of artificial serendipity signified the trustworthiness
of the e-commerce practitioners who designed it. This perceived reliability encouraged
the participants to engagewith and enjoy the serendipity ‘without reservation’ (P3-5). By
contrast, excessive marketing tactics often amplified the participants’ concerns, making
them view the suggested serendipity as simply a commercial ploy. As a result, they
tended to avoid these surprises and felt ‘more uncertain’ (P3-5) when engaging with
serendipity. This corresponds to the viewpoints of P3–8:

• P3–8 I3 – Whenever a recommendation includes overly exaggerated language, such
as ‘lose ten pounds in three days’ or ‘biggest discount ever’, I tend to view the product
or the marketing campaign negatively. These words give me the impression that they
are trying too hard to mask some undisclosed flaws or issues with the product or
campaign. As the saying goes, ‘The more insecure you are, the more you tend to
overcompensate.’

5 Discussion

5.1 Artificial Serendipity Through Platform Users’ Eyes

The participants’ stories illuminate howplatformusers perceive artificial serendipity. For
platform users, conscious design does not eliminate serendipity in the online context;
instead, it introduces attractive surprises—the very core of serendipity [5]. Artificial
serendipity that incorporates conscious designs, however, does not ensure consistent
benefits for users; sometimes, artificial serendipity may harm users. As experienced
by platform users, the surprising yet potentially harmful nature of artificial serendipity
arises from multiple roots.

The multidimensionality and neutrality of surprises. Surprises are not just about
the emergence of novel content; they can also stem from the unexpected presentation
of familiar content [18, 44]. This study, along with previous research on serendipity,
demonstrates that surprises often arise from unusual arrangements of known knowl-
edge [e.g. 44, 47]. Therefore, it is an oversimplification to equate genuine surprise and
serendipity solely with novel content.

Further, compared to novel surprises, familiar surprises often attract more user atten-
tion. At its core, a surprise is essentially a neutral event [48]. Its classification as attractive
or disruptive is subject to individuals’ personal interpretations [48]. Given that human
beings are inherently path-dependent [49], platform users naturally consider the known
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issues to be more reliable and valuable and, thus, would devote more attention to these
familiars. Conversely, those who significantly diverge from or radically innovate upon
these experiences are often perceived as disruptive and are likely to be disregarded.
Notably, the preference of individuals for surprises that echo their past experiences
has also been acknowledged in several other studies. These studies emphasise that past
experiences are pivotal to fostering enjoyable serendipity [e.g. 50, 51].

The Benefits canDiffer for EveryUser. Specifically, the perception of benefits or value is
inherently subjective. Due to this subjectivity, what designers consider beneficial may be
perceived as harmful by platform users. To create artificial serendipity that is beneficial
for platform users, design strategies should incorporate certain features that are different
from the designers’ ideas:

1. Personalisation. Whereas designers often see personalisation as a barrier to serendip-
ity [10], users consider it a key feature leading to ‘highly beneficial’ (P4-2) artifi-
cial serendipity. After all, personalised findings are often of immediate use to users.
Notably, the link between personalisation and the benefits of artificial serendip-
ity extends beyond this study. Studies with business professionals and academic
researchers [e.g. 52, 53], who are generally keen on innovation, also suggest that
the most fulfilling serendipitous experiences are those pertinent to their pre-existing
knowledge and spheres of interest.

2. User control. The ‘most satisfying’ (P3-2) serendipitous experience, as per users,
are those where they have the autonomy to decide its development. However, the
assistance offered by designers, intended to support the noticing and exploration
of the surprise, is often seen as intrusive by users. Ultimately, for users, exercising
their sagacity without interference is crucial to benefitting from serendipity. This
preference is supported by findings from [55] and [10]. External support, especially
when it is ‘too prompt’ (P3-2), can make users feel like their every move is under
surveillance. This can intensify their uncertainty during the serendipitous experience
[55].

3. Moderate propagation. To effectively convey the value of artificial serendipity, a com-
plete and straightforward introduction to the designed surprise suffices rather than
an eye-catching advertisement replete with marketing tactics. The former approach,
by avoiding excessive promotion, prevents users from developing overly high expec-
tations for the serendipitous discovery [2]. Consequently, users can more openly
accept the outcome of the serendipity without deeming a potentially good artificial
serendipity as unfavourable due to a gap between their expectations and reality [31].

5.2 Guidelines and Strategies for Designing Artificial Serendipity

By exploring the platform users’ perceived artificial serendipity, two guidelines for
designing artificial serendipity were identified.

First, respecting platform users’ voices leads to effective serendipity-prone designs.
Given the subjective nature of value and surprise, platform users are often best posi-
tioned to define what constitutes a satisfying serendipitous experience for them. By
aligning with these insights, designers can create positive artificial serendipity experi-
ences that resonate with their customers. These experiences can boost users’ satisfaction
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and trust, leading to higher return rates and long-term loyalty to the online platforms
[31]. By contrast, disregarding users’ voices can result in ineffective design strategies
that destroy user–platform relationships. Thus, ineffective serendipity-prone designs can
lead to harmful artificial serendipity for platform users, resulting in a loss of satisfaction
and trust in the practitioner. Dissatisfaction not only affects immediate sales but can
also negatively impact user loyalty and the platform’s reputation. This study witnessed
instances inwhich platform users, after experiencing harmful artificial serendipity, chose
to uninstall an e-commerce platform altogether.

Second, designing for serendipity does not require a complete overhaul of existing
online platform strategies. Instead, certain existing design elements can facilitate bene-
ficial artificial serendipity for users. In particular, users generally favour personalisation,
a need that existing accurate and relevance-focused recommendation systems can meet.
Furthermore, users value maintaining control over their choices. This, in turn, reduces
the need to introduce overly intelligent supportive tools in online platforms. Moreover,
users prefer to have realistic expectations at the outset of an experience, which suggests
that practitioners do not need to invest heavily in elaborate marketing campaigns.

Based upon these two guidelines, three strategies for designing artificial serendip-
ity are further proposed: prioritising personalisation, guaranteeing users’ control, and
employing modest promotion.

1. Prioritising personalisation. When designing artificial serendipity online, personal-
isation should still be prioritised over other serendipity-related design concepts of
unexpectedness and novelty. To achieve better personalisation, designers need to pay
closer attention to platform users’ recent online footprints, as individuals’ preferences
and needs often change fast. Also, designers could consider uncovering and priori-
tising offerings on the periphery of users’ profiles. Although related to consumers’
stated preferences and needs, these offerings are often overlooked, providing a mix
of personalisation and novelty.

2. Guaranteeing users control. To enhance users’ control over artificial serendipity,
designers can leverage two strategies: providing clear explanations for each rec-
ommended surprise and reducing the offering of supportive tools. The first strategy
fosters amore transparent online experience, diminishing users’ perceived uncertainty
regarding the encountered surprises [31]. The second strategy ensures an undisturbed
online visit, providing users with an independent decision-making environment for
exploring the encountered surprises.

3. Employing modest propagation. When promoting the designed surprise, a detailed
and accessible explanation of the full features is advisable rather than solely accen-
tuating the positives. This approach not only makes users feel that the designers are
transparent, thereby strengthening their trust in the designers and the surprises offered,
but also helps users form realistic expectations and fully appreciate the charm of the
artificial serendipity experience.
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6 Conclusion

This study addresses a topic of growing importance but with considerable debate: the
design for artificial serendipity in online platforms. By focusing on platform users,
who actually experience artificial serendipity, this study reveals key features of artificial
serendipity and effective approaches for its design.

According to platform users, artificial serendipity is a unique form of serendipity,
bringing them constant surprises that turn out to be either beneficial or harmful. The
occasional harm of artificial serendipity stems from the misalignment between users’
requirements and designers’ design intents. Users appreciate artificial serendipity when
it incorporates elements such as personalisation, controllability, and moderate propaga-
tion. However, designers frequently neglect these aspects; sometimes, they even actively
work against them. Designers attempt to eliminate personalisation by introducing more
novel and unexpected content, weaken users’ control over their experiences through the
provision of supportive tools, and try to entice users towards artificial serendipity with
excessive marketing. Consequently, artificial serendipity sometimes fails to align with
users’ value pursuits, leading to harmful outcomes.

The findings regarding the features of artificial serendipity and its design can con-
tribute to its benefits and have implications for research and practice. As for research,
the findings shed light on the ongoing debate over whether artificial serendipity can be
classified as genuine serendipity, suggesting new factors for future serendipity-related
studies:

1. The currentlywidely accepted three characteristics (i.e. unexpectedness, sagacity, and
value) warrant reconsideration. With the arrival of artificial serendipity, serendipity
does not only consist of grasping chances from a given serendipitously passive con-
text. It evolves into a synergistic interplay between users’ recognition of a serendipi-
tous encounter and themore serendipitously proactive environment inwhich it occurs,
converging in a mutual voyage of discovery. Notably, this dynamic has gained promi-
nence in our digital age, where most everyday life and working activities are realised
via the intermediation of intelligent technologies.

2. The everyday context and users’ voices warrant greater emphasis. Everyday life is
rich with serendipitous opportunities that frequently remain unexplored. Delving
deeper into these moments, especially the artificially created ones, necessitates hear-
ing directly from those who encounter them. After all, the intricacies of a subjective
experience might be imperceptible to outsiders.

In practice, it is recommended that designs for serendipity should be personalised to
users’ needs and preferences. While novel and unexpected recommendations can indeed
capture users’ attention, they also risk triggering scepticism and distrust, as users might
perceive these as commercial tactics.Additionally, it is important for users to have control
over why they encounter designed surprises, enabling them to independently explore
thesemoments. Although this independent explorationmay requiremore effort, it allows
users to interpret surprises from their own perspective, ensuring they derive value from
the experience. Lastly, the promotion of designed serendipity should be balanced and
not overly sensational, to avoid disappointment from unfulfilled expectations.
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This study contributes to both the theoretical and practical aspects of serendipity.
Theoretically, it identifies artificial serendipity as a distinct type of serendipity, thereby
broadening the current understanding and urging researchers to consider contemporary
societal developments in their serendipity studies. On the design front, it highlights
the shortcomings in existing strategies, emphasising that successful serendipity design
requires not just designers’ insights but also crucial input from platform users. These
contributions, whether theoretical or design-related, are instrumental in fostering a more
user-friendly online environment.
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Abstract. Nowadays, the industry is diversified and interdisciplinary technology
integration, requiring high teamwork and interaction. This mechatronic Design
course introduces industry-academia co-teaching and simulates the problems for
senior mold engineering students about to enter the workplace. It integrated the
DBR design-oriented method, ADDIE curriculum framework, and the P-TECH
workplace soft skills training model. Students will build up their knowledge
of mechatronic systems and start from scratch with IoT applications through
ESP8266 and ESP32 control boards and extendable components, guided by the
practical design needs of the industry. This innovative teaching model trains stu-
dents to have professional hard and soft skills in the workplace. That can solve the
gap between students and industry demands, enhancing students’ problem-solving
abilities and improving no learning motivation, direction, and other issues. The
study results showed that students’ learning confidence and outcomes met the
predictions at the beginning of the semester and exceeded their set initial goals
after learning.

Keywords: DBR · ADDIE · P-TECH ·Mechatronic Design

1 Introduction

In previous implementations of Mechatronic Design practical courses, a systematic
design framework was constructed by integrating Problem-Based Learning/Project-
Based Learning (PBL/PjBL), STEAM education (Science, Technology, Engineering,
the Arts, and Mathematics), Design-Based Research (DBR), and the ADDIE (Analyze,
Design, Develop, Implement, and Evaluate) inquiry-Based model, resulting in signifi-
cant student performance outcomes. However, recent years have witnessed a decline in
students’ learning attitudes and critical thinking abilities, particularly when faced with
unfamiliar interdisciplinary domains. If students seek solutions directly from instruc-
tors without prior self-reflection, there is a risk of needing more proactive learning and
problem-solving skills. Even students possessing specific technical expertise or creative
ideas may lower their goals or abandon projects when encountering difficulties, which
is unfortunate. Considering diverse student backgrounds and individual cognition and
capabilities variations, some find tasks too simple, while others perceive them as overly
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challenging. The outcomes of practical project work, overall learning effectiveness,
and teaching quality may significantly impact, placing a heavier burden on educators.
In this study, with guided adaptive teaching designs, students can handle rushed and
extensive learning when faced with extended challenges related to specialized projects,
reducing efficiency. Therefore, through differentiated instructional activities and guided
group work, fostering peer discussions, mutual assistance, and communication skills
is crucial for students to develop the ability to adapt dynamically. The transformation
of the traditional teacher’s role from an authoritative, one-way instructor to an interac-
tive coaching role, along with adaptive grouping guidance, is essential. This approach,
complemented by relevant soft skills, industry practices, and technology tool applica-
tions, assists students in building future-ready capabilities through team communication
and collaborative work. Efforts are also directed toward enhancing student engagement,
reducing cognitive load, and maximizing the benefits of self-directed learning. A central
focus is reinforcing students’ overall participation and capabilities in engagement and
active learning.

2 Literature Review

2.1 Problem-Based Learning/Project-Based Learning (PBL/PjBL)

In the past, students participating in Problem-Based Learning (PBL) and Project-Based
Learning (PjBL) have acquired skills in problem definition, analysis, and project exe-
cution, including data collection, analysis, and synthesis. The purpose of PBL is not
merely to solve predefined problems but rather to assist students in understanding prob-
lems, identifying learning needs, synthesizing relevant information, and applying it to
the focused problem. Clear problem definition facilitates efficient learning interactions
among group members and instructors. This type of focused problem-based learning
effectively enhances professional competence and maintains the core ability for proac-
tive learning in the face of rapid changes. PjBL, on the other hand, emphasizes under-
standing and exploring the structure of problems, and the resulting Knowledge Roadmap
revolves around authentic problems, leading to solutions filled with various unknown
possibilities. Mihardi and Bunawan [1] suggest that the PBL/PjBL model enhances stu-
dents’ design thinking and creativity while integrating feasibility assessments of relevant
engineering technologies for commercial development. Although different, Chen et al.
[2] propose that problem-oriented or project-oriented learning can complement and inte-
grate into basic or advanced engineering education. Balram [3] argues that PBL or PjBL
methods, being teacher-focused on specific student problems, benefit students who can
independently solve problems. However, for relatively passive learners, there may be
limitations in learning effectiveness. To encourage active learning, broaden knowledge
content, and not solely rely on direct answers from instructors, considering the complex
learning needs of modern students, traditional lecture-style learning and experiential
learning alone may not be sufficiently compelling. Therefore, there is a need to incor-
porate more innovative teaching methods to enhance student learning, motivation, and
engagement in a flexible learning process.
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2.2 Design-Based Research (DBR) and ADDIE Inquiry-Based Teaching Model

Given that this course focuses on practical project work, it necessitates utilizing the
Design Thinking (DT) framework to enhance student motivation and improve learning
and teaching effectiveness. Zhang et al. [4] assert that the four stages of DBR, including
Design, Testing, Evaluation, and Reflection, provide a hybrid research approach incor-
porating elements of Problem-Based Learning/Project-Based Learning (PBL/PjBL) and
Inquiry-Based Learning (IBL). This method facilitates the development of learning the-
ories and enhances educational practices. Students engage in practical exploration, pro-
pose solutions, and validate initial design concepts by establishing standard teaching
processes and simulating real industrial scenarios in curriculum implementation.Regard-
ing instructional course structures and planning, Spatioti et al. [5] highlight the ADDIE
(Analysis, Design, Develop, Implement, Evaluate) inquiry-based teaching framework
and process as a systematic approach for developing instructional methods and training
course development models. The ADDIE model spans the entire process from anal-
ysis, design, development, and implementation to evaluation, integrating instructional
methods, curriculum, and tool development for effective teaching practices and research
methods with feedback. Baharuddin [6] applied the ADDIE model in teaching, utilizing
surveys and test data analysis, revealing that students achieved a high level of practi-
cal skills (80%), a success rate of 90%, and an overall learning outcome average of 85
points. Almelhi [7] demonstrated significant improvement through the ADDIE model,
employing pre-tests, post-tests, and comparative analysis between experimental and
control groups. Therefore, incorporating DBR and the ADDIE inquiry-based teaching
model can enhance learning outcomes and achieve preset objectives. Combining vari-
ous inquiry-based teachingmethods can improve traditional teacher-centered knowledge
transmission, providing solutions to real-life problems and enabling the comprehensive
application of acquired knowledge and skills. Meanwhile, it enhances students’ attitudes
and learning abilities [8–12].

3 Instructional Design and Planning

Due to the practical nature of the hands-on project-based course, an inquiry-based teach-
ing model can be employed to guide students in exploring problems and developing
solutions. Includes selecting project topics, assessing feasibility, setting design objec-
tives, prototyping, testing functionality, and presenting outcomes. Therefore, the course
adopts the Design-Based Research (DBR) method in practical education. It integrates
the ADDIE inquiry-based teaching framework through a developmental and iterative
process, encompassing the entire course delivery process from analysis, design, devel-
opment, and implementation to evaluation. It involves rigorous data collection, reliability,
supporting research results’ objectivity, reliability, and validity, and integrating quantita-
tive and qualitative aspects. The course involves practical exploration and employs a case
study approach. Collaborative evaluation with industry experts is conducted to assess
students’ practical skills, providing timely guidance and converging design directions.
The goal is to instill new, progressive, and industrially applicable values in students’
work. The four-stage instructional design research process of the DBR method and the
five-stage inquiry-based teaching framework of ADDIE is shown in Table 1.
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This study ensures the structural, deep, and comprehensive nature of the course con-
tent and predictability of learning outcomes; the emphasis is not only on understanding
whether students can do something but also on enhancing the effectiveness of teaching
and learning through processes such as investigation, exploration, inquiry, questioning,
research, seeking answers, and iterative scrutiny. During the preparation phase, teachers
establish theoretical foundations, guide students in executing designs based on develop-
ment strategies, and explore problem-solving effectiveness through practical exercises
and design adjustments. This process validates the connection between theory and prac-
tice, culminating in disseminating outcomes—comparing before and after learning plans
to assess the effectiveness of instructional design. At the course’s beginning, students
must contemplate their learning motivation and set learning goals, addressing questions
such as: Why take this course? What do they hope to learn? Are they confident in
achieving preset goals by the end of the semester? After completion, do you conduct
to determine goal attainment? Moreover, do a self-analysis to explain unmet goals and
propose methods for resolving future learning challenges.

The course is held at the Product Integration Design and Pilot Production Center of
the Mold and Die Engineering Department, National Kaohsiung University of Science
andTechnology. The course focuses on design thinking, coveringmulti-model extension,
multi-method guidance, and whole-approach integration. The 18-week course is divided
into five phases for teaching adjustments:

1. Interdisciplinary Knowledge Exploration (Weeks 1–3): Analyzed students’ knowl-
edge in product design, creative engineering, mold design, and electromechanical
integration through collaboration with industry experts. Initial surveys explore the
impact of prior knowledge and self-learning experiences.

2. Project Planning and Execution Inquiry (Weeks 4–6): Design activities based on
students’ understanding, preferences, and goals. Students refine project topics, con-
sidering past outcomes. The investigation includes the impact on learning for students
with different experience levels.

3. Communication and Coordination Skills Inquiry (Weeks 7–10): Adjusting based on
weekly feedback and exploring industrial cases if there is a positive interaction.
Inquiry involves understanding the impact of course content on learning and adjusting
accordingly.

4. Implementation and Analysis Skills Inquiry (Weeks 11–14): Collaborative teaching
aids project implementation. Students create prototypes, share suggestions, and con-
duct tests. The investigation includes the impact on learning through surveys and
adjustments.

5. Self-Learning Mode Inquiry (Weeks 15–18): Conduct a comprehensive learning and
teaching effectiveness analysis and seek confirmation of preset goal standards through
relevant competitions. Students reflect on design principles, and teachers promote
teaching effectiveness through industry-academia cooperation. The investigation
includes assessing the impact on learning and achieving preset goals.
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Table 1. Research Process and Implementation Emphasis of DBR Design-Based Research
Method and ADDIE Inquiry-Based Teaching Framework

DBR Design-Based Research Method ADDIE Inquiry-Based
Teaching Framework

Phase 1: Design (Curriculum
Planning and Design):

In the preparation stage,
collaboration between
teachers and industry experts
initiates curriculum activity
planning, focusing on
practical industrial
applications. Students are
instructed to establish a
theoretical foundation and
prerequisite knowledge before
guiding them to generate
creative ideas based on
real-world industrial problems

Analyze (Problem
Hypothesis and Analysis):
Conduct an initial pre-course
survey to investigate students’
relevant prerequisite
knowledge, including
experiences in project work
and teamwork. Explore the
impact of related prerequisite
knowledge and self-learning
experiences on learning

Phase 2: Testing (Execution
and Testing):

In the execution stage,
students engage in discussions
based on selected practical
project topics. They refer to
past project outcomes and
award-winning examples,
leading to adjustments in
project topics and execution
scopes. Feasibility
assessments are discussed

Design (Activity Design):
Based on students’
understanding of the course
outline, learning preferences,
and preset goals, design
course activities. For those
without a foundation or
experience, establish basic
skills and team-building,
including project procedures
and adaptive team roles.
Investigate the impact of
course content on students
with and without a foundation
or experience and how to
adjust course content
accordingly

(continued)
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Table 1. (continued)

DBR Design-Based Research Method ADDIE Inquiry-Based
Teaching Framework

Phase 3: Evaluation
(Assessment and Validation):

During the evaluation stage,
collaborative teaching
involving teachers, industry
experts, teaching assistants,
and peer interactions assists in
project implementation and
confirms improvement
effectiveness

Develop (Development of
Interactive Teaching
Practices):
Through course
implementation and weekly
student feedback, understand
students’ learning progress.
Adjust interactive teaching
practices based on student
learning conditions.
Investigate the impact of
course content on different
student groups and adjust
accordingly

Phase 4: Reflection
(Reflection and Expansion):

In the promotion stage,
students reflect on design
principles to enhance solution
improvement. Teachers
promote the effectiveness of
practical project work
teaching practices through
industry-academia
cooperation

Implement (Pre- and
Post-course Surveys and
Rolling Teaching
Adjustments):
Through course
implementation and weekly
student feedback, understand
students’ learning conditions.
Conduct rolling teaching
adjustments based on initial
and midterm surveys.
Investigate the impact of
course content through pre-
and post-course surveys and
rolling teaching adjustments

4 Learning Assessment Tools and Methods

The assessment methods for learning are divided into quantitative and qualitative assess-
ments. Quantitative assessment encompasses academic learning outcomes, proactive
learning motivation, learning attitudes and interests, and problem-solving abilities. Pre-
and post-tests are conducted to assess learning, followedby a comparative analysis.Qual-
itative assessment involves in-depth student interviews, serving as one of the indicators
for measuring teaching effectiveness. This study alleviates the burden on teachers dur-
ing assessments and enhances objectivity; this project adopts a 360-degree assessment
model, including self-assessment, peer assessment, and industry expert co-assessment.;
this project adopts a 360-degree assessment model, including self-assessment, peer
assessment, and industry expert co-assessment. The learning outcome assessment tools
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employed consist of weekly individual and group reflections, team oral and outcome
presentations, Google online surveys, and online/offline feedback interactions through
the course Line group (pre-course notifications, post-course supplementary materials,
course activity records). This approach allows for seamless integration of remote learn-
ing for confirmed cases in home isolation, running concurrently with physical classroom
teaching, as illustrated in Fig. 1.

Pre-teaching and after-

school supplemental ma-

terials

Learning logs for weekly 

program activities

Distance Learning and 

classroom Instruction

Fig. 1. Online and Offline Feedback Interaction

The research employed the Likert scale as a research tool and utilized Google online
survey forms. The study focused on fourth-year students majoring in Mold Engineer-
ing at the National Kaohsiung University of Science and Technology. The class taught
in the previous year served as the control group, while the class taught in the current
academic year was designated as the experimental group. Assessments were conducted
at the beginning, midterm, and end of the semester, along with comparing teaching and
learning experiences before and after the intervention, aiming to validate this instruc-
tional study’s objectivity, reliability, and validity. For example, students were required
to contemplate their learning motivations and set learning objectives at the outset of the
course, addressing questions such as:Why did they choose to enroll in this course?What
do they hope to learn from this course? Do they have confidence in achieving the prede-
termined goals by the end of the semester? After the semester concludes, assessments
are conducted to determine goal achievement. Students are then expected to conduct
self-analysis, explaining the reasons for unmet goals and proposing how the methods
learned can be applied to address future learning challenges.

Setting the scope of research objectives encompasses: 1. Problem hypotheses and
analysis, 2. Course activity design, 3. Development of interactive teaching practices,
4. Pre-and-post-test questionnaire surveys with rolling teaching adjustments, 5. They
are learning and teaching effectiveness checks, among others. The relevant research
inquiries cover self-efficacy, learning attitudes, learning motivations and preferences,
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peer evaluations, problem-solving abilities, online and offline feedback, and the con-
struction of a network-based assessment. Through this, a comparison of differences in
pre- and post-learning assessments (at the beginning, midterm, and end) is conducted.
It includes assessments of learning conditions (student self-assessment, peer assess-
ment within the team, assessment by other groups), learning problem checks (weekly
homework reports and teaching performance feedback), and other vital points. After con-
sidering assistant teachers’ and industry mentors’ co-assessment, the teacher integrates
and comprehensively evaluates students’ overall learning outcomes and then provides
an objective assessment score.

Additionally, from the content of students’ final project presentations, quantitative
assessments of professional technical hard skills and qualitative assessments of work-
place soft skills are conducted. Each group member must also reflect and self-evaluate
throughout the learning process, providing mutual action recommendations through stu-
dent self-assessment and peer assessment forms. In the peer evaluation process, effec-
tive mutual care is encouraged among group members. Group members propose reward
suggestions for those who perform well, while those whose performance falls below
expectations receive joint care and encouragement from group members and teachers.
This approach enhances students’ learning motivation, particularly after the distribution
of work tasks within the group, leading to an increase in each student’s self-perceived
competence.

Through this 360-degree assessment method, teachers provide recommendations
on the creativity and execution of learning outcomes for each group’s proposed prob-
lem analysis and solutions, rather than solely relying on numerical scores. In addition
to strengthening students’ professional competence, this approach cultivates interdisci-
plinary professionals, aligns with relevant industries, and establishes interactive mecha-
nisms. Furthermore, from the practical courses of this curriculum, adaptive development
of students’ expertise can be observed and identified, fostering students’ abilities in log-
ical thinking and hands-on learning. The emphasis is on diverse learning effectiveness
assessments through hands-on implementation.

In terms of qualitative assessments, a radar chart diagnosis assists students in career
exploration and evaluates learning process effectiveness. For quantitative assessments,
end-of-term project presentation score data diagnoses provide students with references
for pursuing either diversified (breadth) or focused (depth) learning, contributing to their
future career development adaptability. This data can also serve as a basis for industry
talent development and recruitment assessments. Collaborative teaching with industry
partners allows for the adjustment of courses and learning content based on industry
needs, addressing issues such as the gap between academia and industry. The grading
breakdown is as follows: regular assignments and feedback account for 40%, midterm
presentations account for 30%, and final presentations account for 30%.

5 Results and Discussion

This course conducts a three-stage analysis of learning outcomes: 1. Learning confi-
dence and learning effectiveness, 2. Learning and interaction patterns, and 3. Learning
objectives and evaluation. The previous year (2022), Academic Year 110, served as the
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control group with a class size of n = 46. The current year (2023), Academic Year 111,
represents the experimental group with a class size of n = 41, as explained below:

1. Learning Confidence and Learning Effectiveness Comparative Analysis: As shown
in Table 2, the analysis of learning confidence is presented first. Before the course,
in response to whether they possessed the prerequisite knowledge for this course, the
control group had 65.3% strongly agreeing or agreeing, which increased to 87.0%
by the midterm and reached a high of 93.4% by the end of the term. The research
experimental group had 54.9% strongly agreeing or agreeing initially, rising to 97.7%
by the midterm, and all members fully agreed by the end of the term. Additionally,
in the analysis of learning objectives, the control group had 97.8% of students who
initially believed they could apply what they learned, slightly decreasing to 95.7%
by midterm, and all fully agreed after rolling adjustments to the course content. The
research experimental group, from the beginning to the midterm and the end of the
term, unanimously agreed that they could apply what they learned. From the compar-
ative analysis of learning confidence and effectiveness in these two-course offerings
(Fig. 2), in the first offering, the control group consisted of fourth-year students in the
academic year 110. Due to less experience in previous relevant course designs and the
establishment of prerequisite knowledge, students neededmore confidence in learning
effectiveness. The research experimental group, composed of fourth-year students in
the academic year 111, benefited from previous relevant course offerings and adjust-
ments made by the teaching faculty in teaching methods and content. In the second
offering, students with references from their seniors’ works and experiences showed
a higher level of learning confidence and motivation, with 95.3% strongly agreeing or
agreeing compared to the previous academic year (93.4%). Furthermore, when com-
paring students’ satisfaction with the learning outcomes regarding the applicability
of their knowledge to future careers all students expressed high satisfaction.

2. Learning and Interaction Patterns Comparative Analysis: The learning patterns of
students in the research experimental group for the current academic year are similar to
those of the previous academic year. Students tend to emphasize hands-on practice and
request instructors to use examples and provide supplementary reference materials.
The teaching approach preferred by students involves using examples as the main
method, supplemented by reference materials and hands-on practice. Initially, 95.4%
favored this approach, slightly decreasing to 93.0% by midterm, and maintaining
the same level by the end of the term. The PjBL & STEAM diversified interactive
learning model, which students were initially unfamiliar with, gained popularity over
time. By midterm, 83.7% of students liked this learning and teaching model and
believed it enhanced their learning interest. By the end of the term, the satisfaction
with this learning and teaching model, along with the perception that it enhances
learning interest, increased to 93.0%. The remaining 7.0% found it acceptable and
not affecting their learning interest, with all students expressing satisfaction with
this teaching model. Although initially, 4.6% preferred traditional one-way textbook
teaching, favored static learning, or preferred self-directed learning, as some students
were not accustomed to the open-ended self-research learning model, 7% continued
to use textbooks. In terms of interactive learning modes, initially, all students favored
cooperative group work. However, by midterm, 83.7% were willing to collaborate
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in a team, with 32.7% wanting to lead the team, and nearly half (46.5%) preferring
to be team members without the desire to take the lead. While willing to engage
in team activities, 16.3% still preferred independent work. Similar proportions were
observed by the end of the term, mainly because many students lacked ideas and were
not proactive, exhibiting a relatively passive approach.

3. Learning objectives and evaluation Comparative Analysis: Regarding learning objec-
tives, in the previous academic year, the control group, at the beginning of the term,
had 73.9% of students confident in achieving the preset goal of a grade B (81–90) or
above. Bymidterm, the proportion of students confident and achieving the preset goal
decreased to 69.6%. Other students believed that, even if they had not yet reached
the standard, they were still confident they could do so by the end of the term. By
the end of the term, 71.7% of students believed they could achieve the instructional
preset goal (grade B) or thought they could achieve it in the future. The final actual
grades of B or above were achieved by 76.4%, with a class average of 81.1 points.
Comparatively, for the current academic year’s research experimental group, at the
beginning of the term, 86.0% of students were confident in achieving the preset goal
of a grade B (81–90) or above. By midterm, the proportion of students confident and
achieving the preset goal slightly decreased to 76.7%. Other students believed that,
even if they had not yet reached the standard, theywere still confident they could do so
by the end of the term. By the end of the term, 79.0% of students believed they could
achieve the instructional preset goal (grade B) or thought they could achieve it in the
future. The final actual grades of B or above were achieved by 81.4%, with a class
average of 86.0 points, surpassing the overall learning objectives of the previous year.
In addition to aligning with students’ grade predictions at the beginning of the term
and exceeding their initially set goals, the course achieved the instructional practice
goals set.

1. Learning Confidence 1 (LC1): Before taking this course, I believed that I possessed
the foundational knowledge required for learning in this course.

2. Learning Confidence 2 (LC2): From the beginning to the midterm, the foundational
knowledge I acquired has benefited my learning in this course.

3. Learning Confidence 3 (LC3): After a semester, I confirm that the foundational
knowledge I previously acquired has helped me learn this course.

4. Learning Effectiveness 1 (LE1): Before taking this course, I knew that attending it
would enable me to apply the knowledge gained in practical situations in the future.

5. Learning Effectiveness 2 (LE2): From the beginning to the middle of the semester, I
learned that the content could be applied to future career planning.

6. Learning Effectiveness 3 (LE3): After one semester, I confirmed that the learning
outcomes could apply to future career planning.
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Table 2. Comparative Analysis of Learning Confidence and Learning Effectiveness before and
after the Three Stages of Learning

Beginning Midterm End

LC1 LE1 LC2 LE2 LC1 LE2

Control Group
(n = 46)

Strongly Agree 28.3% 35.5% 43.5% 47.1% 54.3% 58.6%

Agree 37.0% 61.3% 43.5% 50.0% 39.1% 41.4%

Neutral 26.1% 3.2% 10.9% 2.9% 6.5%

Disagree 8.7% 2.2%

Strongly Disagree

Experimental
Group (n = 41)

Strongly Agree 20.9% 53.3% 62.8% 55.8% 58.1% 65.1%

Agree 34.9% 34.9% 34.9% 39.5% 37.2% 34.9%

Neutral 39.5% 9.3% 2.3% 4.7% 2.3%

Disagree 4.7% 2.3% 2.3%

Strongly Disagree

In addition to the quantitative analysis mentioned above, qualitative analysis is pri-
marily presented as word clouds. This qualitative analysis is derived from students’
weekly assignments and feedback from three surveys, including aspects such as learn-
ing motivation and satisfaction (Fig. 2), desired future learning content (Fig. 3), strate-
gies to overcome learning obstacles and achieve preset goals (Fig. 4), as well as related
suggestions or reflections (Fig. 5).

Fig. 2. Learning Motivation and Satisfaction



Integrated DBR and ADDIE Model to Improve Pedagogical 57

Fig. 3. Desired Future Learning Content

Fig. 4. Strategies to Overcome Learning Obstacles and Achieve Preset Goals

Fig. 5. Related Suggestions or Reflections
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6 Conclusion

After implementing the PjBL & STEAM teaching model, a survey explored its impact
on student interest. Results show students highly appreciate this innovative approach,
with adaptability starting at 86.0%, slightly decreasing to 83.7% atmidterm, and increas-
ing again to 93.0% by term-end. While 7.0% find it challenging, they can still accept
the method without losing interest. In terms of interaction, students preferred real-
time engagement with the teacher, but at midterm, 9.3% preferred privacy, rising to
14.0% by term-end, possibly due to information overload. Regarding assessment tools,
95.3% initially favored no exams, with 48.8% desiring diversified grading. By midterm,
62.8% sought flexibility due to ongoing group adjustments, slightly decreasing to
58.1% by term-end—some still preferred exams (4.7%). In self-assessment, students
solve problems independently before seeking help from peers or teachers, a consistent
approach.

The course, integrating PjBL, STEAM, and P-TECH with DBR and ADDIE meth-
ods, shows positive impacts. Findings, shareable with stakeholders, highlight improved
industry-academia collaboration, addressing the learning-application gap and enhanc-
ing students’ employability. Themodel proves feasible, significantly advancing students’
technical and vocational skills.
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Abstract. Existing approaches to Theory of Mind (ToM) in Artificial
Intelligence (AI) overemphasize prompted, or cue-based, ToM, which
may limit our collective ability to develop Artificial Social Intelligence
(ASI). Drawing from research in computer science, cognitive science, and
related disciplines, we contrast prompted ToM with what we call spon-
taneous ToM—reasoning about others’ mental states that is grounded in
unintentional, possibly uncontrollable cognitive functions. We argue for
a principled approach to studying and developing AI ToM and suggest
that a robust, or general, ASI will respond to prompts and spontaneously
engage in social reasoning.

Keywords: Theory of Mind · Artificial Social Intelligence · Human
Cognition · Human-AI Interaction

1 Introduction

The ability to represent the content and state of each other’s minds, commonly
referred to as Theory of Mind (ToM) [39], underpins much of human social
cognition. It is theorized to take part in cognitive tasks as diverse as planning how
to cheer somebody up who got stuck in traffic [25] and complex financial decision
making [6] (see also [57] in which they suggest its lack may be instrumental in
contrasting behaviors, such as bullying). With much of human social cognition
hinging on ToM, it is unsurprising that AI researchers see it as a possible solution
to many hard problems in artificial social intelligence (ASI). Existing work in this
space focuses on deliberate (prompted) rather than spontaneous (unprompted)
ToM. In this theoretical contribution, we consider spontaneous ToM’s role in
humans and how a similar ability for AI could revolutionize work in ASI.

The idea that people maintain internal representations of each other’s minds
is by no means new. Ancient philosophies, such as Platonism [13] and Confu-
cianism [40], directly address social reasoning that matches modern definitions
of ToM. It appears later during the Renaissance when philosophers, such as
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Descartes [46], considered the ability to represent other minds. And, of course,
it has a place in contemporary research, much of which is founded on seminal
work that examined primate ToM [39]. The accepted definition for ToM, the
ability to ascribe mental states to others and use those ascriptions for behavior
predictions [21], stems from this research. The term theory of mind comes from
the idea that we develop an explicit theory as part of the underlying cognitive
process for representing minds. This theory-theory is far from the only expla-
nation. For example, other researchers have posited models that function based
on simulations [16] and that rely on the presence of a specific module for social
cognition [9] (which may or may not rely on the development of explicit social
theories). AI researchers have adapted many of these models for agents of all
types, from virtual agents to robots [20,21].

Extensive experimentation supports the various models and theories, which,
at a high level, can be bifurcated into two categories: those that prompt ToM
and those that do not. The quintessential ToM study, the Sally-Anne Test or
False Belief Task (FTB), relies on a prompt: Participants observe a short skit that
portrays a character, Sally, hiding a marble and another character, Anne, moving
it in her absence. The key question, which is also a prompt to the participants,
that tests ToM is, “Where will Sally look for her marble?” [1,67]. Many studies of
ToM in human-computer interactions rely on the basic Sally-Anne test paradigm
(e.g., [37]). However, not all human cognition studies rely on prompts of ToM
reasoning. For example, instead of asking participants for a particular action
or explanation, researchers observe behaviors, such as gaze duration, to study
spontaneous ToM. A typical finding of these studies is that participants’ gaze
at a scenario is statistically longer when their beliefs differ from a character’s
(typically false) beliefs [36,54].

Actual spontaneous and prompted instances of ToM differ considerably from
the common experimental paradigms. For example, while standing in line to
purchase some goods, a person may spontaneously construct a model of the per-
son in front of them which explains the items they are buying, e.g., they just
reached a significant career milestone and are celebrating by treating themselves.
Similarly, the person may have a friend whisper a prompt in their ear that trig-
gers an entirely different model, e.g., “That item is so indulgent, how wasteful!”
Despite this prompt, the observer may still come to the same conclusion. They
also may conclude something more cohesive with their friend’s suggestion. We
believe there is more than a nuanced difference between these scenarios and the
difference matters to the development of artificial social intelligence capable of
similar reasoning. The observer may not be another person but an AI-powered
shopping assistant and the friend, the developer of the AI. In the former case, the
shopping assistant might not say anything, but in the latter, it might chime in
about budget constraints. The normative response hinges on the actual dynam-
ics of the purchase event, but getting it wrong could sour a celebration or lead
to an account overdraft.

Our interpretation of the AI literature suggests that most ToM-enabled
agents rely on models of prompted rather than spontaneous ToM. That is, they
need explicit, pre-identified cues to know when they should activate their ToM.
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We remain agnostic about which approach is “best” or “optimal,” however, the
overreliance on prompted ToM reasoning may leave AI researchers unable to
definitively state whether a system does or does not have ToM—just like psy-
chologists assumed that people with autism spectrum disorder did not have rich
ToM until they started testing for spontaneous ToM [54]. Indeed, evidence of
this is already emerging in the study of the social reasoning abilities of large
language models [26,62].

Based on our literature review, we lay out principles for studying ASI, take
a stance on core features of robust (human-level) ASI, and highlight significant
challenges to its realization. To better understand the current state-of-the-art in
ASI, we need to start with a review of the psychological study of ToM.

2 Theory of Mind

The ability to ascribe mental states to others and use those ascriptions for pre-
dicting or understanding behavior, i.e., Theory of Mind, is a core function of
human social cognition. ToM helps us predict others’ intentions and may play
a critical role in developing and maintaining other cognitive abilities, such as
emotional intelligence [52]. Moreover, its role is so prominent in cognition that
we seemingly cannot help engaging it: People routinely ascribe mental states to
inanimate objects, including computational systems, even when they are well
aware of the objects’ inanimacy [7]. This reality makes it unsurprising that we
want intelligent systems to mimic, if not engage directly in, the same level of ToM
reasoning as we do, i.e., have ASI. Considerable effort has gone into realizing this
potential; an understanding of the modern research into ToM abilities will enable
us to both frame the state-of-the-art ASI and explain why some researchers argue
that building machines capable of thinking like humans necessitates engineering
in intuitive theory usage, such as ToM [28].

2.1 History

Premack and Woodruff’s research into chimpanzee social intelligence [39] is com-
monly cited as the modern foundation of ToM research. They argue that the
proper view of ToM is as a theory because it involves making predictions about
mental states that are not directly observable. Such prediction-making, they
posit, requires a model founded on assumptions about how minds work. Diving
into Premack and Woodruff’s research will lead a reader back to famous research
by Heider and Simmel that examines interpretations of apparent social interac-
tions in non-human agents, specifically geometric shapes [23]. Their experiment
involved two-dimensional shapes that “moved” in and out of a rectangle, “col-
lided” or “interacted” with each other, and, in so doing, displayed behavior that
study participants interpreted as being social. Premack and Woodruff’s research
also has forward links to seminal work on the emergence of ToM in childhood
development that gave us the prototype for empirical studies of ToM, the false
belief test [1,67]. A cascade of research flowed from this early work, leading to
a rich debate around the ToM cognitive process and how to study it.
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2.2 Perspectives on the Theory of Mind Process

Carving up the ToM body of research into meaningful divisions is not an
easy task. Researchers, ourselves included [20], typically divide the field based
on distinct theoretical positions. A common starting point is to sort research
into theory-theory and simulation-theory bins. Theory-theory states that peo-
ple develop folk or naive theories to explain their social world through science-
like experimentation that transpires during social interaction [53,67]. Simulation
theory states that people accomplish ToM reasoning by simulating the cognitive
state of others within their own mind [16]. Each theoretical bin contains more
precise theories describing the emergence and function of ToM. For example,
the child-scientists perspective argues that the scientific method is a blueprint
of ToM development and function [14,15].

Theories within both camps (and some that do not fit nicely into either)
have contributed to advancing AI ToM [20,21]. However, we believe another
distinction between approaches to studying ToM is equally meaningful to the
development of ASI: ToM as a spontaneous mental process versus a prompted
mental process. As will become clear, we use the term spontaneous to highlight
the uncontrollable, often inexplicable, nature of thoughts related to the mental
states of others. We shied away from the term unprompted because, we believe,
it overemphasizes the role of otherwise unrelated stimuli in the ToM reasoning
process. This logic is also why we landed on prompted: other terms, such as
intentional or deliberate, fail to capture the role of external stimuli in the process.

Spontaneous Reasoning. We define spontaneous reasoning as the set of unin-
tentional mental processes that give rise to spontaneous thoughts. Spontaneous
thoughts are those that happen seemingly uncontrollably and without reason
[34]. Spontaneous reasoning, albeit under various guises, has a storied history of
scientific inquiry. After a long run of prompting study participants to explain
the higher-order mental processes that gave rise to particular cognitive states,
researchers began to question whether people actually have access to internal
mental states at all [35]. Even though psychologists have gone to considerable
lengths to refine their methods for eliciting cognitive processes from people (e.g.,
[17,18]), it remains the case that there is no objective way to verify the veracity
of reports on cognitive processes or know if a person is, in fact, accessing them
[8]. This methodological gap means that, at least given the current state of cogni-
tive science, there is not a well-founded method for uncovering the spontaneous
reasoning that underpins a given thought—including those related to the belief
states of others.

Viewing ToM as spontaneous, i.e., a mental process grounded in uninten-
tional, possibly uncontrollable cognitive functions, forces a reconsideration of
existing theories, models, and empirical approaches. Consider theory-theory
explanations. Having direct access to one’s thoughts is implicit in the idea that
children function as scientists experimenting with models of cognition to explain
the reasoning of others. This implication exists because a person needs to isolate
projections of others’ mental states from their own mental states. Although they
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may not view it in this fashion, ToM researchers have acknowledged this reality,
at least in their empirical methods: Children with greater inhibitory control of
their cognition perform better in classic ToM tasks [4]. This insight is an inter-
pretation of an experimental phenomenon in which children report reality rather
than what a person with a false belief believes. Given sufficient inhibitory control,
a child can repress the urge to report on reality and provide the modal answer
that indicates they “have” ToM. This observation does not give much insight
into the cognitive functions underpinning the child’s social intelligence. It just
confirms that spontaneous reasoning can impact their social reasoning abilities.
Moreover, it does not verify the emergence of ToM abilities, as they may have
existed before inhibitory control was sufficient but hidden by the overwhelming
impulse to report on reality.

Prompted Reasoning. Much like spontaneous reasoning, the psychology
research community has long recognized the role of prompts, usually studied
in the form of explicit questions or cues, in cognition. This recognition extends
to the relatively small body of work committed to ToM, but it did go underappre-
ciated for some time. Early work documenting the emergence of ToM capabilities
noted how providing a mother with cues for reporting their child’s speech abili-
ties may have resulted in different responses. However, it did not consider how
prompts to the children may impact utterances [3]. More significantly, prompts
played a major role in research into the ToM abilities of autistic people. Much of
this significant body of literature documents a high degree of correlation between
deficits in ToM and autism spectrum disorder [1,10,22,38], however, this conclu-
sion is increasingly doubted [12], in part due to its reliance on explicit prompts.

Referencing research from other domains of cognition can facilitate a bet-
ter appreciation of prompts’ possible impact on ToM. The role that prompts
(and cues) can play in cognition is arguably understood thanks to research on
memory. The long-established result in memory studies is that cues facilitate
recall. For example, people are more likely to recall to-be-recalled words that
are associated with cue words at the time of memory than to-be-recalled words
without cue words or that were associated with the cue words after the initial
memory event [61]. Endel Tulving later made the provocative argument that
people do not actually forget some memories. Instead, the necessary triggering
cue is lost [60]. This insight spawned troves of research studying how exactly
prompts impact, even alter, memory. Most relevant to the study of ToM is the
finding that prompts can create false memories [29,30]. Imagining an experience,
such as a trip to Disney Land, can lead a person to believe that some part of the
imagined scenario actually took place [2]. Another important insight is that the
content of a cue can impact its effectiveness in generating the target memory
[63].

It is reasonable to think of prompts as intentional, overt acts like giving a
person a word to associate with a to-be-recalled word. In reality, prompts can
lack intention and be covert. Asking a misbehaving child to consider how their
actions may make another person act or feel is an example of an intentional,
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overt prompt intended to elicit a particular type of ToM reasoning. Overhearing
two adults discuss the harm caused by another person’s bad behavior may elicit
the same ToM reasoning, but, in this case, the prompt was unintentional. In the
case of ToM research, prompts that researchers unintentionally embedded in the
experimental methods they used to study it, which we review below, contributed
to them not accurately identifying when ToM emerges in childhood development.
Once they recognized this oversight, researchers developed implicit ToM tasks
to study spontaneous engagement in ToM reasoning.

2.3 Empirical Approaches to Studying Theory of Mind

Reviews of empirical approaches to studying ToM typically divide them into
two categories: those with explicit and those with implicit requests for ToM
reasoning, the latter of which researchers developed in response to criticisms
about the former’s ability to definitively detect the earliest examples of ToM
in childhood [31]. The classic example of an explicit approach is the most well-
known false belief test of ToM reasoning: the Sally-Anne test [1,67]. This test
involves a small skit enacted by two dolls, Sally and Anne, followed by a simple
question. Anne (and the child) see Sally hiding a marble in her basket and
leaving the room. While Sally is away, Anne transfers the marble into her own
box. Later, Sally returns to the room. A researcher then asks the child, “Where
will Sally look for the marble?”

With the impact of prompts on cognition in mind, the fatal critique of the
Sally-Anne test is obvious: Asking a child where Sally will look for the marble
may prompt them to consider the wider context of the skit. Not only does the
child need to realize that Sally might have a false belief (it may be the case
Sally has a true belief because she knows Anne and predicted the stealing of
the marble), but they need to recognize the demand of the researcher asking the
question. Does the researcher expect a response demonstrating first-order beliefs
(the modal response) or something richer?

In response to this and other criticisms, researchers developed implicit ToM
tasks that do not require direct interaction with research. For example, eye-
tracking and measures of gaze duration suggest that children as young as fifteen
months are able to predict the belief states of others [36]. This and related
experimentation build upon the violation-of-expectation method [11]. The pro-
totypical violation-of-expectation design has a child watch a person repeatedly
reaching for one of two toys (the target and decoy) that are always in the same
locations, in theory teaching the child of a preference for the target, after which
the locations of the toys are switched. The person then randomly reaches for
the target in its new location or the decoy that is now in the target’s former
location, with the result being that children tend to gaze longer at instances of
decoy reaches [68].

To elevate this design to a ToM test, Onishi and Baillargeon [36] had infants
watch an actor hide a toy in one of two locations. Next, its location was changed.
For some infants, the actor observed the change, thus maintaining a true belief.
For other infants, the actor did not observe the change, thus developing a false
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belief. The critical result confirming ToM is longer gaze times when the actor
held a false belief (they did). This design, however, has also come under intense
scrutiny given its less-than-ideal replication performance [12,27].

A meta-criticism of ToM research, thanks to the success and reality of
the various criticisms of ToM tests, is now common in the literature: Popu-
lar explicit and implicit tests of ToM abilities may only capture other, low-level
social-cognitive processes [24,43]. To illustrate, consider the dot perspective task
[47,48]. Participants see one of four scenes: two dots are in front of an avatar
(alternatively, a rectangle or arrow) in a room, one on the forward wall and
another on the side wall, or the dot on the side wall is behind their field of view
(or the location of the rectangle or arrow). Critically, faster correct responses are
recorded when the arrow or avatar’s perspective matches the participants (both
dots are in front) [48]. When there is a rectangle in place of the arrow or avatar,
there is no difference in response times [47]. These combined results suggest that
the dot perspective and related tasks are not studying Theory of Mind. Instead,
they may only study other, low-level cognitive processes [24]. Summarily, there is
not a widely accepted method for studying ToM, whether in children or adults,
that lacks such fatal confounds.

3 Artificial Intelligence and Theory of Mind

Note that this review is not an exhaustive or systematic review of AI ToM
research. It is a high-level treatment of important work related to developing
artificial social intelligence capable of ToM. Knowing the current state of affairs
in the psychological study of ToM allows us to frame the accomplishments of
artificial intelligence research related to ToM. Unlike human psychology, where
ToM is studied for its own sake, in AI spaces, it is typically studied in applied
settings as a means of overcoming another computational challenge. Thus, it
is most present in fields like human-computer interaction [20] and human-robot
interaction [21], but not as a fundamental problem of computation (although cog-
nitive scientists have approached it as a computational problem). In the com-
putational spaces that do pursue ToM research, much of it is focused on the
human components of interactions, asking questions such as do people perceive
ToM capabilities in the computational agents (whether it is there or not) (e.g.,
[45] which documented similar neurological responses to human and computer
opponents in the ultimatum game).

Rudimentary examples of systems capable of modeling mental states have
existed for nearly five decades [33], but robust computational approaches to ToM
only emerged early this century. Virtual agents that were increasingly human-
like opened an opportunity for simulation work centered around predicting how
people with differing perspectives and beliefs might interact with them. This
research opportunity led to the development of PsychSim [32], a continually
maintained platform that enables researchers to implement psychologically valid
models of human behavior in virtual agents. The decision-theoretical capabilities
of PsychSim allow it to model rich features of human cognition, including ToM
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[42]. Researchers have used PsychSim to study topics in human-computer/robot
interactions as varied as calibrating trust [66], disaster responses [41], and gen-
erating characters for interactive narratives that are capable of ToM [55,56].

Advances in machine learning (e.g., transformers [64]) and modern models
of cognition (e.g., hierarchical Bayesian models [58]) have led to chatter about
the possibility of developing human-level AI. Psychologists argue that in order
to achieve this, computer scientists need to develop technologies beyond what
is currently available [5,28]. In response, computer scientists have demonstrated
just how close to higher-order human cognition machines can come. Researchers
from Google’s Deepmind and Brain, for example, developed a ToM neural net-
work model capable of not only learning to model the behavior of other artificial
agents but also of passing classic ToM tests (e.g., false belief tests) [44].

More recently, large language models have overtaken research in artificial
intelligence and related fields. Our interests lie in whether they, or any other
computational models, can represent the belief and belief-like states of others,
i.e., can they achieve a theory of mind? If we only consider their ability to
perform in standard false belief tests, then the answer may be yes. A large-scale,
multimodal language model outperformed six-year-old humans, achieving 75%
on 40 false belief tests [26]. Unfortunately for this model, trivial alterations to
the tests undermine its performance [62], and it seems reasonable to assume
that these alterations would not impact human performance. Additionally, even
when they are able to arrive at the correct answer to a false belief test, large
language models appear to lack an understanding of why it is the modal answer
[59], meaning they lack a “theory” of mind beyond pure statistical associations.
Researchers argue that this shortcoming may result from a lack of pragmatic
representation, a feature for which state-of-the-art models still rely on explicit
definitions [49].

Equally important to how researchers instantiate ToM in computational sys-
tems is how they test it—not unlike the case for humans. Most studies of com-
putational ToM rely on some adaptation of a false belief test, and they are
prompted studies—that is, the machines are explicitly asked to report on a hid-
den mental state. But, contingent on how one views training and validation,
some approaches hint at spontaneous ToM.

Obviously, how we ask questions of and give cues to machine intelligence is
markedly different from how we do the same with humans. In many ways, the
prompts given to AI models of ToM are present in their design, training, and
tasks. To illustrate a design impact on ToM, consider PsychSim [32,42]. Psych-
Sim agents rely on behavioral policies for both their own actions and interpreting
the actions of other agents. These policies are typically a bounded lookahead pro-
cedure that accounts for other agents’ actions as well as environmental dynamics.
By adjusting the parameterization of these models, researchers can capture dif-
ferent ToM abilities. In practice, adjusting a model’s lookahead length is telling
it how to execute its ToM reasoning about other agents. In a human setting, it
is akin to telling people in a prisoner’s dilemma how many rounds they will play,
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knowledge that will undoubtedly alter how they model each other’s decision-
making.

An alternative to endowing agents with predetermined models is allowing
them to learn optimal parameterization from data [69], or more generally, what
model best accounts for variance in behavioral data [44]. ToMnet [44], for exam-
ple, posits an observer agent (which is a deep neural network) and policy-based
agents. The latter execute their policies in simple grid-world environments, while
the observer learns from their behavior. The observer has its own reward function
which hinges on its ability to learn to represent multiple agents with differing
policies, rewards, and parameterizations functioning in the grid-world. Critically,
the observer agent has access during training and testing to the entire grid-world.
This access allows it to embed end-to-end representations of behavior that it can
later draw on when making ToM predictions. When considered in the context of
the observer’s reward function, this access is also explicitly prompting it about
what to pay attention to. In effect, the observer only knows one type of question,
so when presented with data, it answers that question (in this instance, what
will a policy-based agent do next).

It is reasonable that computer scientists turn to psychology for ToM tasks.
Human behavior, after all, is the source of our interest in ToM. Realizing human-
level reasoning abilities in AI is the goal for many researchers, so naturally,
they want to train, validate, and test their models just like psychologists test
humans. Adopting test protocols from psychology, however, is a fraught practice.
As noted, many of the tests are flawed. For example, the prototypical false belief
test explicitly tells participants what behavior matters to the researcher and
what answers are acceptable. In the case of humans, these details are implicitly
negotiated through conversational norms, such as Gricean maxims [19], that
dictate how we interact. In the case of AI, it is often the case that the systems
must be engineered to perform a given task. In so doing, the prompts, along with
any flawed reasoning, are inbuilt. This reality is excellently illustrated between
the two large language model papers we cited above: Kosinski gave the model
standard tests of ToM and concluded that the system either had ToM or the
test was flawed [26]. Ullman perturbed the tests in minor ways, which he argues
would not prove a challenge for children, and found that the model failed and
concluded that it did not have ToM [62].

AI systems that are able to perform on classic ToM tests still tend to be rel-
atively narrow intelligences. Most state-of-the-art systems still rely on human-
defined models of social reasoning. This reliance limits their abilities: current
models of ToM lack generalizability, particularly when considered from a com-
putational resources perspective [20]. AI ToM models are also constrained by the
data that they learned from. As Ullman pointed out, this challenge is surmount-
able to some extent by adding new training cases [62]. Ultimately, however, that
does not appear to create intelligence with the same abilities for generalization
as humans, just one that has ‘seen’ a lot of data, i.e., instances of a particular
type of reasoning. Other domains, such as competitive video game models, more
clearly illustrate this observation. Consider the state-of-the-art deep learning
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project AlphaStar, a model trained to excel in playing a particular game (Star-
Craft II) [65]. Even though it is super-human in its abilities, humans who are able
to generalize their strategies ultimately beat it. This illustration is analogous to
the state of ToM and AI: although given enough data, models can perform at
super-human levels, they remain brittle and are particularly prone to fail when
confronted with tests that require generalization.

We believe a reasonable hypothesis is that the prompt and prompt-like archi-
tectures researchers use when developing AI ToM models may inhibit general-
ization. Moving away from prompt-based and towards spontaneous reasoning
models might uncover new insights into AI and human ToM. Artificial social
intelligence, just like human intelligence, should be capable of more than just
prompted social reasoning. State-of-the-art research, however, exclusively studies
instances of prompted ToM. Assuming that ASI is the goal of studying AI ToM,
which appears to be the case for many research teams, then a more principled
approach to its study is needed.

4 A Principled Approach to Studying Artificial Social
Intelligence

Theory of Mind is just one component of a broader class of cognitive skills that
help people navigate the social world. Reproducing our ability to (seemingly)
read each others’ minds in a machine is an alluring prospect. Unfortunately,
not only does it appear that currently available computational resources are not
sufficient, but the psychology is also incomplete. These hurdles, of course, do
not mean AI ToM and ASI are not worth pursuing. However, a more principled
approach could benefit our collective efforts, particularly since we cannot rely
entirely on human psychology research to provide definitive answers about the
phenomena we are working to replicate.

4.1 Consider How a Question Shapes the Answer

There is an art to asking questions, whether of other people or AI. Social psychol-
ogists have long appreciated that how we ask a question can shape the answer we
get from a respondent [51]. This appreciation stems from the observation that
answering a question requires an understanding of the semantic meaning of the
actual words and an appreciation of the intent of the questioner [50]. We believe
the same general insight about asking questions applies to scientific research in
that how a research question is asked can ultimately determine what answers
are possible. For example, well-executed false belief tests can assess whether a
child is capable of representing the belief state of another person, but does not
directly answer the question of whether they have robust ToM and are capable
of representing a rich set of mental states. The same is true of AI ToM. Research
methods that rely on prompting for a response will generate answers that reflect
the prompt(s), whereas research methods that rely on observation of sponta-
neous ToM will generate answers that reflect the structure of the observation.
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Both are valuable but can provide different answers about ToM. We believe that
a foundational principle to any research is the consideration of how a question
may shape the answer. Ullman has already demonstrated this in the LLM ToM
space with his minor modifications to classic reasoning tasks that undermined
the models’ performance [62].

4.2 Focus on Definable Social Intelligence Skills

The research into human ToM is undoubtedly informative (else we would not
have reviewed it here), but its prominent role in how we think about ASI may
hinder success. Theory of Mind takes more than assessing whether somebody
has a false belief—beliefs are just one of many mental states we predict about
each other. Nevertheless, belief plays an outsized role in the study of ToM abil-
ities. Similar to beliefs are the general class of mental phenomena, sometimes
called propositional attitudes, that reflect how we view a given proposition.
These belief-like states are arguably as important to our social cognition but
spectacularly underrepresented in the ToM literature. To illustrate, consider the
statement student A is hoping for a good grade, in which hoping is the propo-
sitional attitude. Like a belief, another person can represent this attitude and
hold their own attitude about it, thus have ToM related to the mental state of
hoping. A robust ASI will keep track of more than just beliefs; arguably, it will
be able to maintain representations of the same mental phenomena as humans,
including beliefs, hopes, desires, and more.

Theory of Mind eludes a consensus definition, possibly due to the related psy-
chology research having a relatively narrow scope (i.e., focusing on beliefs rather
than a more general ability). The lack of an accepted definition means that AI
researchers are left to select, even invent, an operational definition of ToM that
they can test their systems against. Formally defining the social intelligence skill
in question is one principle we believe will yield quicker progress toward ASI.
Formal definitions will facilitate such progress by improving our communication
about the AI abilities we are working on and what we have accomplished. For-
mally defining the general ability to represent the mental states of others, i.e.,
ToM, and studying that definition in an AI fits with this principle. However,
it may be more beneficial to define and study less nebulous abilities, for exam-
ple, the ability to represent a belief, hope, or desire. This scope narrowing will
naturally necessitate a change in how researchers talk about AI ToM, such as
saying they are working on a specific ToM skill rather than ToM in general. The
predicted benefit is that it may facilitate quicker, more effective development of
ASI.

4.3 Establish Ground Truth of Social Intelligence

A valuable insight from existing tests of ToM, whether in psychology or computer
science, is the need to rely on scenarios in which ground truth exists. Consider the
Sally Anne test. Children likely view the prompt regarding the marble as genuine.
That is, they do not think that the researchers are trying to deceive them or
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willfully withholding valuable information (e.g., Sally does not trust Anne based
on prior marble-moving behavior). Meanwhile, adults might consider the prompt
more cautiously. Although there is ground truth with respect to the marble,
there is not necessarily ground truth available for Sally’s belief state outside
of what the researcher claims. This lack of ground truth is not problematic for
naive agents. However, for sophisticated agents, it introduces another variable to
consider. The agent, whether an adult or computational system, must consider
other possibilities, such as the mental states of the person issuing the prompt
and critical information about the characters they might not know. A wrong
answer about where Sally will look for the marble may indicate robust ToM,
just not in the expected fashion.

5 Robust Artificial Social Intelligence

A robust ASI is an artificial intelligence with social reasoning abilities on par
with adult humans. This definition differs from other robust AI systems in which
the robustness typically describes their inertness to perturbations or adversarial
attacks. Like humans, ASI may not always know the normative response to a
social query or quandary. However, robust ASI will be able to reason about
the mental states of the agents it observes and make predictions based on that
reasoning. This ability means a robust ASI can respond to prompts about social
situations, such as where a person will look for an object that they previously hid
but was moved by another agent, as well as spontaneously engage in reasoning
about the mental states of others, such as recognizing when a person is searching
for something and offering to help. Minimally, robust ASI will:

– Respond to social prompts: It will engage social intelligence to answer
questions, react to cues, and respond to similar stimuli.

– Spontaneously engage in social reasoning: It will engage in reasoning
about the mental states of others without explicit or deliberate prompts.

We think that the current models of Theory of Mind reasoning and associated
empirical approaches to testing them do not fully consider both prompted and
spontaneous reasoning. An over-emphasis on prompt-based tests of theories may
falsely confirm their validity as models can learn the normative response to a
prompt but not actually need to represent the mental state in question. Without
an actual representation of the mental state, a model might fail to generalize its
knowledge to trivially different social settings [26,62].

6 Conclusion

Our collective, likely unintentional, focus on prompted Theory of Mind for AI
will almost certainly slow and possibly inhibit progress toward ASI. The bril-
liant experimental paradigms that allowed researchers to unlock core insights
about how people reason about the mental states of others, such as the Sally-
Anne test, appear to have created this exact effect in human psychology. Relying
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on prompted studies of ToM is already leading to erroneous conclusions in AI
research, as we saw with the competing studies of a large language model’s
ToM abilities. A more principled approach to studying AI ToM that consid-
ers how questions shape answers, focuses on definable social intelligence skills,
and seeks out the ground truth of social intelligence, we believe, will enable the
research community to avoid unnecessary delays in developing robust ASI that
can respond to social prompts and spontaneously engage in social reasoning.
And, hopefully, such an approach will allow us to enjoy the help of an AI assis-
tant that has enough social intelligence to not spoil the celebration of a small
victory by reminding us of financial obligations.

Acknowledgments. The project or effort depicted was or is sponsored by the U.S.
Government under contract number W911NF-14-D-0005. The content of the informa-
tion does not necessarily reflect the position or the policy of the Government, and no
official endorsement should be inferred

Disclosure of Interests. The authors have no competing interests to declare that

are relevant to the content of this article.

References

1. Baron-Cohen, S., Leslie, A.M., Frith, U.: Does the autistic child have a “theory of
mind”? Cognition 21(1), 37–46 (1985)

2. Braun, K.A., Ellis, R., Loftus, E.F.: Make my memory: how advertising can change
our memories of the past. Psychol. Mark. 19(1), 1–23 (2002)

3. Bretherton, I., Beeghly, M.: Talking about internal states: the acquisition of an
explicit theory of mind. Dev. Psychol. 18(6), 906 (1982)

4. Carlson, S.M., Moses, L.J.: Individual differences in inhibitory control and chil-
dren’s theory of mind. Child Dev. 72(4), 1032–1053 (2001)

5. Cuzzolin, F., Morelli, A., Cirstea, B., Sahakian, B.J.: Knowing me, knowing you:
theory of mind in AI. Psychol. Med. 50(7), 1057–1061 (2020)

6. De Martino, B., O’Doherty, J.P., Ray, D., Bossaerts, P., Camerer, C.: In the mind
of the market: theory of mind biases value computation during financial bubbles.
Neuron 79(6), 1222–1231 (2013)

7. Epley, N.: A mind like mine: the exceptionally ordinary underpinnings of anthro-
pomorphism. J. Assoc. Consum. Res. 3(4), 591–598 (2018)

8. Ericsson, K.A.: Protocol analysis. A companion to cognitive science, pp. 425–432
(2017)

9. Fodor, J.A.: The Modularity of Mind. MIT Press, Cambridge (1983)
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Abstract. This study systematically summarizes the global characteristics of
interaction design centricity model research in the international context, which
grasps the current research progress and hotspots and explores the new trends of
future development based on the current research hotspots. Using the literature on
mental models of interaction design indexed inWeb of Science as the data source,
the authors use VOSviewer and CiteSpace to draw a scientific knowledge map by
bibliometric method from the distribution of literature in terms of year and output,
countries/regions, research institutions, authors, journals, and keyword clustering,
etc., and carry out a visual analysis to sort out the research lineage. The results
show an overall upward trend in the number of literatures within the search scope,
particular in China and theUnited Stateswhich are at the forefront of research. The
research hotspots mainly focus on the study of the theoretical concepts of mental
models, the study of design strategies for matching user mental models, and the
study of constructing effective user mental model measurement methods and eval-
uation systems. It also concentrates on the future research focuses on automation,
affective computing, task analytics, deep learning, and human-robot interaction,
etc. Furthermore, the trend of the research is to pay more and more attention to the
development of intelligent applications as well as more scientific measurement
methods and evaluation systems. The research institutions and organizations are
working together to establish a scientific knowledge map. The establishment of
evaluation system, research institutions and authors failed to cooperate closely.
The current situation is that there are lack of many high-yield authors and lack
of in-depth research results on users’ micro-mind model. The authors believe that
the evaluation method of interaction design based on the mind model is still to be
further researched.

Keywords: Interaction design ·Mental model · Bibliometrics · VOS viewer ·
CiteSpace

1 Introduction

Mental Model was first proposed by Scottish psychologist Kenneth Craik in 1943, refer-
ring to those many assumptions, stereotypes and impressions that are deeply rooted in
people’s minds and influence how they recognize the world, interpret the world, face the
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world, and how they act [1]. Subsequently, Philip Johnson Laird, an expert in the field
of cognitive psychology, described the mental model as how people deal with problems
through reasoning [2]. Donald Norman, a famous cognitive psychologist, summarized
on the basis of applied theoretical research that the mental model has the character-
istics of subjectivity, learning transfer, dynamics, functionality, and similarity, etc., In
his representative work Design Psychology, he classified the mental models involved in
human-computer interaction systems into three categories: designer models, user mod-
els, and representational models. He concluded that mental models are the summary of
people’s experience of the real or hypothetical world based on their previous life expe-
rience, which affects people’s cognition of the world around them and their behavioral
decision-making [3]. Indi Young defined the purpose of human beings, the thinking pro-
cess, as well as the changes in emotions and thinking during actions. Indi Young defined
the human purpose, thought process, and emotional and thinking changes in actions as
mental models, and first started the application of user mental models in the field of
interaction design in the book Mental Models [4].

In 1984, Bill Moggridge, an American designer, first proposed the concept of “Inter-
action Design” (IXD) at the International Design Conference, defining it as the design
of the product’s use behavior, task flow and information architecture [5]. With the devel-
opment of Internet technology and the increase in the variety of digital products, the
concept of interaction design has been applied to the design of various digital products.
It is defined as the design of interactive digital products, environments, systems, and
services, which is used to improve the interaction between the product and the user,
which enhances the user experience. Interaction design focuses on the behavioral inter-
actions between humans and machines. The design goal is to satisfy the usability, ease
of use, and pleasantness of human-machine contact. However, due to the complexity of
the internal design principles of the machine and the fact that they are failed to fully
compatible with human cognition and psychology. It leads to a gap between the product
and human psychological cognition, i.e., a mismatch of mental models. In order to help
solve the cognitive obstacles of human-computer interaction, it is necessary to fully
understand the user’s mental model and use the mental model as a guide for interaction
design. According to previous theories and practical experiences, in the field of inter-
action design, it is generally believed that the closer the product is to the user’s mental
model, the better interaction experience it can bring to the user. In recent years, the
theory of mental model is becoming the theoretical basis for the research of interaction
design of information technology products, which plays an important role in the fields
of smart home, human-intelligence collaboration, automatic driving, medical and health
care, and ageing-friendly design. For example, with the development of computer and
intelligent technology, autonomous driving has become more common in automobile
driving mode. However, human-computer conflicts often arise in practice. In addition,
the root cause is the inconsistency of human-computer mental models. For example,
in the design of aging-adapted smart home, the usage habits and thinking patterns of
the elderly users will also greatly affect the usage experience and safety of the elderly
users. Therefore, in-depth analysis and research on different mental models can further
guarantee the working efficiency and system safety.



78 Y. Liu and Z. Zhao

In recent years, many scholars have researched and explored the Mental Model in
Interaction Design Research (hereafter referred to as MM-IDR) and produced a large
number of literature outputs. However, the outputs of these literatures are complicated
and diverse which have strong interdisciplinary attributes, involving knowledge from
multiple disciplinary fields, including psychology, artificial intelligence, neuroscience,
cognitive science, design, and philosophy. It is difficult to objectively analyze the changes
and development trends of the research hotspots in this field by solely relying on tra-
ditional literature review methods. Therefore, this paper employs the method of biblio-
metrics and comprehensively applies VOSviewer and CiteSpace. The authors also draw
the knowledge map from the year output of literature, research institutions, authors, and
keyword clustering. Moreover, they carries out visual analysis to systematically sort
out the application of mental models in interaction design, grasp the current research
hotspots, and explore the future research trends in this field according to the current
research hotspots, so as to provide certain information for the future scholars engaged in
this field. This paper mainly focuses on the following five research questions. This paper
mainly carries out MM-IDR research through the following five research questions:

1. what is the annual output trend of MM-IDR literature?
2. What are the main countries/regions and organizations that study MM-IDR?
3. what are the most influential authors as well as journals in MM-IDR?
4. What are the hot research topics and future cutting-edge trends in MM-IDR?
5. What are the shortcomings of current MM-IDR and the suggestions for future

research?

2 Research Design

2.1 Research Methodology

This study adopts bibliometric analysis as the primarymethod for analyzing the literature
related to driving user experience and usability, aiming to identify the most influential
studies, define research areas, and provide insights into current research interests and
future research directions.

Bibliometrics, first proposed by Pritchard in 1969, refers to the quantitative analysis
of various types of literature to discover potential patterns and information in a large
amount of literature data [6]. The advantages of bibliometrics have been confirmed by
many studies. Firstly, compared with peer review and expert judgment, bibliometrics can
ensure the objectivity of academic output by providing quantitative indicators through
statistical analysis [7]. For example, ZG. Liu et al. used CiteSpace to study the structure
and evolution of innovation systems research [8]. In addition, bibliometric analysis
enables scholars to monitor and summarize the content and trends of research on a
given topic, which can help young researchers to seek future research directions [9]. It
involves a variety of analytical methods, including author citations, literature co-citation,
historymapping, and co-word analysis. In this study, co-word networks and evolutionary
footprints are used as research objects to explore mental models in interaction design.

Both VOSviewer and CiteSpace are visualization tools for citation metrics analy-
sis, which can effectively establish mapping relationships between knowledge units in
the literature, and clearly demonstrate the macrostructure of knowledge through visual
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information.VOSviewer has advanced graphical representation capabilities, which are
suitable for large-scale data to locate the focus and hotspots of research topics, while
CiteSpace can intuitively CiteSpace. On the other hand, it can intuitively display the
development trend as well as the evolution process of a certain discipline or research
topic in a specific period of time, which has been widely used in bibliometric analysis in
recent years [10]. In order to obtain more rigorous and comprehensive data indicators,
this study uses VOSviewer and CiteSpace software through bibliometric method and
knowledge structure visualization to obtain more comprehensive data.

2.2 Data Collection

Since high-quality scientific literature is subject to rigorous peer reviewand strict scrutiny
of published journals, its research results aremore representative of the discipline [11]. In
this paper, the authors chose the literature related to the Centerwise Model of Interaction
Design included in the authoritative academic database WOS as the main data source
for this study. SSCI, SCI, A&HCI were selected as the search sources in the WOS core
collection. In order to collect all the relevant articles, the search time was set to the full
year. The sources were not streamlined in order to avoid the loss of interdisciplinary
literature. The search conditions were set as TS = (mental model) AND (interaction
design) and the retrieved literature was exported to a txt file in the format of “full record
and cited references”. Moreover, the data such as deviation from the research topic,
missing field information (e.g., time, keywords, authors, and other key information),
duplicated data, and so on, were eliminated. The authors also eliminated the interfering
articles such as deviation from the research topic, missing field information (e.g. time,
keywords, authors, etc.), duplicate data, etc., and finally obtained a total of 489 valid
articles for further quantitative analysis.

3 Results and Analysis

3.1 Publications Trend

The pattern of change in the output of academic literature over time is an important
method tomeasure the development trend of research topics, which can effectively assess
the research dynamics of the discipline. After cleaning and de-weighting, the retrieved
data for field extraction, and arranging the number of publications in the field according
to the year, the distribution of MM-IDR literature annual output can be obtained, as
shown in Fig. 1. As seen from the WOS publications, the number of literature in this
field was small before 2009, with no more than 10 publications per year, and the overall
trend was slowly increasing. In 2010, there were 21 publications, which reached a small
peak. 2010–2018 was the period of steady increase in the number of publications in this
field, and the increase of publications in this period was larger than that in the past. After
2018, the number of publications showed a rapid increase phase, from 20 in 2018 to a
rapid increase to 54 in 2022, reaching a peak in 2022. From the literature output, it can
be seen that the research topic of MM-IDR is constantly developing and has been in a
period of rapid rise in recent years, and the topic has been the focus of scholars’ attention
in the past five years.
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Fig. 1. Publications trend of MM-IDR

3.2 Top Contributing Countries/Regions and Institutions

The number of publications and the number of citations by country/region in the dataset
depicts the high-producing countries/regions in the research field and their impact. In
terms of country/region output, a total of 51 countries/regions around the world have
contributed to this research field, and the ranking of the top 10 countries/regions in terms
of publication volume is shown in Table 1. The top 10 countries/regions accounted for
more than 77.05% of the total number of publications, and all of them have a production
of more than 15 papers within the search, which is an important source of output ofMM-
IDR around the world. The United States is the most productive country/region in MM-
IDR research, with a total of 165 papers (28.45% of the total number of publications),
ranking 1st in the total number of publications, followed by China (57 papers, 9.82%
of the total number of publications), and then followed by the United Kingdom (54),
Germany (45), Norway (25), Canada (24), and Italy (24) in that order, Australia (23
articles), France (18 articles), and South Korea (15 articles). In terms of the number of
articles published, the number of articles published in both China and theUnited States is
more than 50. In addition, the average number of citations in China and the United States
is also in the top rank, with more than 700 citations in both countries/regions. In the
research cooperation network, China, the United States, the United Kingdom, Germany,
Canada, Australia and many other countries/regions maintain cooperative relationships,
but not close enough, as shown in Fig. 2.

A total of 696 research organizations around the world have conducted MM-IDR
related research. Run VOSviewer, select Organizations to set the node threshold to 3,
and get the institutional cooperation network with the number of nodes as 76, the num-
ber of cooperative relationships as 131, and the density as 0.0015, see Fig. 3. The node
size of the institutions in the figure indicates the production of the articles, and the con-
necting line between the institutions represents the strength of the cooperation, and the
closer the cooperation is, the wider the connecting line is between the institutions [12].
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Table 1. Distribution of MM-IDR high-yield countries/regions

NO. Country/Region Documents Citations Avg. citations Links Total link strength

1 USA 165 5478 33.2 22 50

2 China 57 725 12.7193 9 28

3 England 54 1141 21.1296 19 32

4 Germany 45 924 20.5333 15 23

5 Netherlands 25 460 18.4 5 6

6 Canada 24 440 18.3333 8 16

7 Italy 24 268 11.1667 10 14

8 Australia 23 440 19.1304 9 15

9 France 18 380 21.1111 6 7

10 South Korea 15 100 6.6667 6 7

Fig. 2. Cooperative countries/regions co-occurrence network

From the distribution of the strength of cooperation relationship (number of times of
cooperation) within each sub-network, the international cooperation of MM-IDR is not
close, showing strong geographical characteristics, mainly focusing on the cooperation
between institutions in their own countries/regions and regions. Institutional cooper-
ation is “regionally concentrated and overall decentralized”, with “Delft University of
Technology”, “Georgia Institute of Technology”, “Chinese Academy of Sciences” as the
main high-level institutions. Three large subgroups of high-impact research institutions
were formed, mainly by “Delft University of Technology”, “Georgia Institute of Tech-
nology” and “Chinese Academy of Sciences”. Within the search scope, Delft University
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of Technology and Georgia Institute of Technology tied for the first place with 8 articles,
followed by the Chinese Academy of Sciences (7 articles), the University of Illinois (7
articles) and the Massachusetts Institute of Technology (MIT) (7 articles), etc. The top
10 high-yield institutions are shown in Table 2.

Fig. 3. Cooperative institutions co-occurrence network

Table 2. Distribution of MM-IDR high-yield institutions

NO. Institution Documents Citations Avg. citations Links

1 Delft Univ. Technol. 8 121 15.125 4

2 Georgia Inst Technol. 8 663 82.875 6

3 Chinese Acad Sci 7 155 22.1429 7

4 MIT 7 223 31.8571 5

5 Univ. Illinois 7 718 102.5714 3

6 Clemson Univ. 5 33 6.6 2

7 Michigan State Univ. 5 469 93.8 2

8 Penn State Univ. 5 123 24.6 5

9 Tech. Univ. Chemnitz 5 40 8 0

10 Texas A&M Univ. 5 424 84.8 2
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3.3 Most Influential Authors and Journals

Authors are the smallest unit of literature output and direct contributors to MM-IDR. By
studying author co-citations, it is possible to identify themore active scholars in this field
worldwide. Through the preliminary analysis of authors’ names and co-citation analysis
after disambiguation of authors, from 1703 authors and 102 pairs of collaborations, the
distribution table of authors’ outputs and collaborations of MM-IDR is extracted, as
shown in Table 3. Highly productive authors are not found through the data statistics,
among which Cynthia Breazeal from Massachusetts Institute of Technology has the
highest number of publications and is ranked 1st with 3 publications within the search,
followed by Raja Parasuraman, Bobbie D. Seppelt, Robert Larose, and Sanjay Chan-
drasekharan. The most frequently cited author is Michael T. Braun, with a total of 270
citations, who is considered to be a representative ofMM-IDR; in addition, collaborative
research among scholars is not close and is mostly sporadic.

Table 3. Top 10 contributing authors

NO. Author Documents Citations Avg. citations Links

1 Cynthia Breazeal 3 244 81.3333 7

2 Raja Parasuraman 2 204 102 5

3 Bobbie D. Seppelt 2 118 59 17

4 Robert Larose 2 80 40 5

5 Sanjay Chandrasekharan 2 66 33 2

6 Alessandro Gardi 2 61 30.5 5

7 Yixiang Lim 2 61 30.5 5

8 Subramanian Ramasamy 2 61 30.5 5

9 Roberto Sabatini 2 61 30.5 5

10 Martin Baumann 2 56 28 4

The articles within the search originated from 235 journals, and this paper lists the
top 10 high-yield journals in terms of publication volume, as well as their respective
5-year IF (Impact Factor), which accounted for 26.58% of the total number of articles
published, as shown in Table 4.The 1st ranked journal in terms of publication volume
is International Journal of Human-computer Interaction, with 35 articles, 210 citations,
and an impact factor of 4.503; ranked 2nd is frontiers in psychology, with 17 articles,
116 citations, and an impact factor of 4.426; and ranked 3rd is human factors, with
16 articles, 586 citations, and an impact factor of 4.212. These journals reflect their
significant influence in the field of MM-IDR research and are at the core of journals in
this field.
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Table 4. Top 10 contributing journals

NO. Journal Documents Citations Avg. citations 5 Year IF

1 International Journal of
Human-computer Interaction

35 210 6 4.503

2 Frontiers in Psychology 17 116 6.8235 4.426

3 Human Factors 16 586 36.625 4.212

4 International Journal of
Human-computer Studies

12 220 18.3333 4.435

5 Plos One 10 133 13.3 4.069

6 Ergonomics 9 221 24.5556 3.177

7 Interacting with Computers 9 138 15.3333 1.532

8 Human-computer Interaction 8 242 30.25 5.727

9 Journal of Medical Internet
Research

7 257 36.7143 7.68

10 Computers in Human
Behavior

7 236 33.7143 10.097

3.4 Research Hotspots of MM-IDR

The keywords of the literature are highly refined by the authors of their research, and
the high-frequency co-occurring keywords reflect the research hotspots of MM-IDR
for a long time. The 489 documents within the search scope contain a total of 2,683
keywords, and the keyword co-occurrence frequency is set to 3 by running VOSviewer,
and the keyword co-occurrence clusters formed by merging and filtering the synonyms
are obtained from 278 keywords, as shown in Fig. 4. The keywords with the same color
in the figure are the same clusters, and a total of 4 main clusters are formed. From
the analysis results, the hot research topics of MM-IDR can be divided into four major
categories, which are #1 Theories and Methods, #2 Application Scenarios and Design
Strategies, #3Design Evaluation andUsability Research, and #4 Comprehensive Factors
ofHuman-Computer Interaction for Intelligent Systems in the order of the research stages
from the oldest to the newest, respectively, as shown in Fig. 4.

Cluster #1 (green) - Mental Models Theory and Methods contains 90 cluster mem-
bers, mainly containing the keywordsMentalModels, Knowledge, Information,Models,
Cognition, Attention, Cognitive Load, Framework, Attention, Cognitive Load, Frame-
work, Visualization and Perception. The research in this category focuses on the con-
cepts, elements, classifications, and extensions of mental modeling theories to contin-
uously add and improve them, making the theory of mind more comprehensive and
diversified.

Cluster #2 (red) - Application Scenarios and Design Strategies of Mental Models
contains 65 cluster members, mainly including Behavior, Impact, Stress, Technology,
Time, health, reliability, and so on. Health, reliability, internet and depression. The main
research content of this clustering is the research on the application scenarios of mental
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Fig. 4. Keywords co-occurrence clustering network

models and the research on the design strategies to match the users’ mental models. In
the research, scholars focus on how to choose appropriate design strategies to match and
influence users’ mental models, and how to effectively reduce users’ mental workload
and mental load. In this phase of research, scholars gradually began to introduce the
concept ofmentalmodels into the specificproduct designprocess, researchmore accurate
construction of the user’s mental model method, put forward the corresponding design
strategies and examples of application, through experiments to prove the importance of
the research and application of the mental model in interaction design, and in different
application scenarios to match the user’s mental model design strategy to improve the
user’s experience in different application scenarios.

Cluster #3 (purple) -DesignEvaluation andUsability Study contains 69 clustermem-
bers, mainly including Human-computer Interaction, Usability, Individual-differences,
Human Factors, and Individual Differences. Human-computer Interaction, Usability,
Individual-differences, Human Factors, Safety, Machine Learning, Management, and
Task EEG. This type of research is the cutting-edge research in this field, which aims
at constructing and perfecting the effective user mental model measurement method
and evaluation system research in the field of interaction design. Through scientific and
rigorous analysis, the user mental model of the interaction design before and after opti-
mization is measured and evaluated, and the concluding data is used for comparison and
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verification, so as to confirm that the optimization is effective. In the field of interaction
design, the evaluation of the user mental model is generally centered on the usability
test of the interactive interface and the evaluation of user experience, which is mainly
based on the theory of the user mental model to construct the evaluation system, and
then evaluated for the interactive interface. The research at this stage can better ver-
ify whether the optimization of interaction design under the guidance of the research
findings of the UMM is effective. Some scholars also take the disorientation test as a
clue, and the lower the disorientation degree, the higher the validity of the study. In
addition, the importance of mental model evaluation has also been highlighted in the
study of user mental model and interface matching, for example, Jing Ma conducted a
study on the matching of digital interface interaction patterns with user mental models
by constructing an ensemble of mental model actions [13].

Early collection of user feedback information in this field was mostly qualitative
research, and the acquisition route was mental acquisition, such as Davidson’s system-
atic account of the general acquisition methods of user mental models in the article
“User Mental Models and Usability”, which was based on the user interview method,
observation, questionnaires and surveys, out-of-the-voice thinking, focus groups, and
card sorting methods [14]. There are more quantitative and empirical studies after that,
such as Ping Zhengqiang, based on this study, summarized the methods of user men-
tal information acquisition into the acquisition path of psychological information and
the acquisition path of physiological information [15]. Among them, the psycholog-
ical information acquisition path refers to the traditional method of acquiring mental
information; the physiological information acquisition path is the method that can be
measured by technical means of the changes in physiological information caused by the
interaction behavior, which includes blood pressure, pupil reaction, facial expression,
brainwave, electrocardiogram and so on.

Cluster #4 (blue) - Intelligent Systems Human-Robot Interaction Composite Fac-
tors contains a total of 54 cluster members, mainly containing the keywords Perfor-
mance (Behavior), Trust, Automation, Mental Workload, Systems, Acceptance, Situ-
ation Awareness and Human-robot Interaction. This clustering is also a cutting-edge
research in the field of MM-IDR, which mainly researches the influence of different fac-
tors on mental workload and mental load in intelligent interaction systems, and is more
refined and diversified in the selection of research objects, which plays an important role
in how to effectively reduce the user’s mental load, as well as to improve the interaction
experience of the current users using intelligent products. The acquisition of user feed-
back data has also gradually changed from psychological measurements to physiological
measurements, such as blood pressure, pupil reaction, facial expression, brain waves,
electrocardiogram and so on. The research in this phase is more diversified, emphasiz-
ing more and more on the development of application practice and the establishment of
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more scientific measurement methods and evaluation systems. Research hotspots focus
on intelligent interaction design, cognition, user experience, usability research and other
fields. It focuses on the systematic and service-oriented nature of interaction design
research, visualization research of interaction design, user research, and experimental
validation and other fields.

In summary, the current research hotspots of MM-IDR focus on the areas of mental
modeling theory and methods, mental modeling application scenarios and design strate-
gies, design evaluation and usability research, and integrated factors of human-computer
interaction in intelligent systems. The focus is on the areas of MM-IDR systematicity
and serviceability, MM-IDR visualization research, user research, and experimental
validation.

3.5 Analysis of Future Research Trends of MM-IDR

In order to further study the cutting-edge themes and development trends of MM-IDR,
the average appearance time of keywords was analyzed statistically and superimposed
on the original cluster diagram respectively, see Fig. 5. From the research hotspots sum-
marized in the four clusters in Fig. 5, it can be found that the keywords in Cluster #4
- Comprehensive Factors of Human-Computer Interaction of Intelligent Systems with
the overall time is the closest to the present, and is the current cutting-edge theme of
MM-IDR; secondly, cluster #3 - design evaluation and usability research is also the
current research direction that MM-IDR focuses on; and cluster #1 - mental modeling
theories and methods overall average appearances were prior to 2015 and were a hotspot
for early research in the discipline. The main keywords in the overall clustering network
with an average appearance time later than after 2020 are Autonomy, Affective Comput-
ing, Ergonomics, Programming, Emotion Recognition, Mood, Network, Task Analysis,
Transparency and Deep Learning. To further explore and corroborate the cutting-edge
trends of MM-IDR, CiteSpace’s high-density Burst Term was comprehensively utilized
in the study, as shown in Fig. 6, which lists the Top52 keywords in terms of burst inten-
sity, with the red part indicating the years in which the keywords were cited with a
relatively prominent frequency, which reflects the changing trends of the study. Sorting
the Top52 emergent keywords by time shows that the research hotspots are divided into
3 distinct intervals; from the evolution of keywords in the 3 intervals, the overall research
puts more emphasis on the simplicity and naturalness of the interaction, more focus on
the application of intelligent system scenarios and intelligence, as well as the trend of
change from the abstract psychometrics to the concrete and quantifiable physiological
measurements, which also coincides with the change trend on the Time-Keyword clus-
tering results obtained. Among the high-intensity emergent words, the keywords that
emerged in the last 3 years and will continue to emerge until 2023 are Task Analysis,
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User Experience, Health, and Human-robot interaction. A comprehensive analysis of
the time-keyword clustering map and keyword emergence map shows that the future
research content of MM-IDR focuses on Autonomy, Affective Computing, Task Anal-
ysis, Deep Learning, and Human-robot interaction, in that order. Task Analysis, Deep
Learning, and Human-robot interaction, etc. The research trend shows the refinement
and diversification of the research content, more and more emphasis on the develop-
ment of intelligent applications and the establishment of more scientific measurement
methods and evaluation systems.

Fig. 5. Time-keyword co-occurrence clustering superposition network
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Fig. 6. Keywords Burst Term
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4 Conclusion

MM-IDR has shown a general upward trend in the output of time-series papers, with
a rapid growth in recent years. There are not many countries/regions, institutions and
scholars with high output in the course of nearly 30 years of development, and the
research cooperation is mostly intra-institutional cooperation with fragmented distribu-
tion. The keyword clustering study reveals that MM-IDR is very comprehensive and
multifaceted in terms of research content, which can be mainly categorized into #1
Mental Modeling Theory and Methods, #2 Mental Modeling Application Scenarios and
Design Strategies, #3Design Evaluation andUsability Studies, and #4 Integrated Factors
of Human-Computer Interaction in Intelligent Systems. Together, these clusters form the
research hotspots of MM-IDR, and the latest research progress is more concerned with
the areas of design evaluation and usability research, application strategies of intelligent
design, and experimental validation of user physiological measurements.

From the time-keyword clustering graph and the keyword emergence graph, the
future research hotspots of MM-IDR are Autonomy, Affective Computing, Task Analy-
sis, Deep Learning, and Human-robot interaction, etc. The research trend shows that the
research content is refined and diversified, more and more attention is paid to the estab-
lishment of scientific measurement methods and evaluation systems, and more attention
is paid to the enhancement of the use of mental models in intelligent systems as well as
the enhancement of user experience.

This paper mainly carries out a metrological visualization analysis of the interna-
tional scope MM-IDR research literature, clarifies the research hotspots at this stage,
explores the future development trend, and serves as a certain reference for the subsequent
research. However, there are still deficiencies in this study:

1. The study only selects the literature data collected in the core database of WOS, and
the research results have some limitations.

2. CiteSpace is unable to intelligently merge keywords with the same meaning, which
requires the researcher to organize and summarize on his own, which may lead to
some deviation of the analysis results from the actual.

It is expected that subsequent scholars can realize more comprehensive and precise
analysis and research on the basis of existing research.

5 Suggestions for Future Research

5.1 Research Gap

Through the analysis of countries/regions, institutions, and authors, it can be seen
that the cooperation between countries/regions and research institutions in other coun-
tries/regions is relatively loose, basically only exchanges between universities in their
own countries/regions, and there is a lack of multidisciplinary cooperation in multiple
fields of research.

Through the study of the cited literature, it can be seen that most of the existing
researches are based on the macro-level research on users’ cognitive characteristics,
and there are not many in-depth researches on users’ micro-mind modeling, such as the
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interface information architecture, information layout, information performance, etc.,
and the future researches need to be further improved.

Interaction design evaluation methods based on mental models need to be further
studied. Because the mental model is unstable, such as novice users and expert users
have significant differences in the mental model, and with the learning and use of under-
standing, the user’s mental model will also change dynamically. The current evaluation
system research how to conduct accurate evaluation from a dynamic perspective has not
yet found a suitable solution.

5.2 Suggestions for Future Research

Based on the above research, scholars have the following suggestions for future research
on MM-IDR:

Expanding the theoretical research of mental modeling and promoting the cross-
fertilization of disciplines for innovation will be one of the key trends in the future the-
oretical research of mental modeling. With the continuous breakthrough of technology,
in recent years, some scholars have gradually begun to try to combine the mental model
with AI, augmented reality, virtual reality and other technologies to apply research, for
example, Dr. Lin Y. of the Beijing Institute of Technology, through the guidance of the
mental model, gradually mastered the logic of the user’s behavior and operating habits,
and constantly adjusted the designer model to put forward a set of virtual reality and
augmented reality hybrid mobile tour system based on the mental model [16] And the
related application literature has a growing trend, it can be considered that the field of
artificial intelligence will be one of the key areas in the future research on the application
of mental models. In the future, researchers need to explore in different fields, combined
with psychology, computer science, engineering, etc., to become a multidisciplinary
integration of talents, to further develop and improve the theory of mental modeling
research.

Broadening the application strategy of mental modeling in interaction design and
clarifying the future research focus is the transition from technology research to inno-
vation design application research. Innovations in science and technology stimulate the
mutation of mental models to produce new products. For example, innovations in oper-
ating modes such as touch interaction, gesture interaction, and voice interaction have
had an obvious impact on the design of human-computer interfaces. Interface design
innovation needs to be designed from the perspective of the user’s mental model, break-
ing through the traditional conceptual form, and iteratively optimizing it to fit the user’s
new cognitive characteristics, behavioral style, and emotional needs. For example, the
application of fully automated driverless technology in intelligent cars, the change of
driving mode will inevitably bring about the change of human-vehicle relationship [17].
In addition to technical research, it is also necessary to focus on considering the user
experience when “man-machine co-driving”, such as the research on the design of in-
vehicle interaction systems and human-machine interfaces, to improve the usability and
ease of use of the interface, which can help users better accept and adapt to the unmanned
vehicle, enhance the acceptance and trust of drivers, and then correctly guide the user
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in accordance with the functions and services provided by the system, and success-
fully complete the driving task in accordance with the system. Functions and services
provided, and successfully accomplish their goals.

Constructing an effective user mental model measurement method and evaluation
system is a very important part of the mental model in interface design, in which the
integration of emotional computing ability into the evaluation system should be one
of the key trends in the future research of the mental model, and in order to meet the
diversified, intelligent, and personalized needs of the users, it is necessary to rise to the
level of user cognition and emotion to be explored. Formulate the index system based on
the user’s mental model, and the measurement content can be refined to the user’s value
standard, user expectation, cognitive structure, operation habit, style preference, human
face expression, etc.Construct themapping relationship between emotional intention and
design elements, guide the product to adapt to people’s different needs by adjusting its
own feedback, help break the communication barrier, and form a natural communication
and interaction experience similar to that of human beings.

Disclosure of Interests. The authors have no competing interests to declare that are relevant to
the content of this article.
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Abstract. The current contribution of artificial intelligence based Large Lan-
guage Models (LLMs) in supporting the requirements engineering and design
phase of software centered systems is analyzed. The application domain is focused
on smart devices and services for Ambient Assisted Living (AAL), e.g. pro-
grammable smartwatches. In the realm of AAL, programmable smartwatches
offer significant potential to support elderly users in their daily activities. How-
ever, developing applications for these devices is resource demanding, algorith-
mically difficult and requires careful consideration of various factors, including
user-specific needs (e.g. a diminished natural sensation of thirst) and technical
constraints (restricted computational power due to limited battery capacity). Our
approach first utilizes widespread LLMs like ChatGPT, BARD to automatically
interpret and enrich product concept catalogues, targeting at comprehensive, con-
sistent and tailored requirements specifications for the specific domain of appli-
cation. Secondly, we analyze in which extent LLMs today can contribute to the
original design phase by introducing suitable functional principles and reference
architectures for fulfilling the services specified as requirements including the
constraints on its operations. To demonstrate the challenges and perils of this app-
roach, we will detail the process using the specific use case of automatic drinking
detection and providing suitable advice for preventing dehydration for elderly
users. We will discuss and differentiate the principal strength of the approach
from its actual limitations by the presently available LLMs, which are expected
to increase and elaborate their generative capabilities rather frequently.

Keywords: Large language models (LLMs) · LLMs for analyzing and enriching
requirements definitions · LLMs for generating design specifications · smart
devices and service · systems and software engineering

1 Background and Motivation

Generative artificial intelligence (AI) in the form of large language models (LLMs) is
increasingly popular also for software engineering [1, 2]. For the software development
life cycle (SDLC), major efficiency improvements will be expected from this technol-
ogy. Currently, the majority of all LLM studies analyzes and has been implemented
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for the software development (coding, test) phase, maintenance, quality assurance and
requirements engineering phase (listed in decreasing frequency, e.g. Fig. 8, [1]). A typ-
ical example for this application scenario is the IBM Programmer’s Assistant Socrates
[3] based on OpenAI’s Codex LLM, which also powers the GitHub Copilot LLM, for
supporting Python coding phases. For the software design phase by usage of LLMs, [1]
reports only a minimum of 1,29% of all analyzed papers. But, especially for long-lived
systems and software, especially the design phase is essential for the documenting taken
design decisions, in order the record the original scope of the system and to facilitate
further evolution and refactoring of the software during its life cycle.

2 Prior Work

Sommerville [4] differentiates systems engineering ([4], chap. 19) from software engi-
neering. Systems engineering targets at a complete sociotechnical system consisting of
hardware computing devices, software delivering a set of services and the system owner,
its users and their organizational and societal context. The engineering process has to
establish a purposeful collection of interrelated components of different kind collaborat-
ing to fulfill defined requirements definitions. ([4], 19.1). This extended reach requires
to consider for the properties of the system, e.g. reliability, not only the software, but also
hardware as well as the envisioned operators of the system, users. One decisive feature
of systems engineering is the central role of conceptual design within the engineering
process. Conceptual design incrementally elaborates a vision of the required system and
its features, simultaneously adapting the requirements definitions, deciding what needs
to be procured for the realization of the system, what needs to be developed and also
shaping the operational concept for the system. This systems engineering approach will
be also the case in the chosen application domains of smart devices and services.

In contrast, for pure software engineering, in principle the systemand software design
phase typically follows a prior requirements analysis and definition phase ([4], 2.1.1).
In practice and especially for up-to-date iterative software processes like agile develop-
ment, software requirements engineering and software design will be intertwined and
performed alternatingly. Systemmodels as essential design findings will be used as early
as possible in order to clarify and illustrate the fulfillment of prominent requirements to
stakeholders already during the initial requirements engineering phase.

Systematically, the design phase is typically subdivided in an initial system modelling
sub-phase followed by an architectural design sub-phase and a detailed design subphase
([4], chap. 5, 6). For the system modelling sub-phase, suitable structural and behavioral
models fulfilling the entirety of requirements definitions will be identified and typically
expressed by UML class diagrams, collaboration, sequence and/or activity diagrams.
The following architectural design introduces a suitable system structure, its distribution
and decomposition into components. In this sub-phase, proven domain specific reference
architectures, e.g. transaction processing systems, which are known to solve similar
tasks as stated in the requirements definition, are identified, instantiated, adapted and
configured. UML deployment or – more fine-grained - component diagrams are the
notation of choice for representing such system structure. The final detailed design sub-
phase focusses on database design, interface design and component selection and design
([4], chap. 2.2.2).
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The design thinkingmethodology puts amultidisciplinary team of experts and users
in the center of a problem solving task. The focal point of design thinking is an iterative,
rapid prototyping process with a strict orientation on the actual requirements of the envi-
sioned target groups. Based on empathy with the envisioned users, typical cycle phases
of the design thinking process, for which a plenitude of supporting tool sets are avail-
able, are: problem framing, inspiration, ideation, prototyping, and testing/evaluating.
The typical application area of the design thinking methodology is the innovation of
products and services within business and social contexts [5], not so much system and
software. Especially, there is no specific concise approach for the ideation phase creat-
ing a design from elaborated requirements other than the combination of divergent and
convergent thinking. In the systems and software engineering discipline, the methodol-
ogy was elaborated to user-centered design by D. Norman [6]. Many current UI-design
concept, like personas, user stories, or use cases, … build on this methodology. Use
case diagrams have also made their way into the UML. Although, the inherent weakness
of the ideation phase is still unsolved.

Themodel based systems design is characterized in ([7], def. 1.44) as: “To design a
system is to develop a model on the basis of which a real system can be built, developed, or
deployed that will satisfy all its requirements.” The original Wymore 1993 model based
systems engineering concept is strongly mathematically oriented and resulted in the
Systems Modelling Language (SysML). From our point of view it is not as universally
suited and widespread used than the Universal Modelling Language (UML) [8] for
representing software designs.

The domain-driven design [9] methodology builds on a suitable, known systems
resp. Software reference model catalogues for the specific application domain and its
logics. The methodology selects and configures a specific instance from the catalogue as
foundation for the software design, which fits best to the entirety of requirement speci-
fications for the specific task. Originally emerging from object-oriented design patters,
meanwhile more complex models like digital twins [10] or state machines constitute the
core elements of the reference model catalogue.

Concept design [11] builds on an inventory of domain independent, reuseable con-
cepts, which are characterized by an (1) expressive purpose addressing a specific user
need, (2) familiarity to the users, and (3) independence from other concepts, so that they
can be understood, designed and analyzed on at a time separately from other concepts. A
concept is characterized by its dynamic behavior (functional principle”) typically involv-
ing multiple objects and encapsulating its own data model. But, in essence, concepts are
teleological entities rather than only semantic entities [11].

For the usage of LLMs for software engineering, White et al. [12] present a cus-
tomized prompt pattern catalogue (for ChatGPT) in order to improve and focus the
LLM output to the specific needs of different software engineering phases. (see [12], for
example section IV.G for the design supporting “architectural possibilities pattern”).
Ahmad et al. [13] use a ChatGPT based bot for generating recommendations for soft-
ware architecture.All these standard LLM based approaches are in prototype state today
and suffer from the inherent risks resulting from the opaque data acquisition process:
e.g. potential copyright infringements, data poisoning [14], privacy regulations viola-
tions by the LLM recommendations, …. On the other side, the built-up of LLMs based
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exclusively on reliable sources is incredibly expensive, especially for SMEs, so actually
there is no practical alternative than using widespread LLMs like OpenAI’s ChatGPT™
and(or) Google’s BARD™.

3 Goals, Methodology and Research Questions

The presented research aims to verify the effectivity of LLMs for generating systems and
software design specifications, based on an analysis end enrichment of given domain
specific brief product concept catalogues. Special importance will be put on considering
the proven engineering processes for systems and software development for this design
phase. Ideally, the design specifications will be expressed in diagrams of the worldwide
standard Universal Modelling Language (UML), serving as a universal visual guide
for developers. These diagrams are expected to be clear, well-structured, annotated and
immediately understandable, facilitating the further development process. It can addi-
tionally record taken design decisions and argues about the presence of features within
the generated UML diagrams.

3.1 Research Questions

The following four specific research questions have been analyzed by our work:

Q1 To which extend is a domains specific understanding, analysis and enrichment of
product concept catalogues currently possible by widespread LLMs, targeting at a
consistent, comprehensive and complete requirements specification, customized to
the domain of application?

Q2 What is the significance of additional information (either by specific prompt control,
documents) for automatically enriching the product concept catalogues given to the
LLMs?

Q3 What is the significance of additional information (either by specific prompt control,
documents) for supporting the original design process to be performed by the LLMs?

Q4 To which extend is generation of diagrammatic UML design specifications possible
by the current capabilities of widespread LLMs?

3.2 Methodology Applied

We performed an experiment consisting of two main phases. For the first main phase
for analyzing and enriching given brief product concept catalogues, we used a group
of undergraduate computer science students, in order to minimize the potential risk of
getting biased assessments about the generative power of current mainstream LLMs
(ChaptGPT4.0, BARD). The students had no prior domain expertise in AAL and pro-
grammable smartwatch app design experience for the chosen field of application. With
this setup of the experiment, we deliberately wanted to avoid an incidental domain spe-
cific know-how transfer from the students into the generated specifications other than
by direct injection through the LLMs itself. Different student groups were advised to
actively use the generative AIs ChatGPT4 or BARD, or – as a control group – only use
classical Internet search, without the help of Generative AIs. As an additional reference
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in assessing the student work results, we used our proven design and implementation
work in the field of application [15–17].

The second main phase of the experiment, aiming to verify the conceptual design
capabilities of the LLMs based on the results of the first main phase, was carried out by
the authors of this paper itself, due to the rather unambiguous (negative) results which
do not allow ambiguous assessments.

In the following paragraphs italic text indicates answers provided by ChatGPT or
BARD.

4 Experiment

4.1 First Main Phase: Generating Requirements Specifications

Experimental Background
Theprimary aimof this firstmain phasewas to ascertainwhether specifications generated
byLargeLanguageModels (LLMs)yield results comparable to thoseproducedbyhuman
efforts. LLMs used are: ChatGPT 4 (https://chat.openai.com) and BARD (https://bard.
google.com). Owing to time constraints, the focus of the experiment was narrowed to
the initial stages of the development cycle, specifically the requirements engineering
phase. The documents produced for this part of the experiment can be found in [19].

Experimental Design. In an initial stage, a preliminary test with the given assignment
(detailed below) of product concept specifications was conducted. The primary objec-
tive of this pre-test was to assess the clarity and comprehensibility of the assignment
instructions. Participants were divided into three distinct groups: the first group was
tasked with manually writing the requirements specification without any external aid,
while the second and third group utilized ChatGPT and BARD for the same task.

As this was a preliminary test, the results were not subjected to in-depth analy-
sis. However, it was observed that the solutions generated by the ChatGPT and BARD
group were significantly more sophisticated than those of the manual group. The latter’s
submission predominantly comprised a basic table of items, lacking in structured orga-
nization. It is important to note that, unlike participants in the main experiment, these
students were in their third semester of a Business Informatics program and had limited
experience in software development. Specifically, they had not yet taken a course in
software engineering. The pre-test was conducted as part of a lecture on Big Data and
Data Science.

The main experiment of this phase consisted of three stages:
In the initial first stage of the experiment, students were allocated into three distinct

groups: a manual group (M), a ChatGPT 4.0 group (C), and a BARD group (B). Each
group received an identical assignment, presented in German. The manual group’s task
was to draft the specification document using their software development skills and web
resources, explicitly excluding the use of any AI software. In contrast, the remaining two
groups employed ChatGPT and BARD, respectively, for their tasks. These groups were
required to meticulously record the prompts they used and the corresponding outputs
generated by the AI systems, with a strict rule against altering the text.

https://chat.openai.com
https://bard.google.com
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The main experiment involved six male students, with each group comprising two
students. These students were in their fifth semester of a Bachelor’s program in Busi-
ness Informatics, possessing adequate knowledge and practical experience in software
engineering and development. The theme of the course was Big Data and Data Science.
Notably, they were currently enrolled in a software engineering course. The experiment
was conducted as part of a lecture on web technology. All participating students were
full-time employees at a prominent German telecommunication company, working in
various software-related departments. They were allotted 60 min to complete the task.

Following the exercise, a focused discussion was held. During this session, students
were specifically prompted to contemplate any overlooked or implicit requirements of
the use case and to propose enhancements to their documents. The exercise concluded
with a comprehensive discussion, where the students critically evaluated the specifica-
tion documents and assigned ratings to each solution based on their performance and
accuracy.

In a subsequent follow-up evaluation, the documents produced were further assessed
by a group of business informatics students in the fifth semester. These students, who
were enrolled in a software engineering course, possessed some experience with require-
ment analysis, gained either through professional experience or the course itself. The
evaluation teams comprised two or three students each. Among these, two groups were
tasked with assessing the manually created version of the documents, while one group
evaluated the ChatGPT-generated version, and another assessed the version produced
by BARD. Ratings should be assigned using a school grading scale, where 1 is the
highest (best) grade and 5 is the lowest (worst) grade. Initially, each group familiarized
themselves with the assignment task, followed by a thorough reading of the documents
assigned to them. This process was allocated a total time frame of approximately 30min.
Upon completion of their evaluations, each group presented their findings, detailing
their ratings along with the rationale behind their assessments. This structure ensured a
comprehensive and reasoned analysis of the documents.

Assignment Text. The text was composed in German to mitigate any potential misun-
derstandings arising from language barriers. Deliberately, it was crafted to be somewhat
vague, mirroring the common initial phase of a project. This approach was based on
the presumption that the customer might not have a clear understanding of the specifics
of their envisioned idea. Concurrently, it was hypothesized that the development team
lacked substantial expertise in Ambient Assisted Living (AAL) or smartwatch software
development.

You have received the following product concept catalogue from your client:

The client needs a smartwatch app that can monitor whether and how much their
care-dependent individuals are drinking. If the person drinks too little, they should
receive a reminder on their smartwatch. If this reminder is ignored, the care staff
must be informed. These reminders should be designed in such a way that care-
dependent individuals can easily recognize and respond to them. Also, all data
should be centrally managed. In the future, it is planned to monitor additional
activities such as walking, sleeping, etc. Additionally, algorithmic sketches should
be presented on how the drinking recognition can be implemented
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This is all the client has told you. Your task is now to analyze the scenario, deter-
mine requirements, use cases, identify missing aspects, and create a specification
and requirement document

Since your CEO has heard that LLMs are the future, and the company has not
yet been recognized in this field of care, he wants you to work with LLMs for the
first draft. However, since he is not sure if all LLMs work equally well, two teams
should use different LLMs. And as a precaution, he commissions another team to
analyze the scenario in a traditional way

Limitations of theExperiment. It is essential to acknowledge a fundamental limitation
of the experiment: the participants were students rather than full-time developers with
extensive experience in specifying and designing software. Additionally, these partici-
pants lacked experience in designing software for smartwatches and Ambient Assisted
Living (AAL) systems. It’s worth considering that Large Language Models (LLMs)
could potentially assist non-experts in creating specifications, which could actually
highlight the utility of LLMs in bridging expertise gaps in software development.

A noteworthy limitation, particularly concerning ChatGPT and BARD, is the usage
of different prompts by various groups. For a more detailed and accurate comparison
of the outcomes from both Large Language Models (LLMs), it would be essential to
utilize an identical sequence of prompts. However, this level of uniformity in prompt
usage was not within the scope of this experiment.

Discussion of the Experiment
Discussion of the Manual RE Analysis. The requirements specification document pro-
duced by this group, inspired by IEEE830 and its successor ISO/IEC/IEEE 29148:2011
as taught in the SE course, comprises four chapters: an introduction, a general descrip-
tion, individual requirements, and technical restrictions, spanning one and a half pages.
The six-line introduction outlines the project’s goal and application area. The general
description covers functionality, user management, restrictions, constraints, and depen-
dencies. The core section lists eleven requirements, expanding on the assignment text
with more detail. A typical example is the following:

Function 3 - Visual and Acoustic Signal: The app notifies the person in care through
an audio signal and a colored pop-up on the display, so they know that the app
has successfully recorded the entry

Function 8 - Adjustment of Intervals According to Weather Conditions: depending
on the current weather, the app adjusts the time intervals between reminders, as
one needs to be notified more frequently in higher temperatures (requires access
to the current location of the person and a weather API)

For instance, Function 8, not originally in the customer’s product concept catalogue,
fits well within the project context. The final chapter lists non-functional requirements,
like general technical limitations. However, the document resembles a brainstorming
output, lacking specific aspects crucial for smartwatch software development, such as
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battery management. This reflects a typical outcome from developers new to a domain,
lacking deep insight into implementation challenges. It’s a useful starting point, but
requires further refinement in subsequent sessions.

Discussion of the ChatGPT RE Analysis. Overall about four pages requirements specifi-
cation document was produced with four prompts. The first prompt asked for an analysis
of the scenario. Here ChatGPT started with the main function, esp. drinking detection.
Basically ChatGPT takes the description as a starting point and enhances it with features.
functional requirements were derived as follows:

Functional Requirements

• Hydration Monitoring: Recording the daily fluid intake of the user

• Alert System: Notifications when the recommended drinking volume is not met

• Notification of Care Personnel: Automatic information to the care staff if
warnings are ignored

• User Interaction: Simple and intuitive interface for people in need of care

When asked for a requirements and functional specification (roughly correspond-
ing to the German terms “Lasten- und Pflichtenheft” which were used in the prompt) -
ChatGPT came up with five main points starting from goals, functional, non-functional,
technical requirements and a time plan (not further detailed). The Functional Specifi-
cation gave an overview of phases as part of the project management. Basically the six
steps mentioned followed some kind of waterfall model. These next prompts dealt with
identifying use cases. The final prompt deals with missing aspects of the analysis. Chat-
GPT comes up with ten items starting from integration into the health care system to
user acceptance. It explicitly mentions battery management as a missing item. A typical
example is the following:

• Integration with Existing Health Systems: It has not been specified how the app
should interact with existing health or care management systems. Compatibility
and integration with such systems could be crucial for efficiency

• Hardware Requirements: The technical requirements for the smartwatch (e.g.,
battery life, sensors) have not been precisely defined. This is critical to ensure that
the hardware can support the software requirements

The analysis of ChatGPT, as evidenced by the four prompts, is notably more
advanced, informative, and well-structured in its overall presentation.

However, it falls short in delving into detailed aspects, particularly in addressing low
battery management. The analysis lacks specific suggestions or considerations on how
to effectively tackle this issue. In a separate session ChatGPT was asked how to deal
with low battery situations. Although it came up with several useful suggestion it did
not propose just to use a second smartwatch in that case. If explicitly asked if this would
help it came up with a set of useful guidelines how to integrate a second smartwatch.
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Discussion of the BARD RE Analysis. BARD produced a requirements specification
document similar to that of ChatGPT. However, for BARD’s document, there was a
specific request to adhere to the DIN 69901-5 standard.

Requirements looked like that:

The requirements can be specified as follows:

Hydration Monitoring: The app must record and store the fluid intake of the care-
dependent individuals. Various sensors can be used for this purpose, such as an
accelerometer to detect the opening and closing of a bottle, or a moisture sensor
to measure the amount of water consumed

Hydration Alerts: If the fluid intake falls below a certain level, the app must gen-
erate a notification for the care-dependent individual. This alert must be designed
to be easily understandable and followable

Similarly, use cases were developed. In response to inquiries about overlooked
elements, BARD provided the following suggestions:

The following aspects have not yet been considered:

Security: The app must be secure and the data of the care-dependent individuals
must be protected

Data Privacy: The app must ensure the privacy of the care-dependent individuals’
data

Usability: The app must be user-friendly and take into account the needs of the
care-dependent individuals

Interestingly, BARD did not address battery management in its suggestions.
Asked to generate Requirement and Functional Specifications, it produced a well-

structured document that serves as a solid foundation for further refinement.
Overall, the documents generated by BARDwere quite similar to those produced by

ChatGPT.However, ChatGPT appeared slightlymore advanced in highlighting technical
limitations, which could also be attributed to the use of varying prompts by the respective
groups.

Evaluation of the Requirements Within the Course. Table 1 provides a comparative
overview of ratings for three requirement documents. These documents were created
using for-mentioned different methods: manual preparation, ChatGPT 4.0, and BARD.
The evaluation process for the manually prepared document involved group discussions
among the students, followed by the assignment of a final overall rating.

The students showed a preference for the solutions generated by the Large Language
Models (LLMs), particularly favoring BARD. A notable factor influencing this prefer-
ence could beBARD’s tendency to producemore extensive documents, esp. by providing
a template for further improvements. To further assess ChatGPT’s evaluative skills, it
was tasked with analyzing the three requirement documents. Intriguingly, ChatGPT’s
assessment aligned closely with the students’ rankings.
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Table 1. Evaluation of experiment 1 (Big Data Course)

Manual ChatGPT BARD

Criteria

Extent 0 + ++

Structure + + +

Number Requirements + ++ ++

New Requirements + ++ +

Student Evaluations

Criteria Evaluation 3 6 6

Overall Ranking III II I

ChatGPT Evaluations

Evaluation ++ ++ ++

School Grade 3 2 1

0 = neutral, + = good, ++ = very good; 1 = very good = 5 very bad

Follow-up evaluation of the requirements within the software engineering course.
The outcomes of the follow-up evaluation are presented in the Table 2 below

Table 2. Follow-up evaluation of experimenT 1 (SE course)

RE Source Structure Content Details Size Overall

Manual I 2 1 3 3 2,75

Manual II 3 1 4 2 3

ChatGPT 2 4 3 4 3

BARD 4 2 2 3 3

The evaluation revealed that all requirements specifications received broadly simi-
lar ratings. A common critique of the LLM-generated content was its lengthiness and
perceived verbosity, though some students appreciated this detail as providing a solid
foundation for further development. Notably, it was observed that technical implemen-
tation details were absent in the specifications, but it’s important to note that this was
not the primary focus of these documents.

Overall, the students didn’t show a distinct preference for any particular source
of the specifications. Interestingly, they assumed all the documents were generated by
LLMs. The groups who evaluated the manually created texts were surprised to learn
that their assigned documents were actually human-produced. This suggests that the
LLMsperformed impressively, blurring the lines between human andmachine-generated
content in terms of quality and style.
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4.2 Experiment Second Main Phase: Generating Design Documents

The central goal of the experiment in thismain phasewas to support the conceptual design
of an algorithm capable of monitoring the fluid ingestion behavior of elderly people. To
assess the depth of a proposal that could be produced by a LLM, we employed ChatGPT
to create several prompts. For an extensive description, refer to [20]. The initial prompt
requested an approach for accomplishing this task:

“The task is to develop a smartwatch app which is able to detect drinking. The
smartwatch comprises various sensors. Please advise which approach could be
used.”

ChatGPT initially outlined potential sensors, then proposed methods for their
utilization.

“5. Machine Learning and Data Processing:

• Use machine learning techniques to process and analyze the sensor data.
• Collect a large dataset of sensor readings during drinking and other activities for

training the ML models.
• Implement real-time data processing to allow the app to detect drinking as it

happens.”

The response was fundamentally accurate, particularly in its recommendation of
ML-based methods. It also addressed several other aspects, including privacy concerns.
Following that, we explored the feasibility of using neural networks for this purpose.
ChatGPT delineated the necessary steps for such a solution. Notably, its insights on
network architecture were intriguing.

“3. Neural Network Design:

• Model Architecture: For time-series data, recurrent neural networks (RNNs) like
LSTM (Long Short-Term Memory) or GRUs (Gated Recurrent Units) are effective
as they can capture temporal dependencies. Convolutional Neural Networks (CNNs)
can also be used to identify patterns in sensor data.”

ChatGPT recognized the issue as a time-series problem and suggested a range of
appropriate architectural solutions. Given our extensive experience in developing appli-
cations for Ambient Assisted Living (AAL), we could confidently assess the relevance
of these suggestions. All proposed architectures were practical and had been previously
implemented. When asked which architecture was most promising, ChatGPT presented
six options and provided selection criteria, ultimately recommending:

“A hybrid CNN-LSTM model is often a strong candidate for this kind of task. It
combines the feature extraction capabilities of CNNs with the sequence model-
ing strengths of LSTMs, making it well-suited for analyzing complex sensor data
patterns associated with human movements like drinking.”
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This recommendation seemed highly promising. Although we have previously uti-
lized LSTMs, the integration with CNNs had not been explored. Consequently, we
requested a Python implementation from ChatGPT, resulting in a straightforward model
combining CNN and LSTM layers. Although it lacked detailed explanations for certain
parameters, such as “model.add(LSTM(50, return_sequences = True))”, it provided a
basic framework for training.

Further prompts inquired about alternative algorithmic approaches for analyzing
sensor data linked to drinking. We had previously employed simpler models like logistic
regression. ChatGPT suggested several viable methods.

Although, and mentioned as an example, as well ChaptGPT and BARD failed to
offer specific designs for fulfilling the central requirements of hydration monitoring and
hydration alerts (see above, chapt. 4.1). The critical issue in this subject is to determine
the individual nominal value, how much fluid an elderly person should ingest daily. In
general, a rough estimation of 30 ml per kg bodyweight per day can be used [18], or
the much more elaborated model [17], chap. 3.1. In each case, a couple of additional
corrective factors must be considered for calculating the correct nominal value: actual
exposure of the elderly person tohigher temperatures, excessivephysical activities, actual
medical conditions like fewer, diarrhea or vomiting, heart or renal insufficiencies. From
this plenitude of factors, only the possibility to correct the nominal value by excessive
physical activity detected by the smartwatch was proactively offered by ChatGPT or
BARD. For a professional solution, this is not sufficient with respect to the state of the
art.

Lastly, we asked about implementing this on a smartwatch, leading to the suggestion
of using TensorFlow Lite, suitable for mobile phones and smartwatches.

In the final refinement step, we asked ChatGPT developing an Android implemen-
tation using the TensorFlow Lite model, which would generate an alert if the wearer
did not drink within an hour. ChatGPT delivered a basic, yet functional, code. While
not ready for production, the experiment’s one-hour timeframe made the results notably
impressive, considering previous implementations took weeks.

This experiment demonstrated that ChatGPT can significantly expedite the develop-
ment of a functional prototype app, potentially within a day. While an experienced pro-
grammer with relevant domain knowledge might achieve similar timelines, it’s remark-
able that ChatGPT enables those without extensive expertise in AAL or smartwatch pro-
gramming to develop solutions so swiftly. In conclusion, for certain stages of the software
development cycle, LLMs like ChatGPT can be immensely beneficial in accelerating
development.

5 Conclusions

In the following we will discuss our findings with regard to our research questions
Q1–Q4.

Q1: The use of LLMs in generating elaborated requirements specifications from given
brief product concept catalogues represents a significant qualitative and efficiency-
improving advancement in the development of smartwatch applications for AAL.
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Q2: Currently, LLMs can only generate recommendations and lists of potentially useful
reference architectures and possible functional principles for the wanted solution. But,
the core competence of conceptual design, to select, propose and justify the best suited
solution to fulfill the entirety of specified requirements is still missing. The effective-
ness of the proposed solutions increases with the specificity of the prompt, especially
regarding architectural or algorithmic challenges. This was evident in our experiment,
where the choice of an appropriate neural network architecture yielded better outcomes
when detailed prompts were used.
Q3: The response here mirrors that of Q2. The efficacy of providing the user with
additional information largely hinges on the prompts used. Generally, the supplementary
information provided tends to be of a relatively high level. However, it frequently lacks
in addressing specific, detailed aspects.
Q4: Consequently, it is still not possible for LLMs to generate a graphical UML depic-
tion of this favored solution. Therefore, a domain experienced human systems architect
is still essential for this systems design phase. The assistance ChatGPT and BARD can
actually offer is of no essential help for this specific task, because the LLM generated
lists of potential technology candidates is expected to be already and always on the mind
of a real human domain expert. It’s important to note that in later stages of the devel-
opment process, such as generating class diagrams from more detailed implementation
specifications, LLMs prove to be quite helpful. Moreover, as the process progresses
towards producing source code, the support and effectiveness of LLMs become even
more pronounced.‘

One of the authors, Waldhör, is actively involved in a research project that integrates
smart home technology, smartwatches, and robotics within the framework of Ambient
Assisted Living (AAL) at home. In this context, the application of Large Language
Models (LLMs) in the final phase of implementation – particularly in generating source
code from REST interface specifications and integrating these interfaces with sensor
data transmission – has demonstrated significant utility. This effectiveness is notably
evident when compared to traditional methods that rely on resources such as GitHub.

Unfortunately, the original target of generating similar professional design docu-
ments, especially UML diagrams for representing the design results, is still out of scope
by the current enhancements ofLLMtechnology. The situation is set to evolve onceLarge
LanguageModels (LLMs) gain the capability to a) generate XML-based descriptions for
UML, such as XMI (XML Metadata Interchange), and b) integrate with graphical soft-
ware systems. This advancement will significantly enhance the utility and application
of LLMs in the field of UML modeling.

Finally, it is crucial to acknowledge that these findings 1) are specific to the selected
application domain and 2) apply only to the Large Language Models (LLMs) as they
existed at the time of writing this paper. If applied to broader application domains, such
as ERP systems, the results might vary, with LLMs potentially offering more refined
specifications. While generalizing these conclusions to other application domains and
projecting them into the near future is not entirely implausible, each potential use case
must be carefully evaluated on its own merits.
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Abstract. In the early 2020s, the industrial sector, accounting for 13%ofEurope’s
GDP, faced challenges in adopting modern software technologies, lagging behind
the immense progress seen in web and mobile domains. This gap stems largely
from PLC manufacturers’ reliance on proprietary systems, limiting innovation
and creating additional constraints in developing unified visualisation systems
across diverse Integrated Development Environments (IDEs). This inconsistency
affects the user experience in Human-Machine Interface (HMI) applications. To
address these challenges, we propose an all-in-one unified design system organ-
ising a library of standard reusable cross-platform UI components designed for
industrial applications. This design system aims to standardise and simplify the
creation of HMI screens, ensuring consistent user interfaces across various plat-
forms. Thereby, the integration of web-based technologies minimises the time and
cost of implementation andmaintains visualisation solutions across different man-
ufacturing cases. As a result, the initial implementation of this design system led
to the development and integration of 28 UI controls into Siemens and CodeSys
IDEs, enhancing the usability and quality of industrial HMI screens. Usability
tests revealed significant improvements in user experience over traditional vendor-
supplied controls. Future research will extend this design system to cover more
comprehensive industrial use cases, promoting efficiency and standardisation in
industrial software development.

Keywords: Design Methods and Techniques · Heuristics and Guidelines for
Design · User Experience · Industrial HMI · Design System

1 Introduction

Commencing in the 18th century, the Industrial Revolution emerged as the primary cat-
alyst for human progress, noted as the most profound revolution in human history due
to its far-reaching impact on the daily lives of individuals. Over time, societies have
embraced mass production, logistics, and industrial electronics, continuously accelerat-
ing overall advancement. Presently, tens of thousands of manufacturing entities engage
the services of hundreds of thousands of contractor companies and equipment devel-
opers to sustain production and innovate new product lines. McKinsey’s 2020 Industry
4.0 survey of more than 800 businesses globally revealed three major challenge areas:
financial hurdles, organisational problems, and technology roadblocks [1].
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A critical impediment in industrial software development arises from manufacturers
of Programmable Logic Controllers (PLCs) and other control systems. These suppliers
commonly supply developerswith proprietary hardware and development environments,
imposing substantial limitations on innovation and adaptability. Even with the first steps
for the code development standards, the visualisation of such systems remains non-
cross-platform and lacks standardisation tailored to specific requirements. Equipment
suppliers, system integrators, and factories must allocate considerable resources to HMI
and SCADA systems development, frequently approaching each project from scratch.
Vendor lock limits re-usage of already developed solutions.

Various vendors offer standard components for visualisation screens with essential
native controls and interface capabilities. The use of web-based components to enhance
the usability and appearance of the user interface is a new approach to development
among different vendors. Such a web-based architecture enables quick updates and easy
integration of new features into their development IDEs [2]. As a result, the industry
trend is adapting modern tools and technologies to the HMI development process and
integrating web applications into the industrial environment [3].

This article introduces a comprehensive design system to tackle this challenge and
harmonise the fragmented landscape of HMI software development. Such a design sys-
tem incorporates a repository of standardUI components and design principles [4], offer-
ing a blueprint for a standardised set of reusable UI elements finely tuned for control,
monitoring, and diagnostic applications. This library aims for significant reductions in
development costs, facilitates reuse across diverse projects and equipment, and pioneers
the integration of modern development methodologies in the industrial environment.
This research aims to develop and integrate such a design system into production to
enable user testing and benchmarking with existing solutions.

2 Hardware Solutions for Industrial HMIs

The production role of humans has evolved throughout the history of industry and man-
ufacturing. Initially, operators were the direct driving force behind industries. Machines
formetal processing, sewing, and various devices simply couldn’t functionwithout them.
However, as machines became more “intelligent,” the operator’s role shifted from direct
equipment control to operation monitoring. Now, humans often serve as observers and
controllers rather than executors.

2.1 SCADA

Before delving into the description of industrial HMIs, it’s essential to highlight
their connection to Supervisory Control and Data Acquisition (SCADA). The aims of
HMI/SCADAsystems aremainlymanufacturing processes controlling andvisualisation,
shortening the time of realised tasks, monitoring and controlling its selected subsystems
and units, as well as enabling quick reactions to various possible scenarios and problems
requiring effective interventions [5]. This system comprises a set of software and hard-
ware components that transmit data from equipment, sensors, and other data collection
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tools via various data interfaces to intelligent devices, such as Programmable Logic Con-
troller (PLC) or Remote Terminal Units (RTU). These devices analyse and process this
information, presenting it in readable form to the operator through HMI interfaces. All
PLC equipment is certified and has built-in control over programmatic errors to prevent
possible production outages that will cause big losses to the business. This system allows
production monitoring and transmission of control actions from upper-level personnel
to lower-level actuators.

Visualisation can be seen at two levels: equipment-based and remote. Depending on
the type and application methods, equipment with various display types can show real-
time data on energy usage (kilowatt-hours, bars of compressed air, liquid volume) for
on-site production process monitoring. In addition to the equipment-based monitoring,
the production integrator will develop an HMI interface that combines information from
various types of equipment used in the system to be shown remotely in the specified
locations.

Remote visualisation also varies based on the role of the company worker interacting
with it. The visualisation system can be directly located near the production cell or line,
serving as a control system for the operator. Alternatively, it can be in a maintenance
room or at the plant manager’s office, unifying multiple lines and cells and providing
a more comprehensive overview of the entire plant’s current status [6]. In this article,
we will pay more attention to the concept of industrial HMI, which aims to manage,
monitor, and analyse the operation of a specific automated cell or line.

2.2 Industrial HMI

Depending on the automated process and the interaction between the system and person-
nel, we can distinguish two types of HMIs: stationary and portable [7]. In some cases,
the process demands that the operator moves with the control panel due to their constant
interaction needs. This is often associated with industrial manipulators or robots, where
the operator needs to “teach” various positions, refine them, or adjust process parameters
(welding, adhesive application, sealing, painting, etc.). In such instances, various man-
ufacturers offer solutions based on portable HMIs, which may have extra safety buttons
(Fig. 1).

Fig. 1. Types of portable HMI solutions
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A wire connects this visualisation panel to the control cabinet. It allows the operator
to move around the entire facility area (limited by the cable length) and continuously
communicate with the control system. The drawbacks are evident from the name—
such a system needs to be carried everywhere, handled delicately, and protected from
impacts and scratches. Besides production lines and cells, HMIs are used in other parts of
plants and production facilities, such as logistics systems, inventorymanagement, quality
control, etc., where operators require much more compact and remote equipment that
can be put in a pocket and operate without recharging for an extended period [8].

The stationary version can be installed directly in one of the doors of the main
control cabinet, placed on a separate rack, or have multiple copies along the production
line or cell (Fig. 2). This version of HMI often consists of three elements: a touch screen,
physical control buttons, which may come with the screen or be installed separately by
the system developer, and a signal tower that consist of multicoloured LED blocks and
a sound module. An emergency stop button (EMS) is often found among the physical
buttons, which instantly halts the process in an emergency.

Fig. 2. Stationary HMI for production line or cell

The drawback of this type of HMI is also evident from the name: to interact with
the system, a person must approach a specific location in the cell. In this case, the visual
interface must also be larger to be visible from a distance. At the same time, it becomes
easier to depict equipment on the production system’s layout since the position of the
visualisation panel is static, and the arrangement of elements can be placed according
to their actual installation location.

2.3 Vendors

The global human-machine interface (HMI) market reached a valuation of USD 5.24
billion in 2022 and is anticipated to exhibit a compound annual growth rate (CAGR) of
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10.4% from 2023 to 2030. The market comprises small and large players, each offer-
ing solutions ranging from small cross-platform displays and visualisation stations to
extensive hardware and software products. Indeed, in the environment of significant pro-
duction outputs, the preference leans towards major market players capable of providing
not only equipment and software but also teams for integration, support, sales, and more.

Large manufacturing companies often have internal standards, limiting the choice
of vendors applicable to their production, which arises from various factors:

• Economic: A defined list of suppliers allows cost savings through discounts for large
equipment and software orders, reduces contract negotiation costs, and sets prices for
service offerings.

• Service:With a fixed quantity of equipment that can be used in production, it becomes
easier to conduct inventories and control changes.

• Knowledge: Operators and maintenance team members become specialists in
working with specific equipment, understanding all its nuances.

However, alongside the benefits of standardisation come drawbacks. A manufactur-
ing company becomes beholden to the software and hardware limitations of the supplier.
They are compelled to adopt the solutions available from the vendor, making it chal-
lenging to integrate emerging electronics and automation market innovations yet to be
supported by their standard (which can take years). Integrator companies constructing
automated cells and lines from scratch instead of developing standardised solutions face
a similar challenge. To meet standards for each factory, system integrator would need a
team of specialists capable of understanding and designing systems for any vendor solu-
tions, which is economically unfeasible and beyond practicality. Even if the resources
were available, creating a product that uniformly operates based on different equipment
would be challenging due to the unique characteristics of each hardware and software,
ultimately preventing the attainment of identical products.

3 Software Development Solutions for Industrial HMIs

Asmentioned earlier, eachmajor vendor owns an ecosystemof proprietary software. This
ecosystem enables the creation of automated projects using the manufacturer’s equip-
ment (routers, sensors, drives, and other “low-level” equipment, often cross-platform)
through code development and visualisation.

There is a trend toward standardisation in code development for automation. The
International Electrotechnical Commission (IEC) developed the IEC 61131-3:2013 stan-
dard, “a specification of the syntax and semantics of a unified suite of programming
languages, including the overall software model and a structuring language” [9]. This
set includes two textual languages, Instruction List (IL) and Structured Text (ST), and
two graphical languages, Ladder Diagram (LD) and Function Block Diagram (FBD).
While major players default to supporting these development languages, it doesn’t nec-
essarily mean you can copy a program from one development environment and paste
it into another, as even in these seemingly standardised languages, there may be slight
variations. Moreover, even when the program is the same for the graphic languages,
different IDEs won’t let you copy and paste because of how each system stores the code.
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In contrast, concerning visualisation development, there is no movement toward
unification and standardisation of the HMI development process. Almost every major
vendor will provide documentation on how, in their opinion, “good” visualisation should
look, but little beyond that. Sometimes, a vendor may offer standard libraries for typi-
cal control elements within additional software products, encompassing both code and
visualisation elements (valves, motors, safety buttons). However, a project developed
using such a library cannot be transferred to a project under a different vendor.

It’s worth noting that the development of visualisation projects will look similar
across vendors. You will be provided with a set of controls and a screen area to transfer
and arrange these elements, specifying required options (sizes, fonts, positions, linked
variables, etc.). However, the quantity, design, and customisation of these control ele-
ments will differ in each development environment, and you cannot export such a project
from one system to another. Figure 3 below summarises the four major software devel-
opment systems for visualisation and a graph showing control library distribution for
each vendor.

Fig. 3. UI elements comparison table and graph of different vendors

Apart from the difference in the quantity of visualisation elements, each development
environmentwill have its control’s design.While you can change its basic characteristics,
such as colour and font type, its form and behaviour depend entirely on the software
(Fig. 4).

Hence, from a visualisation standpoint, a supplier of automated solutions can’t create
an identical cross-platform product. Theymay attempt to make them alike, but theymust
hire specialists familiar with each system to achieve this. Branding visualisation for a
specific manufacturer also becomes an impossible task, as changing each element on all
screens will take forever.

Chasingmodern trends, some vendors are incorporating the capability to import con-
trols based on web technologies (HTML, CSS, JS) into their systems, which we consider
an excellent opportunity to begin implementing modern, cross-platform solutions.
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Fig. 4. Visual design differences in button, gauge and alarm components between vendors

4 Industrial HMI Design System

Essentially, a design system is a structured collection of reusable components guided
by clear standards and comprehensive guides [10]. It encapsulates design principles,
best practices, design assets, and code. Design systems for web and mobile applications
are widely researched and have comprehensive documentation [11] with the standard
architecture. Design principles for Industrial HMI [12] usually define the set of rules
and best practices in order to provide a unified and consistent experience across different
screens on the site. Design System for HMIs is not just a collection of reusable, shared
assets. It’s an evolving ecosystem of foundations, design patterns, guidelines, and a
toolkit, designed to speed up development and build scalable solutions.

For industrial HMIs, we suggest a layered architecture of a design system containing
key elements: 0 – Design Foundations, 1 – Brand Identity, 2 – Design Tokens, 3 – UI
Kit, 4 – UI Components, and 5 – Design Library. This structured approach ensures a
consistent user experience and visual style across diverse applications (Fig. 5).

4.1 Design Foundations

The design system’s foundations cover the basis of any user interface, from accessibility
standards to essential patterns for communication and interaction. As the most critical
part of the design system, it answers the fundamental questions regarding how design
functions and its governance rules. Key aspects include:

• Design Principles: Encompassing customisation guidelines and overarching design
guidelines.

• Interaction and Accessibility: Principles and UX patterns focus on user inclusivity
and ease of interaction.

• Tone of Voice: Strategies for communication, content guidelines, and a standardised
vocabulary.

Properly designed foundations act as a constraintmechanism, offering actionable and
pragmatic recommendations, thereby guiding interface designers in creating systematic
and user-centric designs.
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Fig. 5. Structure of 0–5 levels for the Industrial HMI Design System

4.2 Brand Identity

The unique brand identity covers a company’s visual and stylistic elements, which shape
users’ perceptions during interaction with the HMI screens. A single source of truth of
the brand identity elements allows companies to maintain consistency across various
platforms, hardware devices and applications [13]. The basic elements of the brand
identity include:

• Brand Identifiers: Key elements like name, logo, and slogan.
• Typography: Fonts and guidelines for their pairing.
• Colour Palette: Colour scheme with pairing rules and usage guidelines.
• Grid System: Adaptive design and usage of modular design.
• Graphics and Images: Vector graphics, illustrations, and icons.

Customising these elements is crucial for scalable and flexible brand representation,
especially in white labelling processes for the umbrella brands. A standardised library of
brand identity elements ensures a cohesive look and feel across all assets, emphasising
harmony and accessibility in design.

4.3 Design Tokens

Design tokens compile the foundations and brand identity into modifiable variables for
the design elements and user interface controls. Tokens work with all style files and
configurations in the design system, making the design consistent and easy to scale.
Instead of using hard codes like colour hex codes or pixel sizes, it assigns variables and
names for them. These tokens can be linked to create light and dark themes and keep
the visual style consistent across different elements and screens.
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Design tokens application ranges from setting background colours and font styles to
managing responsive layouts and transitions:

• Colour Styles: Background, Border, Shadows
• Font Styles: Font Family, Font Size, Font Weight
• Sizes: Grid, Spaces, Line Height, Control’s Heights, Border Radius, Z-index
• States: Default, Hover, Active, Selected, Visited, Disabled, Enabled
• Timing: Duration, Transition

Naming of the design tokens is the crucial part of the proper implementation of
the design system. Usually, tokens have different naming levels to split the context and
define the semantics of usage. For example, “Global” tokens represent fundamental
values like ‘black-900’. “Alias” tokens are context-specific, such as ‘bg-color’, while
“Component-specific” tokens are tied to particular components, like “panel-bg-color’
(Fig. 6).

Fig. 6. Example of the design tokens applied for colour theming

With tokens maintaining uniformity and managing brands, it is becoming more
accessible, faster, and cheaper to apply an intuitive visual hierarchy system. Moreover,
validation of the foundations and brand identity rules can be automated based on the
design tokens’ logic and structure. For example, design tokens for font size and line
spacing could be calculated from font pairing guidelines or colour schemes. The colour
pairing could be checked for accessibility rules such as minimum contrast and colour
blindness.

4.4 UI Kit

To create a comprehensive UI kit of reusable interface elements for Industrial HMI and
visualisation screens, the atomic components can be organised into specific sections,
ensuring that all elements are included for a robust and user-friendly design system.

• Text Elements: Headings, Paragraphs, Hint Text
• Data Input/Output: Text Inputs, Label, Buttons, Radio Buttons, Checkboxes,

Labels, Comboboxes, Toggles, Date Picker, File Uploader, Sliders, Steppers
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• Field Device Elements: Lamps, Switches, Meters, Batteries, E-Stop Buttons, Safety
and Compliance Indicators

• Navigation and Screen Management: Links, Cards, Tabs, Button Group, Pagina-
tion, Dropdowns, Popovers, Carousels

• Visualization Components: Lines and Shapes, Tables, List, Progress Bars, Loading
Indicators, Search Functionality, Tooltips

• Gauges and Graphs: Pie Charts, Line Charts, Bar Charts, Gauges
• User Management: Avatar, Status Indicators, Badges, User Activation Cards
• Alarms Management: Alerts and Toasts, Notifications, Alarm Indicators
• Miscellaneous: Icons, Browser Widgets, Keyboard and Keypad Elements, Callouts,

SCADA Elements, PLC Integration Widgets, Network Status Indicators

Organized UI kit provides a foundational framework for building interfaces for
industrial HMI systems, consistency of interaction and functional efficiency.

4.5 UI Components

High-level components in design systems are developed from atomic UI elements, pro-
gressing from more minor to larger building blocks. These components can be nested
within each other, adhering to modular design principles and a grid system. This struc-
ture enables the creation of screens with reusable blocks, ensuring consistency across
various screens.

• Input and Interaction: Forms, Validation Rules, Error messages
• Data Visualization: Graphs, Charts, Data tables including Filters and Sorting
• Navigation: Header, Footer, Menus, Sidebar, Breadcrumbs
• Layout Components: Grids, Containers like accordions, and panels
• Utility Components: Placeholders, Empty state UIs

Complex UI components are often tailored to specific manufacturing scenarios and
can be expanded to meet unique business needs.

4.6 Design Library

The design library serves as a standardised visual toolkit for integrators and HMI sys-
tems developers, offering out-of-the-box solutions for different vendors and equipment
providers. It facilitates interface building with a UI Kit and high-level UI components,
including templates for common screens and widgets for standard equipment. Key
functions typically covered in the Design Library: Status and Diagnostics, Operation
and Control, Production and Process Visualization, Settings and Parameters Manage-
ment, Equipment and Machinery Interface, Maintenance and Troubleshooting, Safety
and Emergency Procedures, Alarm Management.
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5 Implementation of Web-Based Design System for HMI

The web-based design system offers a cross-platform functionality with the different
vendors support. It ensures a uniform user experience across HMI applications and com-
plex visualisation systems. Incorporating version control for the code facilitates efficient
change management, supporting continuous deployment and integration without ven-
dor dependency. This architecture establishes a single design truth, allowing seamless
distribution to PLC systems.

The system’s architecture includes four main components that streamline the jour-
ney from design to IDE integration: UI Design Assets, Web-based Code Library, IDE
Wrappers, and Vendor-specific HMI Screens (Fig. 7). The UI Design sets the visual
style and interactive principles for the user experience. The Web-based Code Library
acts as the foundation for developing and customising web interfaces. IDE Wrappers
facilitate integration and code management, while HMI Screens enable direct machine
or equipment interaction, ensuring a holistic and efficient HMI design system. Each step
of the process incorporates levels 0–5 of the design system, creating a cohesive UX.
This structured approach ensures a comprehensive and efficient HMI design system.

Fig. 7. Principle system architecture and the design-to-integration pipeline

5.1 Implementation of Key Elements of the Design System

We’ve developed a cross-platform UI component library aligned with modern design
best practices, enabling the creation of visualisation screens tailored to brand guidelines.
Moreover, implemented design tokens allow UI elements and visual style modifications
according to the company’s brand identity and design foundations. This comprehensive
web-based UI library includes 28 interactive atomic controls, components and templates
customisable for specific business requirements (Fig. 8).

The implemented design system utilises a 5-level architecture with various tools for
seamless IDE integration. UI assets such as interactive elements and vector graphics
are organised in Figma, including a dedicated library for text, colour styles, and both
atomic and complex components. Design tokens are maintained as variables in Figma
within a specific style dictionary,which is JSON translated into platform-specific formats
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Fig. 8. Example of the Level 3–5 implementation of the Design System for HMI Screens

for easy application. The code library managed via git with version control, translates
Figma styles directly into CSS. Additionally, React-based web components leverage
Styled CSS and Typescript, compiled into functional HTML, CSS, and JS code.

5.2 Web-Based Controls Integration into the Automation IDEs

Web-based controls integration looks similar for different Automation IDEs. Like any
control element in visualisation development environments, you have to configure con-
trol parameters - size, font, colours, displayed data and assign events such as button
presses, hover actions, values exceeding a threshold, etc. APIs provided by the develop-
ment system allow the internal behaviour of the control to be linked with variables and
code within the development environment, linking it with the PLC runtime. Currently,
several leading visualisation development systems are beginning to support the integra-
tion of controls written using web technologies. The integration process slightly differs
for each system, so we will focus on two examples: Siemens Tia Portal and Codesys.

5.3 Siemens Tia Portal Integration

Tia Portal provides the capability to import web-based elements through a visualisation
element import process. The structure of the control elements is strictly defined. Only an
archive in ZIP format with a unique Global Unique Identifier (GUID) can be imported.
This file must contain all graphics and code files used. The structure comprises two
folders, “assets” and “control,” and a “*.json” file (manifest.json). The “assets” folder
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contains a logo displayed in the TIA Portal, while the “control” folder contains “*.html,”
“*.js,” and “*.css” files, along with used graphics and icons required for display [14].
The manifest file contains crucial information on the control’s operation, specifying
its name, version, author, settings, and the events it will support. Inside each event,
additional codes can be placed for more flexible behaviour. Once the manifest is created
and all files are packed into the container, the Tia Portal interface allows you to import
this control and place it in the screen editing window. Then, according to your developed
manifest file, you can fill in all control parameters and place the necessary code in its
events window.

5.4 Codesys Integration

In the case of the Codesys development system, the control integration process looks
similar. The process starts with creating a ZIP archive with a unique name for the con-
trol element. It should contain web components (HTML, CSS, JS files) and a JavaScript
wrapper file, “ElementWrapper.js,” for the control description. Inside this file, you spec-
ify any files required to run the element, such as style files (CSS), JavaScript files (JS), or
imagefiles (SVG) [15],whichwill be located togetherwith thewrapper file in the archive.
The “ElementImage.svg” file will be displayed in the toolbox for this control. Inside the
“ElementWrapper” file, you must specify which variables Codesys can pass to the con-
trol and the events your control will have. After creating the archive, you must register
the control element in the development environment. It is done in the HTML5 Control
editor, where, upon selecting the control you created earlier, a “*.html5control.xml”
description file is generated, registering your control in the system. Subsequently, when
saving the visualisation project, Codesys allows the distribution of a project with all the
imported elements.

5.5 Results Evaluation

In a conducted survey involving 26 participants, primarily from manufacturing com-
panies, turnkey integrators, and outsourcing providers, we investigated the diversity of
vendor support on a single site. The median number of vendors supported is 2, with an
average of 2.42. Siemens and Rockwell emerged as the predominant vendors, preferred
by 69% and 42% of respondents, respectively. Most participants utilise design libraries
for reusable UI components, with 57% creating custom UI elements and a smaller group
relying on standard IDE libraries. The distribution of controlswithin their libraries varies,
with a notable 15% managing over 50 + controls (Fig. 9).

Over half of the respondents expressed dissatisfaction with current third-party solu-
tions, citing issues such as outdated designs, limited customisation options, and poor
usability. There is a strong demand for UI component support across various use cases,
including Status and Diagnostic, Operation and Control, and more, highlighting the
need for versatile, user-friendly design solutions in industrial settings. As a result of
usability tests, most participants mentioned the increased efficiency of UI controls and
components from the proposed design system and improved modern look and feel.
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Fig. 9. UI elements usage for building visualisation screens

6 Implications

Enhanced Hardware Integration. Improved hardware integration is a critical factor
for developers of automated systems when choosing integrated equipment, ranging from
welding guns and motors to electricity meters and technical vision cameras. The sim-
plicity of integrating such equipment into the developed product is essential. The less
time spent on this integration, the better. When equipment manufacturers can provide
hardware and code examples with a ready-made visualisation component, this signifi-
cantly enhances sales by providing turnkey integration principles, making the product
cross-platform and easily configurable.

Reduction of Costs for Automated Systems Developers. Asmentioned earlier, devel-
oping a cross-platform automation product requires companies to assemble a large team
of specialists capable of supporting the development of a visualisation system for each
development environment. It imposes significant economic costs on the development of
such a product, along with additional time expenditures if it’s necessary to rectify visual-
isation defects for each version. A standardised cross-vendor UI Kit will help to reduce
such costs and allow customising the product for a specific client without unnecessary
effort, facilitating the integration of controls from third-party suppliers.

Unified and Standardised Production User Experience. Standard visualisation sys-
tems at every production stage, regardless of the supplier, equipment brand, or produc-
tion line, significantly enhance the overall user experience for operators andmaintenance
team members. It could be achieved through familiar methods and control principles.
Developing unified control elements that reflect the values of your production can signif-
icantly reduce economic and time costs. This reduction occurs byminimising equipment
downtime, decreasing the time required for staff training, and lowering production risks
associated with the health of operators.
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7 Conclusion

In this paper,we present a comprehensive design systemarchitecture and implementation
process from design to integration to address the absence of a cross-platform, unified
visualisation solution for automation development systems. Implemented UI Kit and set
of reusable UI components containing standard visualisation controls designed using the
modern web user experience trends, enabling the creation of visualisation systems for
various manufacturing systems and equipment. The principle architecture of the 5-level
design system and organisation of design assets with code database proves the iterative
approach to HMI systems development to modular design. Such an approach facilitates
the reduction of both temporal and economic expenditures. The set of components and
integration methods have been validated by industry engineers through an independent
survey, demonstrating the market’s enthusiasm to engage in the development of such
solutions and its commitment to improving existing visualisation technologies.

We anticipate that the scalable design system architecture and approach to HMI
development proposed in our research will prove beneficial to equipment and automated
systems developers, as well as industrial enterprises and manufacturers.
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Abstract. The educational landscape in Portugal encompasses a diverse array of
non-degree courses, including executive training, lifelong learning courses, pro-
fessional certifications, and specializations. These programs play a vital role in
addressing the dynamic demands of a rapidly evolving labor market, providing
individuals with opportunities to continuously develop skills, adapt to changing
environments, and enhance their career prospects. However, a clear framework for
informed and timely planning of curriculum changes is currently lacking, leading
institutions to react to complaints of misalignment in their offerings. This study,
part of a broader investigation aimed at establishing this framework, seeks to con-
tribute to the understanding of contextual and social factors influencing executive
education in the field of Digital Design in Portugal in recent years. A ten-year
Portuguese case study was analyzed, incorporating questionnaire results, work-
shops with current and former students, and interviews with various academic
stakeholders. Interviews with relevant public and private actors in the Portuguese
market complemented the analysis. The crucial insights gathered lay the foun-
dation for essential knowledge, informing the formulation of future educational
strategies in the design of curricula for postgraduate courses in Interactive Digital
Design. These insights could inform the creation of a comprehensive framework.
The knowledge obtained serves as a valuable resource for institutions seeking to
refine their educational offerings in response to evolving industry demands.

Keywords: Executive Education · Design Teaching · Interactive Digital Design

1 Introduction

As digitization of societies advances, the need for designers with skills in the field of
digital product design is consequently urgent. Also, increasing globalization has been
accelerating the dissemination of trends, techniques, and the use of new technologies,
requiring a growing need to constantly update skills in many areas. These needs and the
pace of change have a clear impact on the educational field, particularly in disciplines
mainly characterized by the intersection of several areas of knowledge, such as Web
Design, Interaction Design, and Digital Design, among others.

In this context, we are witnessing the growth of different types of learning, which
increasingly cross the formal, with the non-formal and informal, in multiple contexts
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and formats. An example of this is Executive Education (EE) courses, whose historical
path has been marked by a clear evolution, however, characterized by several challenges
that currently result in many offers and models that are questioned both by academia
and by the industry.

Amidst transformative advances in non-degree education in Interactive Digital
Design, challenges persist. Increasing competitiveness in the sector, rapid technolog-
ical change, and institutional shifts create the need for a comprehensive understanding
of the ever-evolving landscape. Additionally, the Covid-19 pandemic forced a sudden
shift to online learning, leading to significant changes in EE. As a result, there is a
need to develop new ways to deliver program content and engage learners in a virtual
environment [1].

Executive Education has a determinant role in bridging the gap and facilitating
knowledge-sharing between academic institutions, businesses, and society [2]. Widely
recognized as part of the solution to the challenges of globalization and rapid changes in
science, technology, and society, EE is frequently associated with a Lifelong Learning
approach that helps individuals develop new skills and reach their full potential [3–7],
holding immense potential as a strategic tool for fostering technical and leadership skills
and can act as a catalyst for transforming team dynamics by aligning new perspectives
and strategies. Ultimately, it can be a driving force for change, promoting innovative
positions, and organizational structures [8–10].

According to Conger and Xin [11], this field has shown an evolutionary trend, cur-
rently displaying more innovative programs, centered on student learning and with a
closer relationship with companies, contrasting with the observed trend until the 1980s,
where very specific, specialized, and academy-centric programs were dominant.

Over the past few decades, there has been a gradual paradigm shift and change in
attitude towards EE teaching [11]. This is partly due to increased competitiveness in
the sector, rapid technological advancements, and a tendency towards acquisitions and
institutional mergers, often marked by cost-cutting policies. As a result, there has been
a general tendency to create partnerships with companies [11].

Within this framework, Higher Education (HE) still faces great challenges in achiev-
ing efficient cooperation between academia andbusiness, as pointed out byDjoundourian
and Shahin [12] and also based on Clark’s studies on the subject [13–15]. They point
out that universities have been continuously trying to integrate and connect industry and
business with their EE programs through various attempts that are considered incom-
plete or inefficient, lacking an underlying strategic perspective or vision. Also, there is a
recognizable gap in skill development, covering both skill acquisition and skill transfer,
as they represent the fundamental source of value in EE for both companies and execu-
tives [16]. In that regard, when it comes to the design of an EE program, it is suggested
that some aspects of the program design should be influenced by several stakeholders,
such as outside company executives, as well as the university faculty itself [17, 18]. An
alignment with several stakeholders can be complex but has been proven essential for
purpose-driven customized executive education [19].

In the field of Design education, particularly, it has been recognized the signifi-
cant challenges in developing curricula due to technical, technological, economic, and
societal changes, as well as the rapid evolution of the industry. This is also stated for
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Interaction Design Education, as noted by Meyer and Norman [20], where these chal-
lenges have been widely recognized in literature over the years [21–26]. In this sense,
teaching methods and content have been significantly updated to meet the demands of
today’s constantly evolving world. The focus is on customization andmeeting individual
needs rather than a one-size-fits-all approach. These changes have beenmade in response
to the new realities of education and the desire to provide tailored learning experiences
[9, 11, 27, 28].

On the other hand, Larissa Cruz [29] also suggests that several identified challenges
in business organizations have a design area in their structure, particularly in C-level
positions. These challenges can be seen both in terms of the skills required for design
management and for leadership in design, aswell as in termsof the processes andmethod-
ologies inherent to design, where, with the current growing movement to enhance the
designer role in organizations and companies, several new designations and skills have
emerged inherent to the functions intended for today’s designer, which are constantly
changing and have a pressing need for updating.

In this context, this study seeks to enhance the comprehension of design education for
EEwithin the realm of Interactive Digital Design. The primary objective is to understand
the contextual and societal factors that influenced EE in recent years. This will be done
by exploring a decade-long case study at IADE - Faculdade de Design, Tecnologia e
Comunicação da Universidade Europeia–Portugal, where specialized training in these
areas has been consistently offered to address societal needs over the past 10-year period.
Consequently, these programs have attracted a diverse cohort of students, including
numerous active professionals from various sectors and fields. This investigation aims
to provide a nuanced understanding of the backgrounds of student within the Interactive
Digital Design program at IADE. It also seeks to present crucial insights gleaned from
both industry professionals and students, thereby laying some foundation of knowledge
essential for the formulation of future educational strategies. The data, analysis, and
conclusions derived from this case study hold potential value for a broader audience,
encompassing other HE Institutions.

This study contributes to a deeper understanding of the collaborative dynamics
between academia and companies in the field of Interactive Digital Design. The insight
garnered could serve as a valuable resource for institutions seeking to refine their
educational offerings in response to evolving industry demands.

Moreover, by introducing novel perspectives on curriculum design within post-
graduate courses in Interactive Digital Design, this study offers insights that may con-
tribute to a clearer vision for the future development of a comprehensive framework.
Such a framework has the potential to facilitate diverse and holistic perspectives on the
subject, thereby informing the strategic outlining and designing of future curricula.

2 Methodology

The study employed a qualitative case study methodology to conduct a comprehen-
sive investigation into the Interactive Digital Design programs at IADE. This method
facilitated a thorough exploration of the subject, capturing diverse perspectives from
academia, industry, and students.
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i. Questionnaires:

• Utilized questionnaires collected byAdmissionAcademic Services from students
enrolled in Executive Education courses over the past 10 years.

• Post-course questionnaires were analyzed to understand students’ motivations.
• Analyzed six common dimensions: gender, age, country of origin, academic

degree, field of study, and type of course (online or in-person).

ii. Identification of the key players:

• Through a desk research approach, Industry main players were identified and
relevant information from their public websites was collected.

• Industry player criteria comprised seniority, internationalization, focus on the
design of Interactive Digital Products, relevance, recognition, and Portuguese or
merged status. Also, a strategically Portuguese public sector entity was joined
[29].

• Academic stakeholder criteria included decision-making roles in the Interactive
Digital Design training programs at IADE and the European University, such
as deans, design course coordinators, research unit co-directors, and executive
education directors.

iii. Semi-Structured Interviews:

• A semi-structured interview was designed according a five-stage process based
on Kallio et al. [30].

• Key agents from the before identified Industry main players were then invited via
email, followed by the semi-structured script containing questions.

• Respondents, upon agreeing to participate, were given a timeframe for returning
their answers. Open-ended fields allowed respondents to add free topics.

• The script covered issues like the current state of Interactive Digital Design and
its challenges up to 2020, identification of current and future challenges, key
capabilities in skills, knowledge, and strategic thinking domains, and framing
training opportunities at IADE based on expertise levels. Potential impacts from
the Covid-19 pandemic were also explored.

iv. Workshops:

• Conducted two rounds of workshops involving nine working groups with 39
current students in the Web UX/UI postgraduate course.

• Students were invited during pre-selected teaching sessions with professor
agreement. A form was sent to them via email for completion.

• Each session lasted approximately an hour, and responses were returned via email
at the end.

3 Results and Discussion

3.1 IADE Students Profile (2012–2022)

The forthcoming tables elucidate the outcomes derived from the Academic Services
Surveys. Over the period until 2022, a total of 442 students participated in the courses
encompassing Interaction Design & Multimedia, Web Design, Design for the Creative
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Industries, Interaction Design, Web UX/UI, and Web Front-End, distributed across 32
distinct editions. Table 1 provides a comprehensive overview of the temporal distribution
of these courses during the 10-year span.

Table 1. Time distribution of analyzed courses and thus typology: online and/or in-person.

Course Year Typology

Interaction Design & Multimedia 2012–2014 in-person - - -

Web Design 2016–2019 in-person - - -

Design for the Creative Industries 2018–till present day in-person - - -

Interaction Design 2021–till present day - - - online

Web UX/UI 2020–till present day in-person online

Web Front-End 2021–till present day in-person online

It is pertinent to acknowledge that the advent of online courses is a relatively recent
development, with their introduction in 2020. Despite this recent inception, online
courses have swiftly garnered prominence, constituting 28% of all course editions, as
evidenced by the data presented in Table 2.

Table 2. Total of editions, per course and typology during the 10-year period.

Course Typology Total / Course

In-Person Online

Interaction Design & Multimedia 2 - - - 2

Web Design 8 - - - 8

Design for the Creative Industries 5 - - - 5

Interaction Design - - - 2 2

Web UX/UI 6 6 12

Web Front-End 2 1 3

Total 23 (72%) 9 (28%) 32

Table 3 offers insights into the annual percentage distribution of enrolled students
throughout this period, excluding 2014 and 2015 when courses in this field were not
offered due to administrative decisions. Notably, a substantial surge student enrollment
is discernible post 2020, with the intake doubling compared to previous years.

Upon a broader examination of the data, it becomes evident that online courses have
captured a significant share of the student population, constituting 31%of the total enroll-
ment between 2012 and 2022. For a detailed breakdown of the student demographics by
year and course type, please refer to Table 4.
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Table 3. Total of enrolled students, per year.

Year Enrolled students Percentage

2012 12 3%

2013 19 4%

2016 26 6%

2017 18 4%

2018 33 7%

2019 42 10%

2020 91 21%

2021 86 19%

2022 115 26%

Table 4. Total of enrolled students, per year: online and in-person courses.

Year Online In-Person Total / Year

2012 - - - 12 12

2013 - - - 19 19

2016 - - - 26 26

2017 - - - 18 18

2018 - - - 33 33

2019 - - - 42 42

2020 41 50 91

2021 27 59 86

2022 68 47 115

Total 136 (31%) 306 (69%) 442

In terms of intake periods, four main intakes - Fall, Spring, Summer, and Winter,
merit consideration.As detailed in Table 5, Fall stands out as the overwhelmingly favored
intake, representing 78%of the total number of students. Spring is the nextmost common,
accounting for 17%, while Winter and Summer are notably less popular, constituting
4% and 1% respectively.

Tables 6 and 7 reveal that a majority of students in this study are female, comprising
67% of the total enrollment. It is noteworthy that across all Interactive Digital Design
courses analyzed, the female-to-male ratio remains consistent at 3 to 1.

When profiling students, their nationality or country of origin is also taken into
account. Not surprisingly, it’s worth noting that the majority of the analyzed student
data (81%) belonged to Portuguese students, as shown in Table 8. Following closely are
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Table 5. Total of enrolled students, per intake.

Intake Enrolled students Percentage

Fall 344 78%

Spring 75 17%

Summer 6 1%

Winter 17 4%

Table 6. Gender of enrolled students, per typology.

Course Typology Female Male Total

Online 90 46 136

Presential 206 100 306

Total 296 (67%) 146 (33%) 442

Table 7. Gender of enrolled students, per course.

Course Female Male Total

Interaction Design & Multimedia 10 10 20

Web Design 72 30 102

Design for the Creative Industries 50 12 62

Interaction Design 8 6 14

Web UX/UI 142 81 223

Web Front-End 14 7 21

Total 296 (67%) 146 (33%) 442

Brazilian students, accounting for over 16% of the share (double citizenships were taken
into account).

The analysis reveals that the typical age of students embarking on this course is
28 years old, based on a thorough analysis conducted during this period. While slight
variations were noted between 2012 and 2017, the average age has since remained
constant from 2018 to 2022, as detailed in Table 9. This indicates a pattern in the age
range of students seeking out these courses.

Based on the gathered data, it’s apparent that 95% of the students who approached
us held a minimum of a bachelor’s degree, with 13% possessing a master’s degree, as
outlined in Table 10. In the remaining 5%of cases, we assessed the students’ professional
experience as a qualification for enrollment in the course.

Another aspect that was reviewed in the students’ profile pertains to their academic
background. Table 11 displays the field of study of the student. Design holds the largest
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Table 8. Nationality of enrolled students.

Nationality Percentage

Angolan 0,9%

Brazilian 15,8%

Brazilian / German 0,2%

Colombian 0,2%

Italian 0,5%

Peruvian 0,5%

Portuguese 80,9%

Portuguese / German 0,2%

Portuguese / Brazilian 0,2%

Portuguese / French 0,2%

Romanian 0,2%

Table 9. Students’ age average when enrolled, per year.

Year Average of age/year

2012 30

2013 25

2016 29

2017 24

2018 28

2019 28

2020 28

2021 28

2022 28

Courses average 28

percentage with 45%, trailed by Marketing and Advertisement with 12%, and Manage-
ment also at 12%. Engineering courses account for 11%, while Communication-related
courses and Visual Arts make up 9% and 5%, respectively. Architecture follows closely
with 4%.

It was found that the origin of the last academic course taken is closely linked and
might be correlated to the students’ specific nationality and place of origin. 80% of
the students who took the course were from Portugal, while 16% were from Brazil
(Table 12).
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Table 10. Students’ academic degrees.

Academic Degree Percentage

Bachelor (Licenciatura) 72,3%

Bachelor 8,5%

K-12 (Technical) 0,3%

K-12 3,8%

Master 13,2%

MBA 0,6%

Post-Graduate 0,9%

Technologist 0,3%

Table 11. Students’ academic field of study.

Field of study Percentage

Architecture 3,8%

Visual Arts 5,1%

Communication 8,5%

Design 45,4%

Law 1,4%

Artistic Education 0,3%

Engineering 11,3%

Geology 0,3%

Management 8,2%

Linguistics 0,3%

Marketing and Advertising 11,6%

Multimedia 1,0%

Psychology 1,0%

Sociology 0,7%

Tourism 1,0%

Findings from the Student Profile. In the decade spanning from 2012 and 2022, a
total of 442 students were enrolled in 32 editions of six different courses related to the
interactive digital design field at IADE – Faculdade De Design, Tecnologia E Comu-
nicação Da Universidade Europeia in Portugal. Throughout this ten-year period, there
existed a consistent pace of enrolment, with a modest growth trajectory. However, a piv-
otal transformation in 2020, characterized by a course reorganization and online course
strategy, led to a noteworthy doubling of enrolment. Despite the recent introduction of
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Table 12. Students’ last academic degree origin.

Origin of last academic course taken Percentage

Angola 0,6%

Brazil 16,0%

USA 0,6%

France 1,3%

Honduras 0,6%

Italy 0,6%

Portugal 80,1%

online courses, they swiftly claimed a 31% share of the overall enrolment within this
domain.

Observing the enrollment figures from 2020 to 2022, a discernible upward trend
suggests an ongoing growth pattern. However, to substantiate and confirm this trajectory,
a comprehensive analysis of additional data from subsequent years is imperative.

A notable observation is the preeminence of the fall intake, securing the highest
success rate, with 78% of students enrolling during this period.

Gender dynamics within the student population is observable, with female students
constituting a thirdmoreof the student population comparedwith theirmale counterparts.
This trend persists consistently across individual courses.

The majority of enrolled students at IADE are of Portuguese nationality (81%),
followed by Brazilian (16%). Although currently representing a modest 1% enrolment,
Angolan students present a prospective opportunity for growth in future intakes. This
potential growth is particularly promising, considering the recent trend of increased
enrollment from Angolan students in bachelor’s degree programs at IADE.

The alignment of academic backgrounds with nationalities is evident, with courses
from Portugal (80%) and Brazil (16%) being the most common. The average age of
enrollment has remained constant at 28 years old since 2018, displaying stability despite
minor fluctuations in preceding years.

The educational qualifications of students are diverse, with a majority (95%) pos-
sessing a bachelor’s degree, while 13% hold a master’s degree. Only a minority of
enrolled students (5%) were admitted based on professional experience. The predomi-
nant academic field is Design (45%), followed by Marketing and Advertisement (12%),
Management (also 12%), andEngineering (11%). Communication-related courses (9%),
Visual Arts (5%), and Architecture (4%) are also represented.

When queried about their goals, students primarily indicated a desire to progress in
their professional careers (58%), followed by transition into a different field (26%) and
exploring their interests in the covered topics (9%).
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3.2 Industry Expectations

In this section, our attention turned towards a thorough examination of the Creative
Industry terrain in Portugal with the objective of elucidating the expectations within
the Interactive Digital Design field. An integrative approach, drawing insights from
academia, private enterprises, and public institutions, was deemed essential to attain a
better comprehension of industry expectations.

The initial step involved a comprehensive desk research initiative designed to collect
data from the Creative Industry in Portugal. The primary objective was to pinpoint key
agents and entities that could contribute valuable insights for an examination of the evolu-
tion and current state of the Interactive Digital Design field. To this end, five strategic key
attributes were identified: 1) Seniority–encompassing companies with a decade or more
of experience to provide an informed perspective on the field’s development; 2) Inter-
nationalization–focusing on companies with a global presence to offer a broader per-
spective on the field’s scope; 3) Primary Focus on Interactive Digital Product design;
4) Relevance and Recognition–emphasizing companies widely acknowledged and/or
awarded in their area of expertise; 5) Portuguese-based ormerged status–emphasizing
companies founded or with headquartered in Portugal.

Desk research outcomes revealed six companies within the private sector and one
organization within the public sector. The ensuing discussion succinctly summarizes the
key attributes of each identified entity:

3.3 Private Sector Characterization

1. ComOn1:

Founded: 2001
Overview: ComOn is an Independent Creative Consultant specializing in human-

first experiences that transform brands, businesses, cultures, and lives. Established in
2001, ComOn stands out for assembling agile, multidisciplinary teams to tackle diverse
challenges. Their focus on prioritizing people in projects, utilizing data, behavioral
sciences, and innovation, sets them apart. With expertise spanning Media Planning, UX
Design, Brand Strategy, andmore, ComOn is a key player in Portugal’s digital landscape.

2. Edigma2:

Founded: 2000
Overview: Edigma is a Portuguese multidisciplinary company at the forefront of

developing interactive and immersive experiences. Blending design, creativity, and tech-
nology, Edigma creates meaningful experiences that envision the future and engage
audiences. A leader in interactive experiences, digital signage, and augmented reality,
Edigma transforms architectural spaces into communicative environments, establishing
itself as a pivotal player in Portugal’s digital industry.

3. Fullsix3:
1 Www.comon.pt.
2 Www.edigma.com.
3 Www.fullsix.pt.

http://Www.comon.pt
http://Www.edigma.com
http://Www.fullsix.pt
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Founded: 1998 (France) / 2000 (Portugal)
Overview: Fullsix, a leading digital agency in Portugal and Europe with over two

decades of experience, specializes in digital transformation. With a team of around 150
professionals, Fullsix focuses on strategy, creativity, and technology to enhance customer
experiences. Recognized with prestigious awards and distinctions, including Agency of
the Year and top rankings, Fullsix is a prominent player shaping the digital landscape
through CX Strategy, Digital Content, SEO, and Marketing Automation.

4. Imaginary Cloud4:

Founded: 2010
Overview: ImaginaryCloud, founded in 2010, is a Portuguese SoftwareHouse recog-

nized among Europe’s fastest-growing companies. Specializing in fast, reliable, and tech
debt-free custom development, Imaginary Cloud has gained acclaim for its web, mobile,
and AI software solutions. Notably listed in the FT 1000: Europe’s Fastest Growing
Companies [30], Imaginary Cloud excels in Ideation, Development, and Improvement,
emphasizing UX/UI Design.

5. Tangível5:

Founded: 2004
Overview: Tangível, a pioneer since 2004, is Portugal’s largest company exclu-

sively dedicated to human-centered design. Focused on simplifying lives throughUX/UI
Design and digital transformation, Tangível boasts a specialized team of over 30 experts
in anthropology, psychology, and design. Operating in Strategy, Research, Experience
Design, and Front-End Development, Tangível stands out as a key player in shaping
Portugal’s digital landscape.

6. YDreams Global6:

Founded: 2007 (Brazil)/2016 (Portugal)
Overview: YDreams Global, a Brazilian company with global operations post-

reverse merger in 2016, specializes in designing and producing immersive exhibitions
and interactive museums. With a multidisciplinary approach integrating sensory tech-
nology, narratives, and immersive design, YDreams Global creates attractive exhibition
circuits. Recognized for its use of VR, AR, AI, and robotics, YDreams Global stands as
a unique player in the digital industry with a global footprint.

Public Service Sector Characterization. The Public Service sector emerges as a key
insight for this study, augmenting its significance as a strategic input. Within Portugal,
the Public Service sector has fervently embraced digitalization, positioning it as a cor-
nerstone in addressing challenges related to employment, science, and health, thereby
fortifying its competitiveness [31]. This sector, in alignment with its overarching goals,
not only endeavors to enhance existing public services but also actively engages with
emergent imperatives, notably sustainability and resource optimization.

4 www.imaginarycloud.com.
5 Www.tangivel.com.
6 Www.exhibition.ydreams.site.

https://www.imaginarycloud.com/
http://Www.tangivel.com
http://Www.exhibition.ydreams.site
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7. The Administrative Modernization Agency, I.P. (AMA)7 is the apex public service
in Portuguese entrusted with the mandate of fostering and advancing administrative
modernization. Established in 2007, AMA operates under the supervision and tute-
lage of the Secretary of State for Digitalization and Administrative Modernization.
At its core, AMA is committed to the identification, development, and evaluation of
programs, projects, and actions aimed at modernization and administrative simplifi-
cation. The agency undertakes the responsibility of promoting, coordinating, manag-
ing, and evaluating the public service distribution system, in alignment with govern-
mental policies. Notably, AMA’s operations are structured across three pivotal axes:
1) Digital Transformation, 2) Omnichannel Public Service, and 3) Administrative
Simplification, also being vastly recognized with a multitude of awards8.

Table 13provides an overviewof themajor stakeholders in Portugal’s digital industry,
emphasizing their founding years, areas of focus and technological emphases. This
underscores the diverse strengths and strategic priorities among these key players.

Based on the analyzed data, the primary focus areas of the key stakeholders are
Design (51%), Marketing (25%) and Technology (15%) as illustrated in Fig. 1. The
predominant technical emphasis is UX/UI (23%), followed by InteractionDesign (14%),
Strategy (14%), Research (13%), Development (12%) andMarketing (10%), as depicted
in Fig. 2.

Findings from the Industry. After gaining an overview of the primary areas of key
stakeholders, the subsequent stage involved conducting semi-structured interviews with
key interlocutors to:

– Perceive existing challenges in the field of Interactive Digital Design up to 2020.
– Understand whether Covid-19 pandemic brought significant changes to the perfor-

mance of Interactive Digital Design professionals, to processes and, if so, whether
these changes were incremental or disruptive.

– Identify challenges in the Interactive Digital Design field, both current and future.
– Recognize key capabilities required for Interactive Digital Design professional’s

performance in the domains of Skills, Knowledge, and Strategic Thinking.
– Frame the training offer at IADEwithin the InteractiveDigital Design field, according

to a professional profile of contributors, intermediate or executive professional.
– Preview relevant contents that this field may demand in a near future

Participants responded to a set of questions organized into three central blocks: 1) on
the evolution of Interactive Digital Design field; 2) the professional abilities and skills 3)
training content for the field. The interviews concluded with an open question, expres-
sions of gratitude for the contributions, and optional sociodemographic questions. It was
emphasized that all collected data was solely for academic-scientific purposes, treated
anonymously and confidentially, with no identity disclosed concerning the opinions or
personal views expressed.

7 Www.ama.gov.pt.
8 www.ama.gov.pt/web/english/awards.

http://Www.ama.gov.pt
http://www.ama.gov.pt/web/english/awards
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Table 13. Snapshot of key stakeholders in Portugal’s digital industry

Company or
Organization

Founded Portuguese based
since

Main Areas Technical Emphasis

CoMon 2001 2001 Design
Marketing
Technology

Branding;
Development;
Marketing; Research;
Strategy; UX/UI

Edigma 2000 2000 Design
Management
Marketing
Technology

Development;
Interaction Design;
Research; Strategy;
UX/UI

Fullsix 1998 2000 Design
Marketing

Development;
Marketing; Research;
Strategy; UX/UI

Imaginary
Cloud

2010 2010 Design
Management
Technology

Design;
Development;
Interaction Design;
Research; Strategy;
UX/UI

Tangível 2014 2014 Design
Technology

Development;
Interaction Design;
Research; UX/UI

YDreams
Global

2007 2016 Design
Education
Marketing
Management
Technology

Interaction Design;
Research; Strategy;
Training; UX/UI

AMA 2007 2007 Design
Management

Interaction Design;
Strategy; UX/UI

Fig. 1. Stakeholder’s main areas Fig. 2. Stakeholder’s main technical emphasis
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The obtained results reveal that until 2020, the realm of Engineering and Technol-
ogy experienced substantial advancements catalyzed by the integration of Design. This
evolution manifested across two dimensions: heightened intricacy and enhanced user-
friendliness. Notably, Interactive Digital Design played an important role in steering this
ongoing transformative journey. Nevertheless, the swift evolution and diversity of digi-
tal software require designers to continually update their skill set, requiring a profound
grasp of technical knowledge and a more holistic approach.

As technological solutions permeate daily life, the scope for user-system interaction
expands. However, the absence of consensus regarding optimal design and usability
practices looms large. Designers find themselves navigating the intricacies of human
cognitive abilities and must stay attuned to established best practices and usability
principles.

The outbreak of the Covid-19 pandemic served as a catalyst for incremental inno-
vation, accelerating digital advancements across diverse sectors. Designers exhibited
adaptability, creating increasingly relevant, effective, and accessible digital experiences.
Work processes underwent profound changes, presenting challenges in collaboration
and communication that were ultimately surmounted.

The contemporary landscape witnesses a confluence of various digital technologies,
posing a recognized challenge. Designers must continually update their knowledge base
to navigate this intricate terrain. The emergence of Generative AI introduces additional
challenges to design ethics, and a shift from user-centric to planet-centric design is dis-
cernible, underscoring the need for greater responsibility in crafting experiences devoid
of direct negative planetary impacts.

For the professional profile in this domain, a comprehensive skill set is imperative,
spanning proficiency in skills, knowledge, and strategic thinking. Autonomy and leader-
ship skills, group collaboration, and cooperation abilities are equally crucial. Executive
education, tailored for C-level and D-level profiles, should prioritize leadership, oper-
ational strategies, encompass diverse domains such as management, decision-making,
design strategy, innovation and design thinking, communication, presentation, strategic
leadership, business strategy, design ethics, and knowledge on emerging technologies.

For a contributor profile, the emphasis shifts to technical skills, user research, usabil-
ity, and interface principles. To ensure the relevance of executive programs, continu-
ous adaptation to new technologies and societal changes is essential. Disciplines like
Design Ethics, Design Systems, Artificial Intelligence, Accessibility, and Virtual and
Augmented Reality are a plus. Career progression is tied to the ability to add value and
possess multidisciplinary skills, providing a well-rounded perspective.

It is noteworthy that existing courses predominantly cater to operatives rather than
leaders, a reflectionof the nuanceddesigner’s intervention in the technological landscape.

3.4 Students Expectations and Needs

As of 2020, the expectations of students, primarily derived from a post-courses survey,
reveal a strong inclination (58%) towards advancing their professional career through
these courses. Conversely, significant segment (26%) expressed their expectation of
transitioning to a different professional field. A smaller yet notable group (9%) enrolled
out of curiosity and interest in the course content.
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Current Student Expectations. Insights from workshops taken from current courses
recently, shed light on up-to-date students’ expectations. Enrolled students expressed a
clear desire to explore into user interface design (UI) user experience (UX), and project
management within an agile methodology framework. Proficiency in tools like Figma
and Figma like platforms is sought after, along with a keen interest in professional
practices within the field, as well working on the design and interactivity for the final
course project.

Students aim to gain an introduction to coding basics, prefer flexibility in project
development, and find working in groups with varying commitment levels and compe-
tences to be a significant challenge. A strong foundation in user experience research, the
ability to analyze interaction data, and an in-depth understanding of design principles
and concepts are also emphasized.

Students aspire to become proficient in Adobe platforms and other tools, to develop
advanced techniques in Figma for UI design, comprehend the interconnected nature of
UI and UX, engage in wireframing and mapping for visually appealing designs, and
access support materials for an enriched learning experience. Exploration of new work
tools for enhanced productivity, a solid foundation for current and future employment,
and insights into completing design processes from start to finish are among their expec-
tations. Successful product launches into market are also anticipated. Furthermore, it
was emphasized that programs in this domain should offer practical and directly appli-
cable teachings, equipping students with skills readily deployable in the job market. The
curricula should prioritize the imparting of sound usability practices, ensuring students
are well versed in UI Design and adept in utilizing Prototyping tools and techniques.
Students articulated a distinct expectation for constructive feedback on their developed
work and projects, providing a hands-on, practical application of theory.

Skill Gaps and Needs. Identified skill gaps and needs underscore the importance of
gaining additional skills in UX/UI Design tools, deeper knowledge of wireframing,
mockups, and design systems, alongside practical examples from the industry. Stu-
dents’ express eagerness to explore different fields of work for a seamless career transi-
tion, particularly emphasizing Artificial Intelligence. Recognition of the potential of AI
tools in UX/UI projects, staying abreast of new trends, and understanding the various
applications of AI are deemed critical to stay ahead in the field.

Training and support for various tools, strategic partnerships with creative services
offering additional resources, and practical teachingmethodologies are considered indis-
pensable. Practical hands-on experiences with tools and methods are pivotal for effec-
tive learning experience. The synthesis of sustainability and UX/UI is deemed crucial,
emphasizing the need for an introduction to business processeswithin IT to better prepare
students for the labor market.

4 Conclusions

Despite its recognized relevance, Executive Education grapples with various challenges,
including acquisitions, institutional merges, general cost-cutting policies. These chal-
lenges persist, compounded in the realm of Interactive Digital Design by additional
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complexities arising from technical advancements, evolving technologies, economic
shifts, and societal changes.This amalgamation contributes to an increasingly demanding
landscape within the field.

An analysis of past and present trends in Interactive Digital Design post-graduate
courses at IADE unveils significant milestones and curriculum changes over the last
decade. Notably, the institution underwent an acquisition and merger during the study
period, prompting a strategic redefinition of educational approaches and the adoption of
innovative teaching dynamics.

The years 2019 and 2020 played a pivotal role, marked by the Covid-19 Pandemic.
This crisis forced an abrupt shift to emergency online teaching, fostering the development
of new technological competencies among educators. Paradoxically, this crisis served
as a catalyst for incremental innovation and transformative change, leading to broader
acceptance of online teaching.

Amidst accelerating digital advancements across sectors, designers have adeptly
adapted to the dynamic landscape, focusing on creating relevant, effective, and accessible
digital experiences. As technology permeates everyday life - exemplified by ubiquitous
smartphones - the potential for interaction between users and systems has expanded sig-
nificantly. However, a lack of consensus on good design and best usability practices has
become increasingly apparent. Designers must now possess deeper insights into human
cognitive abilities and remain informed about best practices and usability principles.
This evolution has profoundly influenced work processes, prompting successful adap-
tations in collaboration and communication practices, and dispelling entrenched myths
about work methodologies.

Looking ahead, the proliferation of diverse digital technologies presents a univer-
sally acknowledged challenge, demanding continuous learning and multifaceted knowl-
edge acquisition. The emergence of Generative AI adds a layer of complexity, requiring
designers to critically examine established processes and methodologies, while also
considering ethical implications. There is a perceptible shift towards a more holistic,
planet-centric design ethos, emphasizing the construction of experiences that address
both human needs and environmental sustainability, not only by not directly harming
our planet, but also by regenerating it.

Until 2020, advancements in Engineering and Technology, propelled by contribu-
tions from Design, has unfolded along axes of increased complexity and ease of use,
with Interactive Digital Design paying a pivotal role. The rapid diversification and evo-
lution of digital software demand continuous learning and adaptation by designers,
necessitating greater technical expertise and a holistic approach. The discipline itself
has matured, transitioning from a focus on visual aesthetics and impact (during Web
Design and HTML era - including FLASH) to incorporating broader concepts such as
Design Thinking, User Experience, User Interface Design, and User Psychology. Adapt-
ing to new technologies and changes in society is inevitable for the continued relevance
of executive programs, with disciplines like Design Ethics, Design Systems, Artificial
Intelligence, Accessibility, Virtual and Augmented Reality gaining importance.

Insights from workshops revealed students’ interest in exploring user interface
design, user experience and agile project management. Proficiency in Adobe platforms
and Figma for UI design remains crucial, but students eager to explore new work tools,
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markedly in Artificial Intelligence, emphasizing the importance of staying updated with
new trends and sustainability topics. While the field has evolved significantly, students’
concerns predominantly revolve around acquiring skills in a specific technical tool,
currently centered on Figma and Generative AI. Incorporating novel processes in UX
Design, suchAgilemethods, is also prominent in their career progression considerations.

Industry key stakeholders affirm the importance of Generative AI and stress the inte-
gration of Design Ethics, Design Systems, Artificial Intelligence, Accessibility, Virtual
and Augmented Reality, as valuable topics. Further steps should focus on understanding
how these disciplines relate to a broader audience and envisioning a framework for cur-
ricula design in this ever-evolving field. As Artificial Intelligence continues to reshape
the fabric of society, designers and educators must adapt to the fast-changing reality,
embracing new tools and processes that emerge consistently.

The future holds promise as we navigate these pivotal times, where the intersection
of technology, design, and education presents a unique opportunity to redefine how we
learn, teach, and interact. Traditional classroom-based learning is giving way to online,
blended, and lifelong learning models and expected skills sets are now more driven into
domains such as critical thinking, creativity, and digital literacy skills. The goal and
expectations, nonetheless, remains the same: to empower relevant knowledge and skills
on a constant evolving reality, ensuring readiness for the 21st century demands.
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Abstract. The labor market in Germany is characterized by far-reaching trans-
formation processes: digitization and AI are changing work and qualification
requirements, the mobility turnaround with the departure from the combustion
engine is making entire branches of industry obsolete, and the ageing of society is
reflected in the shortage of skilled workers, which cannot be adequately compen-
sated for by immigration and retraining. This case study describes the expected
labor market situation and qualification requirements in the Heilbronn-Franken
region in Germany with the help of company personas, which were created based
on expert interviews with representatives of key German industries. The findings
show that despite changing job and requirement profiles, no significant job losses
are expected and that companies see their greatest need for retraining and further
training not in industry-specific skills, but in digital and interdisciplinary skills.

Keywords: Future skills · digital transformation · personas

1 Introduction

The German economy is facing significant changes, driven by rapid technological
advancements and societal upheavals.Digitization, automation, and artificial intelligence
are considered key drivers for future economic growth and will significantly influence
the future work conditions and requirements. In addition to these developments, the soci-
etal transformation towards climate neutrality brings about extensive changes, including
the drastic reduction of greenhouse gas emissions, the transition to a resource-efficient
circular economy, and the implementation of the energy transition [1, 2].

These transformations introduce new requirements for employees [3].Given its status
as a hub for crucial German industries, including automotive engineering, logistics,
electronics, and metal production, the Heilbronn-Franken economic region in southern
Germany is particularly susceptible to these changes [4]. The IHK economic survey [5]
reveals that 58% of companies view the skilled labor shortage as the most significant
threat to future business growth.
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Regional companies are actively seeking to mitigate this challenge by expanding
their apprenticeship programs, bolstering their appeal as employers, recruiting skilled
workers fromabroad, promotingwork-life balance, and offering greater opportunities for
employee development.Notably, the training and upskilling of employees are recognized
as critical strategies in navigating the disruptive transformations facing the industry.

A significant body of economic and scientific research has been dedicated to analyz-
ing current and anticipated skill requirements in the labor market due to the disruptions
brought about by transformational changes, commonly referred to as “future skills”
[6–10]. These skills are expected to gain importance across various industries in the
forthcoming years. A specific study tailored to the labor market needs of the German
Federal State of Baden-Württemberg, in which the Heilbronn-Franken region is located,
has delineated four critical skill clusters: technological skills, key digital skills, industrial
skills, and interdisciplinary skills [6].

Against this background, the KIRA project is dedicated to designing and piloting an
AI-enhanced, user-centric approach to the individualization of learning opportunities,
incorporating key factors of corporate and labor market success. KIRA’s objective is
to refine the alignment between individual capabilities and market demands, with a
particular emphasis on the industries and economic landscape of Baden-Württemberg.
Despite the growing significance of platform-based digital learning, the development of
AI-supported educational programs that effectively match these requirements is still in
its infancy.

In theKIRAproject, we address the diverse requirements of learners, such as employ-
ees and individuals participating in job training programs sponsored by the Employ-
ment Agency (Agentur für Arbeit), while simultaneously considering the specific needs
and characteristics of industries and companies undergoing transformational processes
within the region. This approach is integral to our human-centered design strategy.

To design for these different perspectives in a human-centered way, personas emerge
as a pivotal tool. Personas encapsulate the distinct needs and perspectives of various
stakeholder groups, thus facilitating a more nuanced and effective design and pilot phase
of AI-enhanced, user-centric solutions [11–13]. This methodology not only ensures that
the learning opportunities are tailored to the real-world contexts of users but also aligns
with the strategic imperatives of corporate and labor market success.

We also gathered data from learners, trainers and other people involved in further
education and constructed a set of personas and scenarios to embody the needs of the
learners, which the designers used in the development process for KIRA, but which will
not be exemplified here.

Drawing upon the insights from the Future Skill Study [6], and reinforced by 14
semi-structured interviews with key figures from the regional economy, alongside sur-
veys with multipliers (industry experts, employment agency representatives), we crafted
five distinct company personas. These personas serve as archetypes that illustrate the
needs of companies in different sectors and their employees in a clear way, providing
insights into challenges, opportunities, and an in-depth assessment of their required
future skills. These personas are further used in the development process of the project
KIRA, which matches learners and market requirements to provide valid suggestions
for further education trainings and possibilities.
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In the following, we will present a case study of the development of these company
personas, as well as providing insights on the needs of the German industry in terms of
future skills and how we integrate these into the personas and into the further design
process.

2 Related Work

2.1 The Transformation in the German Economy

The current labor market in Germany is affected by deep transformation processes:
Digitalization and AI are changing work processes and qualification requirements, the
energy and mobility transition is making entire branches of industry obsolete, and the
demographical change in society is reflected in the shortage of skilled workers, which
yet cannot be adequately compensated for by immigration and retraining [2].

The current state of the economic world, in a broader sense also known as the VUCA
world of work, is characterized by volatility, uncertainty, complexity and ambiguity
and brings fundamental changes and new demands on employees [3]. Moreover, while
certain transformations are world-wide phenomena their impact on different regions and
countries may vary.

The Heilbronn-Franken economic region is an era with a high concentration of
German key industries, such as engineering, automotive, logistics, electronics and
metal production. Thus, the region is especially affected and undergoing a fundamental
upheaval due to technological developments, digitization, climate change and increased
efforts towards sustainability [4]. These ongoing changes require faster professional
development and a regular updating of specialist knowledge on the part of employees.

The IHK Skilled Worker Monitor’s forecast [5] identifies the shortage of skilled
workers as the most significant threat to future business development for 58% of com-
panies. Moreover, the economy in the Heilbronn-Franken region will face a shortage of
78,000 skilled workers by the year 2035 [5]. This includes 51,000 individuals with voca-
tional training, 21,000 with advanced training qualifications, and 6,000 with university
degrees. Companies in the region aim to address this issue by increasing their apprentice-
ship programs, enhancing their attractiveness as employers, hiring skilled workers from
abroad, facilitating work-life balance, and providing more opportunities for employee
training.

Furthermore, the ongoing changes in the labor market in the region are mainly char-
acterized by a disruptive approach [14]. Whereas in evolutionary transformations, the
current business model is evaluated and enhanced by adjusting structures and processes,
in disruptive transformations, the existing business model is replaced entirely, and new
structures and processes are introduced. Consequently, while some jobs may be lost,
new ones are also generated, and existing employees need to be retrained in order to
adapt to these changes in the labor market [14].

Thus, it is crucial to find appropriate responses to how the future of work can be
shaped – especially since the region is poised for one of the largest upskilling initiatives
in its history [6].
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2.2 Future Skills

“Future skills” are those skills that will become more important in all sectors over the
next five years [15]. They can be divided into “Key digital skills”, “Technological skills”
and “Key non-digital skills” [8, 15].

“Technological skills” are considered essential for shaping transformational tech-
nologies, encompassing proficiency in established technologies like the internet, as well
as emerging ones such as blockchain. Technical skills are growing in significance across
various sectors of the economy, with artificial intelligence and proficiency in complex
data analysis standing out as particularly crucial. Proficiencies falling within the realm
of “key digital skills” encompass digital knowledge acquisition and collaborative abil-
ities. Through the utilization of digital skills, individuals can effectively navigate and
contribute to a digitized setting. As a result of the Covid-19 pandemic, their importance
has escalated. Skills such as digital interaction, digital learning, and digital literacy are
particularly highly prized. Digital key competencies are progressively regarded as essen-
tial prerequisites, emphasizing the importance of mastering digital literacy and related
skills among a wide audience. Key non-digital skills include adaptability, perseverance,
and creativity. With these skills, individuals can effectively navigate new situations and
analyze and solve problems in an increasingly complex work environment [8, 15].

Ehlers defines future skills as competencies that enable people to solve complex
problems in a self-organized manner and to take action: “Future Skills are competencies
that enable individuals to autonomously solve complex problems and effectively operate
in highly emergent contexts. They are based on cognitive, motivational, volitional, and
social resources, are value-based, and can be acquired through a learning process” [1].
They are considered a prerequisite for remaining operational in constantly changing
situations.

Whereas Ehlers developed a more general model which is based on 17 competence
profiles and further refers to a triple-helix structure [10] to define the three main clusters,
we focused on the future skill study by the publisher AgenturQ [6] due to the regional
focus of the project. This Future Skills Study examines the importance of future skills
especially for Baden-Württemberg [6] in four key industries, namely the automotive and
supplier industry, mechanical engineering, the metal industry, and medical technology.
More than one million job advertisements were analyzed, and 33 Future Skills clusters
were formed, which were grouped into four categories (see also Fig. 1). These clusters
and skills were subsequently validated with the help of expert groups.

The category of “Technological skills” originates from the region’smotivation to take
a leading role in key technologies such as Artificial Intelligence (AI) and sustainable
technologies. The associated Future Skills clusters, such as “Data science and AI,” and
“Intelligent Hardware and Robotics,” contain skills and knowledge necessary for digital
transformation. Similarly, the accompanying “Cybersecurity” is crucial for detecting
and thwarting cyber-attacks. Considering climate policy goals, sustainable technologies,
known as “Green IT,” also play a key role.

The category of “Industrial Skills” describes industry-specific competencies and
aims to defend Baden-Württemberg’s reputation as an innovative and leading industrial
region in the future. The industry is undergoing a transformation driven by digitiza-
tion and decarbonization, necessitating the acquisition of new expertise across industrial
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Fig. 1. Future-Skills-Cluster for Baden-Württemberg. Source: AgenturQ [6], translated by the
authors

domains like automotive, mechanical engineering, metalworking, and medical technol-
ogy. This shift aims to harmonize economic prosperity with climate-neutral practices.
Thus, “Electrical engineering” and “Industrial engineering” are crucial elements of this
cluster.

To shape structural change and digital transformation, individuals need to be able to
independently navigate, handle, and shape new digital work methods and technologies.
This ability and knowledge encompass the category “Digital key skills.“ Furthermore,
agile approaches gain importance (in contrast to waterfall management approaches) as
useful strategies to keep up with the rapid pace of changes [16].

Notably, “Interdisciplinary skills” will become increasingly important in the future
world of work, especially goal orientation and problem-solving skills, due to increasing
complexity and uncertainty [6]. This fourth category includes Future Skills that pertain
to both individual methods and as well as social interactions with the environment.

2.3 Personas

Personas are fictional descriptions of people that are developed to represent the users or
target groups in the design process. They originate from “goal-centered design” [17] and
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subsequently found their way into user-centered approaches and methods such as the
human-centered design process [18], the contextual design methodology [19], etc. Per-
sonas are also widely used in the development of new technologies [12]. They are crafted
from gathered user data, such as surveys, interviews, field observations, or workshops
conducted by design teams. While traditional personas are often seen as representa-
tions of individual users or customers [20], some methodologies extend this concept by
incorporating contextual factors. For instance, these enhanced personas might embody
characteristics of domestic environments, offering amore nuanced understanding of user
interactions within specific settings [21]. Beyond individual and environment-focused
personas, there are approaches to develop “company personas” [22, 23]: These personas
represent organizations or corporate entities and are used to inform design strategies.
Just as individual users have unique traits yet share common contexts with others, it is
posited that companies exhibit distinct characteristics while operating in environments
similar to their peers [22]. This approach enables a deeper insight into how organizations
behave and interact, facilitating tailored design solutions that resonate with both the spe-
cific and shared aspects of company identities. Communication during data collection
may be conducted by several contact persons or one contact person who represents dif-
ferent interest groups [20]. This creates a certain complexity compared to the “classic”
persona. In the following, we will present our method of gathering data and developing
five company personas to represent the needs of the regional economy for the project
KIRA.

3 Method

3.1 Development of Key Questions

Based on the results of exploratory preliminary discussions with representatives of
associations and institutions at the interface between employers and employees (e.g.
Heilbronn Employment Agency, Heilbronn-Franken Economic Development Agency,
Südwestmetall and Heilbronn-Franken Chamber of Industry and Commerce (IHK)), an
interview guideline was drawn up and validated via pretests.

Besides company demographics and basic information, we asked for associations
with the term “transformation” and the extent to which the respective companies were
affected. Moreover, we presented a list of future skills (see Fig. 1). We inquired fur-
ther about current qualification requirements, as well as an outlook for the company.
Beside one exception (IT 4, see Table 1), which was done in person, all interviews were
conducted online and transcribed by eight students from the Bachelor’s degree program
“BusinessAdministration - ServiceManagement Consulting&Sales” as part of a project
seminar in January 2022. Based on the personas, industry-specific recommendations for
action were developed for the companies and other practice partners (see Fig. 2).

3.2 Company/Industry Representatives

When selecting the experts, we ensured that employers from different sectors (IT,
Communication/HR, finance, logistics, manufacturing, automotive, trading) were repre-
sented. Moreover, we looked for a certain range of company sizes, including companies
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Fig. 2. Overview of the process

ranging from 8 to 12.000 employees. In total, we conducted 14 guideline-based expert
interviews with managers from regional companies (see Table 1).

Table 1. Overview of participating companies

Industry Size of Company Duration

Personnel service 80 intern, 940 external employees 26 min

Telecommunication 4000 employees 30 min

Finance/Banking 670 employees 40 min

Manufacturing 1 350 employees 40 min

Manufacturing 2 290 employees 36 min

IT 1 550 employees 23 min

IT 2 8 employees 45 min

IT 3 2500 employees 25 min

IT 4 12.000 employees 90 min

Logistics 1 170 employees 30 min

Logistics 2 70 employees 30 min

Trading 1 100 employees 32 min

Trading 2 8500 employees 45 min

Automotive 1200 employees 30 min
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4 Results

4.1 Construction of the Persona Template

For the presentation of the persona, socio-demographic characteristics, as known from
a B2C (business-to-customer) persona, were turned into company demographic charac-
teristics for a company suitable for B2B (business-to-business) and/or B2C businesses.
Based on the 14 interviews, we constructed five personas, which are shown and described
in Sects. 4.2-4.5.

The persona template incorporates traditional elements, including a name, a quote,
and comprehensive company demographics such as the industry sector, location, found-
ing date, size, target audience, and other relevant industry characteristics, alongside the
company’s core values. It emphasizes the analysis of the company’s response to ongoing
transformations, highlighting the impact, emerging challenges, and the organization’s
needs concerning future skills. The template also maps out the existing skills of the
company’s workforce. Furthermore, it details the company’s current strategies and pro-
grams for advancing employee training and education. Subsequently, we introduce all
five personas.

4.2 The IT Sector: Persona “IT-List”

The company persona “IT-list” (see Fig. 3) represents the regional IT sector, signifi-
cantly influencedbyongoing transformationprocesses. The company lives by themaxim,
“Standing still is a step backwards,” reflecting its proactive stance towards change. As an
owner-managed entity, “IT-list” has navigated continuous shifts for an extended period,
marking its transformation level as substantial. The management adopts an optimistic
view of transformation, seeing changes more as opportunities than obstacles. The indus-
try is characterized by a notably high concentration of skilled professionals. At its core,
“IT-list” specializes in the B2B domain, offering a comprehensive range of products and
services. This spectrum encompasses IT solution consultancy, hardware provisioning,
and the deployment of software programs and services.

However, “IT-list” faces several challenges. The combination of intensemarket com-
petition and a prevailing skilled labor shortage leads to significant workforce turnover.
Moreover, the company operates in a context where the sustainable evolution of tech-
nologies is critical, necessitating continual adjustments. The transformative impact is
profoundly felt across all segments of the organization.

Employees have ambivalent sentiments towards transformation, notably digitaliza-
tion. While they are receptive to change, they concurrently recognize the potential for an
increased workload it may introduce. An assessment of the current skill set of the work-
force reveals strong competencies, especially in innovation, learning capacity, digital
literacy, and communication skills.

In terms of future skill requirements, interdisciplinary abilities are prioritized, suc-
ceeded by essential digital competencies. Technical skills are ranked third,with industrial
skills trailing closely behind. Specifically, resilience, initiative, and organizational talents
emerge as the most critical future skills. A pronounced emphasis on customer orienta-
tion and heightened awareness of cybersecurity among employees were also commonly
cited. The company offers continuous training opportunities for its workforce.
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Fig. 3. Company Persona “IT-list”

4.3 Banking: Persona “Bretzfelder Bank”

The profound upheaval and technological evolutionwithin the banking industry is encap-
sulated by the reminiscence, “When I was an apprentice, we manually recorded with-
drawals in the savings book with a ballpoint pen; ATMs were non-existent then”. This
statement vividly illustrates the dramatic shift in this field, a transformation mirrored
in the operations of “Bretzfelder Bank” (see Fig. 4) established over a century ago.
The bank maintains a direct engagement with its clientele, which equally comprises
B2B and B2C segments. “Bretzfelder Bank” prides itself on its 670-strong workforce,
all of whom are trained professionals. Currently, the bank’s management is intensively
navigating through this transformation, focusing on the resultant fields of action.

“Bretzfelder Bank” is navigating through numerous challenges, with digitalization
standing out as the foremost issue. This digital shift has intensified competition, as
the entry of online-only banks into the market reshapes the competitive landscape.
Moreover, there’s a cautious approach to modifying processes involving direct customer
interactions, to ensure that customers can adapt smoothly to these changes.

The bank views the transformation of its business model in a positive light, rec-
ognizing potential cost reductions through the consolidation of physical branches.
Employee development is prioritized, with training provided during work hours through
online learning platforms and coaching sessions. Nevertheless, there’s an acknowledged
necessity for external expertise to expedite the transformation process and infuse new
knowledge into the organization. This includes a pronounced demand for future skills,
particularly in transdisciplinary abilities and digital key qualifications.
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Fig. 4. Company Persona “Bretzfelder Bank”

4.4 Automotive: Persona “SGS Automotive”

“SGS Automotive” (see Fig. 5) is a company operating in the automotive industry.
Its guiding principle is: “What is special today, will be completely different tomor-
row”. At its core, the company champions customer-centricity, a proactive approach,
and sustainability. Established in the seventies, SGS Automotive has grown to employ
approximately 1,200 individuals, dedicating its operations to the B2B domain, serving
manufacturers and suppliers alike. The workforce predominantly comprises individuals
who have completed a three-year vocational training program, with many also holding
academic degrees. The company is deeply engaged in ongoing dialogues concerning
trends, transformations, and strategic orientation. Its spectrum of offerings encompasses
research, development, and the production of control units for both automotive and com-
mercial vehicles. The primary challenges faced by “SGS Automotive” are intertwined
with strategic decision-making, compliance with regulatory standards, and anticipation
of future consumer demands. Despite the industry’s paradigm shift, “SGS Automotive”
perceives this transformative phase as an opportune moment, persistently harnessing the
existing technology of the internal combustion engine.

Amidst perpetual evolution and the imperative to innovate products, employees
exhibit a high degree of creativity and adaptability. Nonetheless, there remains a need
to bolster digital competencies, a gap underscored by the Covid-19 pandemic. Conse-
quently, fostering essential digital skills among employees is imperative for the company
to facilitate location-independent and efficient collaboration within the framework of
New Work concepts.



154 M. Pröbster et al.

Fig. 5. Company Persona “SGS Automotive”

Industrial acumen, technological proficiency, and interdisciplinary expertise are
equally vital for “SGS Automotive”. Specifically, sensor technology, digital collabo-
ration and interaction, programming prowess, and proactive initiative are identified as
pivotal elements for the company’s future prosperity. Employees are afforded oppor-
tunities for ongoing training and certification programs at universities tailored to their
individual requirements.

4.5 Logistics: Persona “Fix Transport & Logistics GmbH”

The company persona “Fix Logistik & Transport GmbH” (see Fig. 6) represents the
transportation and logistics industry rooted in the Heilbronn-Franken region. Estab-
lished in the 1960s, this enduringly owner-managed enterprise boasts a workforce of
approximately 100 employees. Primarily focused on the B2B market, the company
occasionally undertakes B2C projects under special circumstances. The logistics sector
faces a widespread challenge of skilled labor shortages, especially in the commercial
sector in roles requiring mobility. Consequently, skilled personnel at “Fix Logistik &
Transport GmbH” constitute less than half of the total workforce. Given its scale, trans-
formation initiatives are currently confined to the management level, so the degree of
transformation is still very low.

The product and service portfolio entails the execution of transports, the storage
of goods and the creation of customized logistics concepts such as supply chain man-
agement for manufacturing companies or interface management between automobile
manufacturers and automotive suppliers. The company is deeply rooted in its guiding
principle: “We operate with a solution-oriented approach in collaboration with all stake-
holders: customers, employees, suppliers, and manufacturers”. This ethos underpins



Beyond Future Skills: Developing Company Personas 155

Fig. 6. Company Persona “Fix Logistik & Transport GmbH”

the company’s core values, emphasizing customer-centricity, fostering teamwork, and
preserving its familial ethos.

Foremost among the company’s challenges is the imperative of digitalization, a
domain where the industry at large remains relatively underdeveloped. Nonetheless, the
company recognizes digitalization’s potential to unlock new opportunities and confer
distinct competitive advantages. In addition to addressing the shortage of skilledworkers,
modernizing the fleet stands out as a central concern, with technological advancements,
market competition, and cost considerations posing significant hurdles. Thus, while the
ongoing transformation presents opportunities for “Fix Transport & Logistics GmbH’s”
business model, it also entails substantial costs.

Employee skills crucial for success include flexibility, a customer-centric app-
roach, personal accountability, and adeptness in self-organization. Looking ahead, the
company places increasing emphasis on interdisciplinary expertise, technological acu-
men, and essential digital proficiencies. Ongoing training initiatives are offered to
support employee capabilities, particularly in response to process alterations or new
implementations (Fig. 7).

4.6 Manufacturing: Persona “Maschinenbau Müller GmbH”

“Maschinenbau Müller GmbH” is a family-run manufacturing company based in Bret-
zfeld. It operates exclusively in the B2B sector and offers machines and auxiliary mate-
rials for trade and industry. The company was founded in 1995 and employs around 300
people, mainly skilled workers.

Currently, the transformation is predominantly steered by management, resulting
in a relatively modest degree of transformation. Key corporate values center around
respect, reliability, and honesty, with skilled specialists regarded as pivotal assets for
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Fig. 7. Company Persona “Maschinenbau Müller GmbH”

driving the transformation forward. The company grapples with challenges stemming
from competitive pressures, digitalization imperatives, and demographic shifts. While
the transformation presents both favorable opportunities for the business model, the
dearth of skilled workers and an unattractive geographical location exert a negative
influence on the company’s trajectory.

Employees possess specialized expertise alongside fundamental digital proficien-
cies. Future skills deemed essential encompass interdisciplinary competencies, critical
digital qualifications, and industry-specific proficiencies. Additionally, personal initia-
tive, adaptability, problem-solving acumen, and language fluency are identified as vital
sub-category skills.

External training measures and “learning by doing” are used for the further training
of employees. There is awillingness to undergo further training, especially among young
employees. Furthermore, external skills are needed to accelerate the transformation.

5 Discussion

The paper gives in insights into the current situation of the main industries in the
Heilbronn-Franken region as they are affected by disruptive transformation processes.

We consolidated the results of 14 in-depth interviews of industry experts and leading
employers for the branches automotive, IT, logistics, banking, trading and manufactur-
ing in the form of five company personas. Hence, our goal was twofold: Showing the
development of company personas as a case study as well as providing insights into the
current and anticipated needs of the southern German labor market in terms of future
skills.
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When considering future skills, interdisciplinary competencies emerged as the pri-
mary focus for the majority of interviewees, highlighted in four out of five personas. Key
digital proficiencies ranked second, followed by technological and industrial skills. A
common thread across all expert interviews is the growing expectation from employers
for enhanced self-organization among employees.

Not surprisingly, there are industry-specific differences in the sub-dimensions of the
future skills. The representative experts of the IT industry named resilience, initiative,
clear customer focus, organizational skills, awareness of cyber-security as the most
important and sought-after future skills for their employees, which we integrated in the
company persona “IT-list”.

Interviewees from the financial/banking sector named flexibility, solution orienta-
tion, analytical thinking, and customer orientation as the most relevant future skills for
their companies, qualities we incorporated in the company persona “Bretzfelder Bank”.

Representatives from the automotive industry focused on skills regarding digital
collaboration and interaction, programming, and self-initiative. Regarding specific tech-
nologies, they mentioned sensor technology as a field that is in high demand. These
specifics were included in the company persona “SGS Automotive”.

The logistics and transportation industry especially requires digital collaboration
skills, IT skills, communication skills and a general ability and willingness to learn.
These were integrated in the company persona “Fix Transport & Logistics GmbH”.

The manufacturing industry named initiative, flexibility, problem-solving skills, and
language skills as their most crucial needs in terms of future skills, which we represented
in the company persona “Maschinenbau Müller GmbH”.

The modest ranking of industrial skills could be attributed to the fact that the survey
encompassed only two manufacturing companies. Nevertheless, a significant majority
of company representatives and industry experts emphasized the critical importance
of interdisciplinary skills, including what is often also termed “soft skills,” e.g. cre-
ativity and flexibility. These “skills” are highly prized for their indispensability in the
contemporary workplace, yet they are notably more challenging to impart and develop
compared to traditional industry-specific skills. Although some sources, e.g. the study
by AgenturQ [6] mention digital ethics, reflexive, ethical and critical thinking in terms
of digitalization and new technologies are generally rather underrepresented in previous
literature on future skills [10], and were also hardly mentioned explicitly in our research.

Numerous interviewees across various sectors have highlighted their struggles with
the current low level of digitalization within their organizations. One plausible expla-
nation for the slow pace of digitalization could be rooted in the nature of the German
“Mittelstand” (small andmedium-sized enterprises), which is predominantly made up of
traditional, family-owned enterpriseswith characteristics and structures thatmay present
obstacles to digital adoption [24].

Many company representatives also reported a shortage of skilled labor as well as
quickly changing requirements, in line with the findings of the IHK survey [5]. Notably,
companies predominantly focus on retraining their existing workforce, instead of laying
off staff.
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Limitations. The majority of companies surveyed view the changes in the labor market
as an opportunity, preferring to retrain employees over layoffs. However, the credibil-
ity of these claims may be influenced by the fact that interviews were not anonymous.
This lack of anonymity raises concerns about the possibility of company representatives
withholding information about potential layoffs or financial struggles. Nonetheless, par-
ticipants were reassured that company identities would not be disclosed in any future
publications, which might have encouraged more openness.

The impact ofGerman legal frameworks, cultural norms, and the competitive demand
for skilled labor also play a significant role in these dynamics. Additionally, the financial
implications of hiring new staff versus retraining existing employees favor the latter,
highlighting an economic motivation behind these decisions.

It is also important to note that while certain themes emerged consistently within
and across industries, the findings from individual interviews are not intended to be
extrapolated to entire sectors. This was not the objective of our study.

Our research touched upon the differentiation of “competencies” and “skills” within
the framework of future skills, as well as on the issue that attributes like creativity and
flexibility can also be viewed as personality traits. These considerations, also highlighted
by Ehlers [10], are not explored further in our work, since it is focused on the practical
application of an AI-based recommender system rather than theoretical analysis.

The study’s reference to the Future Skills Study in Baden-Württemberg [6] co-
financed by industrial unions IG Metall Baden-Württemberg and Südwestmetall, may
introduce a bias towards certain skills deemed more relevant by these entities. Our
research, however, remains independent of industrial financing, though it acknowledges
the possible influence of the referenced study’s focus.

Lastly, the selection of companies was influenced by existing networks through the
university DHBW Heilbronn, though efforts were made to ensure diversity in industry
representation, company size, and form.

6 Conclusion and Outlook

In conclusion, it is observed that the majority of companies surveyed view the ongo-
ing transformations in the labor market positively, recognizing them as opportunities.
Significantly, these companies are inclined to retain their workforce, rather than opting
for layoffs. This approach is influenced by their corporate culture, the prevailing labor
shortages, and the availability of opportunities for both internal and external retraining
and advanced professional development.

When it comes to the prioritization of future skills, interdisciplinary competencies
emerge as the foremost concern for many organizations, a perspective highlighted in
four of the five personas developed. Key digital skills rank as the second priority, with
technological and industrial skills following in order of importance.

While there are variances in the importance of specific future skills across industries,
a common thread from the expert interviews is the growing expectation for employees
to exhibit greater self-organization. The low emphasis on industrial skills appears to be
influenced by the limited number of manufacturing companies included in the survey.
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Actionable, industry-specific recommendations have been proposed for the compa-
nies and practice partners, underscoring the need for tailored approaches.

In sum, the Region of Heilbronn-Franken faces numerous challenges, with impli-
cations that are expected to persist into the foreseeable future. To navigate these chal-
lenges effectively, companies must focus on retraining existing employees, attracting
new skilled workers, and integrating refugees into the workforce. The adoption of AI-
assisted systems for further education and training is suggested to facilitate and support
these transitions effectively.

The company personas developed are integral to the Project KIRA, serving to artic-
ulate the specific needs of companies in the creation of matching algorithms and the
provision of further education programs.
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Abstract. User-centered human-computer interaction research is critical in deter-
mining the user interaction experience. However, there has been little research
systematically discussing the developmental trajectory and future research direc-
tions of user-centered human-computer interaction from a bibliometric perspec-
tive. Therefore, to understand the current research hotspots and trends in user-
centered human-computer interaction over the past decade, this study retrieved
2343 relevant literature from theWeb of Science (WOS) database as a foundation.
Employing commonly used bibliometric software, Citespace and VOSviewer, we
conducted a comprehensive analysis of classic literature, related literature sources,
the most influential countries, institutions, and authors in this field. Simultane-
ously, we created trend charts depicting the development of literature quantity,
keyword co-occurrence, and maps illustrating research hotspots and trends. The
results indicate that in the past decade, user-centered human-computer interaction
research has primarily focused on (1) usability and user experience, (2) interac-
tion paradigms and technologies, (3) Human-AI Interaction, (4) user perception,
and (5) visualization. Future research is expected to concentrate on graphics sys-
tems and interfaces, applied computing, and human-centered computing. Articles
in this field are frequently published in conference proceedings, with the IEEE
conference on virtual reality and 3D user interfaces being the most influential
conference. This study comprehensively outlines the developmental history and
future research trends in user-centered human-computer interaction over the past
decade, providing valuable assistance to scholars in this field.

Keywords: User-centered · Human-computer interaction · Bibliometric ·
VOSviewer · Citespace

1 Introduction

“User-centered”originated fromDonaldNorman’s concept of “user-centereddesign”[2].
Being user-centered involves considering users’ needs, habits, and behaviors as the
primary focus. Human-computer interaction (HCI) refers to the interactive behavior
between humans and machines [3], emerging with the advent of computers. HCI com-
prises three crucial elements: humans, machines, and the interaction between them [4].
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Studying the functionality and usability of machines was an important focus in the early
years. In recent years, with the diversification of machines such as VR headset, wearable
devices, and smart homes, interactions betweenhumans andmachines have becomemore
frequent, and the role that humans play in the interaction process has become increas-
ingly significant.More scholars have engaged in the research of human needs, behaviors,
and habits, advocating for a human-centered, personalized, and intelligent friendly inter-
action experience. This has led to the interdisciplinary integration of computer science,
psychology, and design [1]. In the long run, user-centered human-computer interaction
is crucial for creating a positive user experience. A good user experience makes it easier
for users to accept and consistently use machines [5], further promoting the development
of human-machine relationships.

Over the past decade, a substantial body of literature has accumulated in the field of
user-centered human-computer interaction (UCHCI). Therefore, it is necessary to con-
duct a phased reviewand summaryof the current state and existing research achievements
in this field. Literature review is a method that involves organizing and evaluating rel-
evant articles to construct a knowledge framework in a specific field [7]. However, it
is worth noting that UCHCI is a multidisciplinary and interdisciplinary direction with
diverse and intricate literature content. Traditional literature review methods struggle to
organize, analyze, and synthesize the research hotspots and development dynamics in
this field [8]. In contrast, bibliometric analysis can handle large volumes of literature,
allowing for the identification of potential patterns and information across numerous
documents [6]. Hence, this study employs bibliometric methods to unearth relevant lit-
erature in the UCHCI field. It aims to address the following four research questions to
provide a comprehensive overview of UCHCI:

1. What has been the overall trend in UCHCI research over the past 10 years?
2. What are the main research hotspots in UCHCI over the past 10 years, and what are

the potential future research directions?
3. Which major countries, institutions, and scholars globally are dedicated to UCHCI

research?
4. What are the classic works in this field?

By elucidating these questions, the study aims to offer a comprehensive understand-
ing of the developmental history and future trends in UCHCI, providing a foundation
for the future development of this field.

2 Research Design

2.1 Data Sources

The data utilized in this study originates from the Core Collection of the Web of Sci-
ence database. Web of Science is recognized globally as one of the most comprehensive
English databases, renowned for its outstanding comprehensive citation search capabili-
ties [9]. TheCoreCollection of this database comprises literature subjected to peer review
and stringent journal scrutiny, thus ensuring a high level of disciplinary representation
[10].
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For our search, we specifically utilized SSCI, SCI-Expanded, A&HCI, CPCI-S, and
CPCI-SSH as sources. In terms of keywords, we combined the terms “user-centered”
and “human-computer interaction.” Due to the diverse expressions of these terms in
English, we compiled an extensive list of related terms, linking them through theBoolean
operator “OR” in advanced search. The search strategy was formulated as follows: TS
= ((user centered OR user-centered OR human centered OR human-centered) AND
(HCI OR human-computer interaction)). To enhance the clarity of our search process,
we established a temporal scope covering the past 10 years (2014 to 2023), excluding
non-English conference and journal articles. To prevent the loss of relevant literature,
no further manual screening of retrieved articles was conducted. In the end, a total of
2343 articles were obtained, and these articles were exported in the “full record + cited
references” format as a TXT file.

2.2 Research Methods

Bibliometric, initially proposed by Pritchard in 1969 [11], represents a quantitative
research approach commonly employed for the analysis and evaluation of the scale,
impact, and developmental trends of academic output. Its underlying principle is rooted
in the statistical and analytical examination of bibliographic information to unveil latent
patterns in research activities within a specific domain. The landscape of bibliometric
software is diverse, with each offering its unique advantages and drawbacks. In align-
ment with the focus of this study, we opt for the utilization of two software tools, namely
CiteSpace 6.1.R6 and VOSviewer 1.6.19. Primarily, CiteSpace was developed by Dr.
Chaomei Chen at Drexel University [12]. It operates on the JAVA platform, providing
powerful visual analytics. The software supports multidimensional analyses, covering
aspects such as authors, institutions, and keywords. It also provides essential metrics
such as burst keywords and time zones. Secondly, VOSviewer, developed by the Cen-
tre for Science and Technology Studies at Leiden University, the Netherlands, employs
algorithms akin to those of CiteSpace [13]. This bibliometric tool facilitates the anal-
ysis of relationships among documents and additionally supports analyses of author
collaboration and keyword co-occurrence. The combined use of these two tools offers
a comprehensive depiction of the current status and advancements in UCHCI research.
This integrated approach lays the groundwork for further exploration of research hotspots
and future avenues, contributing to the elucidation of the field’s trajectory and potential
research directions.

3 Results and Analysis

3.1 Trend Analysis of Annual Outputs of UCHCI Literature

The annual output of scholarly literature in statistics is a crucial metric for evaluating
the vibrancy of the research domain [14]. It assists in assessing the relative significance
and impact of the research field across different time periods. The annual distribution
chart of literature output for UCHCI is depicted in Fig. 1. From Fig. 1, it becomes
evident that there is a decrease in the quantity of publications in 2015 compared to
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2014, in 2017 compared to 2016, and in 2020 compared to 2019. However, the overall
trend of scholarly output exhibits an ascending pattern. This signifies the continuous
evolution and advancement of research efforts within the UCHCI domain. Based on
the decade-long trend in literature production, the developmental trajectory of UCHCI
research can be categorized into three principal phases: the initial stage (2014–2016),
the developmental stage (2017–2019), and the mature stage (2020–2023). In the initial
phase, the annual production of literature remained relativelymodest. The average annual
publication count was 127 papers, and it was devoid of conspicuous growth trends. The
transition into the developmental stage commenced in 2017. Figure 1 reveals a notable
surge in publication rates from 2017 to 2018, amomentum that persisted into 2019. Since
2020, UCHCI research has entered a phase of maturity. Although the growth rate is less
pronounced compared to the developmental phase, the average annual publication count
remains elevated, reaching 322 papers per year. Furthermore, it peaked at 425 papers in
the year 2022.

Fig. 1. Number of articles by year of publication

3.2 Research Hotspots of UCHCI

The keywords of the paper represent the author’s highly condensed, accurate, and repre-
sentative understanding of the article. Measuring the common occurrence frequency of
keywords can reflect the development process and trends of research hotspots in UCHCI
[15]. Among the 2343 retrieved documents, a total of 6374 keywords were identified.
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To ensure standardization and consistency in expression of the keywords, we followed
the affinity propagation method proposed by Frey and Dueck [16]. Using this method,
all keywords were normalized to maintain consistency in singular and plural forms
and to merge synonyms. For instance, “emotion” was replaced with “emotions,” “hci”
with “human-computer interaction,” “user centred design” with “user-centered design,”
“human computer interaction” with “human-computer interaction,” and “human com-
puter interaction (hci)” with “human-computer interaction.” The keyword normalization
process involved the participation of three experts in the field and two researchers.

The data was imported into the VOSviewer software, with a frequency thresh-
old set at seven occurrences or more, and clustering similar keywords. The resulting
keyword clustering graph is illustrated in Fig. 2. The graph comprises 251 keyword
nodes and 4465 connecting lines. The size of each circle represents the frequency of
the respective keyword. Larger circles indicate higher frequencies, suggesting greater
importance in UCHCI research, as they appear more frequently. Table 1 presents
the top 20 keywords by frequency, which can be considered as the focal points of
UCHCI research. Excluding general search terms such as “human-computer interaction,”
“human-centered computing,” “interaction paradigms,” “virtual reality,” “user-centered
design” and “mixed/augmented reality,” the most frequently occurring terms are “de-
sign,” “usability,” “hci design and evaluation methods,” “computing methodologies,”
among others. These keywords offer a comprehensive understanding of the UCHCI
field.

Fig. 2. Keyword Co-Occurrence Clustering
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Table 1. Top 20 keywords of UCHCI

Ranking Keyword Fre Ranking Keyword Fre

1 human-computer
interaction

1156 11 visualization 87

2 human-centered computing 786 12 user studies 78

3 interaction paradigms 504 13 systems 77

4 virtual reality 430 14 empirical studies in hci 72

5 user-centered design 219 15 interaction techniques 71

6 mixed / augmented reality 113 16 interaction design 69

7 design 112 17 interaction devices 69

8 usability 105 18 user experience 69

9 hci design and evaluation
methods

102 19 computer graphics 66

10 computing methodologies 87 20 artificial intelligence 65

The keywords with the same color in the figure form clusters, creating five main
clusters. In detail, current research on UCHCI is mainly focused on the following five
aspects: #1, usability and user experience, #2, interaction paradigms and technologies,
#3, human-AI collaboration, #4, user perception, #5, visualization.

Cluster #1 - Usability and User Experience. This cluster includes a total of 148
clustered members, primarily encompassing keywords such as user-centered design,
user experience, acceptance, accessibility, model, co-design, children, emotions, behav-
ior, sustainability, usability, etc. User-centered design was first proposed by Donald
A. Norman in 1986 in his publication “User-Centered System Design: New Perspec-
tives on Human-Computer Interaction.” The book introduced the concept of designing
computer-human interfaces with a focus on users [2]. Subsequently, in 1988, Norman
further developed the UCD concept in his book “The Psychology Of Everyday Things.”
He recognized the importance of understanding user needs and interests and focused
on usability design [17]. In summary, user-centered design involves engaging users in
the process of product or system development. By thoroughly understanding user needs,
product design becomes more successful, leading to acceptance and use by users. User
experience specifically focuses on whether users have a positive perception when using
or interacting with a product. A good user experience can enhance user acceptance.

Cluster #2 - InteractionParadigms andTechnologies. This cluster comprises 56mem-
bers, primarily focusing on keywords such as human-centered computing, interaction
paradigms, virtual reality, mixed/augmented reality, hci design and evaluation meth-
ods, computing methodologies, and user studies. Interaction paradigms are fundamental
approaches or models that govern how users engage with technology or systems. These
paradigms play a crucial role in shaping the design and execution of user interfaces and
interactions in diverse digital or technological environments. Over time, various inter-
action paradigms have emerged to adapt to the evolving nature of technology and user
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preferences. Notable examples of interaction paradigms include the Command Line
Interface (CLI), Graphical User Interface (GUI), and touch-based Interaction, among
others [18]. With the advancement of technology, new technologies such as VR, AR,
and MR have emerged, leading to the creation of novel interaction paradigms [19].
Examples include Gesture-Based Interaction, Mixed-Initiative Interaction, and others.
These paradigms allow users to interact with systems using expressions, gestures, body
movements, and more, emphasizing a user-centric approach. This shift places a greater
emphasis on user experience, aligning with the principle of putting users at the center
of considerations.

Cluster #3 - Human-AI Collaboration. This cluster comprises 23members, primarily
focusing on keywords such as artificial intelligence,machine learning, eye tracking, deep
learning, hand gesture recognition, neural networks, gaze estimation, face detection, and
so on. Human-AI collaboration refers to the joint efforts of humans and AI in pursuit of
common goals [20]. In this collaborative framework, artificial intelligence technologies
play a crucial role, including machine learning and deep learning. Research on user-
centric aspects such as eye tracking, hand gesture recognition, and face detection aims
to enhance the potential for effective collaboration between humans and AI.

Cluster #4 - User Perception. This cluster comprises 15 members, primarily focus-
ing on keywords such as perception, environments, sense, hand, body, feedback, motion,
size, and so on. User perception represents the intricate relationship between individuals
and the sensory experiences during interactions with systems. The keywords underscore
various aspects of perception, including factors such as sensation, body movements,
hands, and motion, addressing the interpretation of sensory information and the impact
of the environment on user experiences [22]. Understanding user perception is crucial in
the design and development of systems that align with human behavior and cognition,
ensuring a more intuitive and user-friendly human-computer interaction. In virtual envi-
ronments, the creation of sensory experiences, including visual, auditory, tactile, and
olfactory sensations, aims to make the user experience more immersive and authentic
[21].

Cluster #5 – Visualization. This cluster comprises 9 members, primarily focusing on
keywords such as navigation, visualization, visualization design and evaluationmethods,
information visualization, visualization techniques, graphical user interfaces, and so on.
Visualization involves presenting complex information in a simplified graphical form
[23]. The goal is to promote better understanding and decision-making through visu-
ally accessible means. Visualization significantly enhances the interactive capabilities
between users and interfaces. With the ever-increasing volume of data and information,
the role of visualization in the UCHCI field becomes increasingly pivotal. Improving
the accessibility and interpretability of complex data sets can effectively elevate the user
experience.

3.3 The Evolution and Trend of UCHCI Research Hotspots

In order to further understand the research hotspots and development trends in the field
of UCHCI, the Citespace software was employed to visualize the average appearance
time of keywords [24]. As depicted in Fig. 3, it illustrates the temporal distribution of
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keywords, referred to as the “Time Zone” for keywords, and Fig. 4 represents the emer-
gence of Burst keywords. In the Time Zone graph, the size of the circles indicates the
frequency of keyword appearances in the last decade [25], while the timeline signifies
the first occurrence of keywords [26]. Scholars often use the Time Zone graph to com-
prehend the cutting-edge trends in a particular field. Figure 4 lists the top 52 keywords
with the highest intensity in different periods, with the subsequent timeline denoting
the years in which these keywords were relatively prominent in the literature. The burst
keywords signify different research hotspots in various periods, providing insights into
the developmental history of a field. The combined analysis of these two graphs yields
a more effective and comprehensive understanding. Examining Fig. 3, it is evident that
research in the UCHCI field over the past decade has predominantly focused on user-
centered design, as indicated by keywords such as user-centered design, user experience,
user interfaces, and affective computing. Subsequently, the research shifted towards the
study of human factors, including behavior, health, care, and emotions. Further investi-
gations concentrated on the integration of human and computer, featuring keywords like
Participatory design, experience, and electronic health records. Post-2020, new research
trends and hotspots emerged in graphics systems and interfaces, applied computing,
and human-centered computing. This evolution demonstrates the maturity of UCHCI
research, with increasingly diverse and enriched content. The results from Fig. 4 align
with those from Fig. 3. The 52 highlighted keywords in Fig. 4 illustrate a transition
from early user-centered design to the study of human factors (behavior, psychology,
habits), leading to the development of new systems designed and developed with user
participation. This trend signifies the convergence and multifaceted development of the
human-computer interaction field.

Fig. 3. Keyword co-occurrence clustering map for UCHCI literature
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Fig. 4. UCHCI keywords burst term
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3.4 Co-citation Analysis and Discussion

The co-citation of literature refers to the situation where two or more documents are
simultaneously cited in other documents [27]. Understanding co-citation patterns can
reveal the interrelatedness between documents and, concurrently, reflect the influence
of a document within a research domain [28]. Among the 2,343 documents retrieved,
a total of 62,538 references were cited. Table 2 lists the top 10 co-cited documents,
indicating their significant impact in the UCHCI field. Foremost among them is the
work by Kennedy et al. published in 1993, titled “Simulator Sickness Questionnaire:
An Enhanced Method for Quantifying Simulator Sickness,” with a remarkable 5,927
citations on Google Scholar as of October 2023. This article focuses on the development
and application of the Simulator Sickness Questionnaire (SSQ) as an improved tool for
assessing simulator sickness in high-fidelity visual simulators. The SSQ, derived from
the Pensacola Motion Sickness Questionnaire (MSQ) through factor analyses, provides
a more suitable instrument for measuring simulator sickness. Following closely is the
1998 paper by Witmer and Singer titled “Measuring presence in virtual environments:
A presence questionnaire.” This article introduces a Presence Questionnaire (PQ) and
an Immersive Tendencies Questionnaire (ITQ) to gauge the sense of presence experi-
enced by users in virtual environments (VEs). Additionally, the work byWobbrock et al.
in 2011, titled “The aligned rank transform for nonparametric factorial analyses using
only ANOVA procedures,” has garnered widespread attention. This paper proposes the
Aligned Rank Transform (ART) for nonparametric factorial data analysis, enabling the
examination of interaction effects in multi-factor experiments using common ANOVA
procedures. The 1999 publication by Usoh et al., “Walking > walking-in-place > fly-
ing, in virtual environments,” has also received significant attention. This work suggests
that walking provides a higher subjective sense of presence compared to push-button-fly
(floor plane flying) in immersive virtual environments. In the realm of authored works,
the book “3D User Interfaces: Theory and Practice,” authored by JJ LaViola Jr. And
others in 2017, stands out as highly influential. This book extensively covers emerg-
ing applications, technologies, and best practices, integrating a wealth of theoretical
foundations, in-depth analyses of advanced devices, and empirically validated design
guidelines. It serves as a theoretical guide in the field of human-computer interaction.
Beyond these highlighted works, the significance of the remaining articles in the list is
also substantial.

3.5 Distribution of UCHCI Literature Sources

The publication source statistics reveal the journals or conferences that have published
the highest number of papers and made the most significant contributions to the field
[29]. According to the statistics, a total of 2343 papers within the search scope were
published across 923 journals. Table 3 presents the top 10 journals or conferences based
on total citation counts, indicating a higher prevalence of conference papers than journal
articles in the UCHCI domain. Notably, the “IEEEConference onVirtual Reality and 3D
User Interfaces” stands out as the most cited venue in the field, reflecting its substantial
impact. This conference published a total of 198 papers across its 2018, 2019, and 2020
editions, accumulating an impressive 1435 citations. Following closely is the “Annual
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Table 2. Top 10 classical literatures

No. Title Year Total link strength Citations

1 Simulator Sickness Questionnaire: An
Enhanced Method for Quantifying
Simulator Sickness

1993 545 71

2 Measuring presence in virtual
environments: A presence questionnaire

1998 254 36

3 The aligned rank transform for
nonparametric factorial analyses using
only anova procedures

2011 191 35

4 Walking > walking-in-place > flying, in
virtual environments

1999 330 33

5 3D user interfaces: theory and practice 2017 182 32

6 NASA-task load index (NASA-TLX);
20 years later

2006 126 30

7 A discussion of cybersickness in virtual
environments

2000 236 30

8 Using thematic analysis in psychology 2006 48 29

9 SUS: A’Quick and Dirty’Usability Scale 1996 97 27

10 The information capacity of the human
motor system in controlling the
amplitude of movement

1954 147 27

CHI Conference on Human Factors in Computing Systems,” which published 11 papers
in 2016 andgarnered 471 citations. Themost influential journal is “Sensors,” contributing
15 relevant papers and accumulating 265 citations. Furthermore, the journals “Journal
of Medical Internet Research” and the conference “IEEE International Symposium on
Mixed and Augmented Reality (ISMAR2020)” also wield significant influence in the
UCHCI domain.

3.6 High-Impact Countries and Research Institutions

As illustrated in the Fig. 5, a total of 86 countries or regions globally have contributed
to the field of UCHCI. In terms of collaboration, three major cooperative communities
have emerged, led by the United States, Germany, and England. Regarding the total
publication output, the United States leads with 612 papers and a total citation count of
4149. Following closely are China (324 papers, cited 1630 times), Germany (313 papers,
cited 1746 times), England (199 papers, cited 1486 times), Japan (153 papers, cited 544
times), Canada (108 papers, cited 585 times), Australia (95 papers, cited 383 times),
France (91 papers, cited 495 times), South Korea (90 papers, cited 601 times), Italy
(73 papers, cited 476 times), Spain (73 papers, cited 530 times), Portugal (63 papers,
cited 116 times), Denmark (47 papers, cited 197 times), Netherlands (45 papers, cited
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Table 3. Top 10 contribution journals or conference

Ranking Source Number of
citations

Number of published papers

1 IEEE Conference on Virtual
Reality and 3D User Interfaces
(VR2019)

545 100

2 IEEE Conference on Virtual
Reality and 3D User Interfaces
(VR 2020)

498 47

3 34th Annual CHI Conference on
Human Factors in Computing
Systems, (CHI 2016)

471 11

4 IEEE Conference on Virtual
Reality and 3D User Interfaces
(VR2018)

392 51

5 Sensors 265 15

6 IEEE Conference on Virtual
Reality and 3D User Interfaces
(VR2021)

251 36

7 Proceedings of the 2020 CHI
conference on Human Factors in
Computing

240 9

8 2020 IEEE Conference on Virtual
Reality and 3D User Interfaces
Workshops

226 75

9 Journal of Medical Internet
Research

212 9

10 IEEE International Symposium on
Mixed and Augmented Reality
(ISMAR2020)

192 24

332 times), and Austria (43 papers, cited 290 times). The top 15 countries in terms of
publication numbers contribute to 77.09% of the total papers, all with citation counts
exceeding 100. These countries constitute crucial sources of global output in UCHCI
research.

In the past decade, a total of 2042 institutions worldwide have engaged in research
related to UCHCI. The top five institutions in terms of publication output are led by
the University of Tokyo (44 papers), followed by the University of Central Florida (30
papers), Technical University ofMunich (29 papers), Purdue University (27 papers), and
Beijing Institute of Technology (26 papers). In terms of citation counts, the University
of Washington leads with a total citation count of 372, followed by the Georgia Institute
of Technology (368 citations), Indiana University (295 citations), Clemson University
(237 citations), and Purdue University (215 citations) (Table 4).



Research Hotspots and Trends 173

Fig. 5. National Collaborative Network

Table 4. Institutions with the Highest Publication and Citation Counts

Ranking Institutions Publications Institutions Citations

1 University of Tokyo 44 University of
Washington

372

2 University of Central
Florida

30 Georgia Institute of
Technology

368

3 Technical University of
Munich

29 Indiana University 295

4 Purdue University 27 Clemson University 237

5 Beijing Institute of
Technology

26 Purdue University 215

3.7 High Impact Author Analysis

Through co-citation analysis, we gain insights into scholars worldwide who have made
significant contributions to the field of UCHCI research. Globally, there are a total of
7483 researchers involved in theUCHCI domain. Table 5 presents the top 5 authors based
on publication output, including their names, total citation counts, and average citation
counts. Among them, the most prolific author is Steinicke Frank, who has published 19
papers, with a total of 63 citations and an average citation count of 3.3158. Latoschik
Marc Erich,Mousas Christos,WengDongdong, andWooWoontack all tie for the second
position, each having published 18 papers. Their respective citation counts and average
citation counts are as follows: Latoschik Marc Erich with 131 citations and an average
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of 7.2778, Mousas Christos with 88 citations and an average of 4.8889,Weng Dongdong
with 87 citations and an average of 4.8333, and Woo Woontack with 79 citations and an
average of 4.3889.

Table 5. The top 5 authors by publication output

Ranking Author Number of
published
papers

Number of
citations

Average of Citations

1 Steinicke, Frank 19 63 3.3158

2 Latoschik, Marc Erich 18 131 7.2778

3 Mousas, Christos 18 88 4.8889

4 Weng, Dongdong 18 87 4.8333

5 Woo, Woontack 18 79 4.3889

4 Discussion and Conclusion

This paper is based on bibliometrics, retrieving 2343 UCHCI-related articles from Web
of Science and conducting data analysis to form a comprehensive review. The study
focuses on the research domain of UCHCI over the past decade, providing in-depth
analysis of key research hotspots and emerging trends. Furthermore, a detailed analysis
is performed on prolific journals, major contributing authors, countries, and research
institutions within the UCHCI field.

1. In terms of the quantity of literature output, the number of publications in the field
of UCHCI has shown an overall increasing trend over the years, reaching maturity
after 2020 and peaking in 2022. UCHCI articles are predominantly published in
conferences,with the number of journal publications being less than that of conference
publications. Noteworthy authors such as Steinicke Frank, Latoschik Marc Erich,
Mousas Christos, Weng Dongdong, Woo Woontack, and their respective teams are
key contributors to the literature output in the UCHCI domain. The main contributing
institutions include the University of Tokyo, the University of Central Florida, the
Technical University of Munich, Purdue University, Beijing Institute of Technology,
and others.

2. Through keyword clustering, it is evident that research in UCHCI exhibits diversity.
The research hotspots primarily fall into five major categories: #1 usability and user
experience, #2 interaction paradigms and technologies, #3 human-AI collaboration,
#4 user perception, and #5 visualization. This reflects the interdisciplinary nature
of UCHCI research, integrating computer technology, design, psychology, sociol-
ogy, and other fields. Analyzing temporal graphs and prominence charts, it can be
predicted that the UCHCI field will continue to incorporate more diverse domains
in the future. The focus will be on graphics systems and interfaces, hci theory, and
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interaction techniques. Additionally, with the advancement of new technologies, we
can anticipate the emergence of novel interaction paradigms that place even greater
emphasis on user-centered approaches.

3. From the co-citation analysis, a set of classic literature emerges, such as “Simula-
tor Sickness Questionnaire: An Enhanced Method for Quantifying Simulator Sick-
ness,” “Measuring presence in virtual environments: A presence questionnaire,” “The
aligned rank transform for nonparametric factorial analyses using only anova proce-
dures,” and others. These works have laid the theoretical foundation for the field of
UCHCI.

Through this research, valuable insights are offered to potential collaborators and
partnering institutions in the UCHCI domain. Simultaneously, a new perspective is pro-
vided on core topics and frontier directions. The research results systematically present
the evolutionary footprint of the UCHCI field, aiding researchers in comprehensively
understanding the entirety of the research. These findings establish a robust foundation
for the further development of the UCHCI field.

5 Limitation and Future Work

While we have extensively analyzed and reviewed existing literature using modern bib-
liometric software, it is essential to acknowledge several limitations. Firstly, our study
selectively chose articles from the Web of Science database, which exclusively includes
conference proceedings and journal articles, thereby excluding other forms of litera-
ture such as books. Consequently, our literature sample may not encompass all research
on UCHCI, and future studies should consider incorporating additional databases and
diverse literary forms [30]. Secondly, the incomplete citation of recently published lit-
erature may limit the comprehensiveness of our analysis of the co-citation network.
In the co-citation network, some publications may not be thoroughly cited, impacting
our comprehensive understanding of the academic interconnectedness in the research
domain [31]. Future research can address this limitation by incorporating more compre-
hensive citation data, improving our grasp of research field interactions. Additionally,
it is important to note that the analyzed literature is confined to English-language pub-
lications, excluding articles written in other languages. Therefore, future research may
explore broadening the language scope to include literature in various languages [32],
ensuring a more globally inclusive perspective on UCHCI research. Such an expansion
can better reflect contributions from diverse cultures and academic traditions to the field.
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Abstract. The purpose of this study is to provide insights into the
research progress of Eye Tracking in User Experience Research (ET-
UER) by bibliometric methods. The literature of ET-UER collected from
the Web of Science database is used as the data source. VOSviewer and
CiteSpace, which are software tools for visualizing bibliometric data, are
used to conduct keyword analyses, evolutionary analyses, and co-citation
analyses of the literature. The results show that the overall trend of liter-
ature volume is increasing. Country analysis shows that a few academi-
cally strong countries have contributed most of the research in this field.
Analysis of research institutions and authors shows that international
cooperation in eye tracking user experience research is not close. The
hotspots of ET-UER include three main clusters: #1, the variables and
evaluation content of eye tracking research; #2, the application scenarios
of eye tracking; and #3, the indicators of eye tracking research. Evolu-
tion analysis reveals four trends in the development of ET-UER: firstly,
the expansion of research scenarios; secondly, changes in eye tracking
experimental environments and stimulus materials; thirdly, advances in
research methods, paradigms, and analytical technologies; and fourthly,
user-centered design. The most frequently co-cited research on ET-UER
is divided into three categories: application of eye tracking technology,
research on eye tracking technology, and methods and measurement.
Based on the analysis of this study, the following three questions are
still worth further attention. First, it is necessary to optimize the user
experience of eye tracking as an interactive input. Second, it is impor-
tant to support continuous and reliable research on gaze behavior in
real-world experimental environments, including dynamic, 3D, interac-
tive, and other experimental materials, which require more advanced
experimental and data analysis techniques. Third, machine learning has
great potential for follow-up research in the field of ET-UER.

Keywords: Eye Tracking · User Experience · Bibliometric

1 Introduction

User Experience (UX) is a hot keyword in the field of human-computer inter-
action (HCI) and design. Norman et al. [1] proposed the concept of UX. He
believes that UX should meet customer needs and that product design should
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be simple and generous to satisfy users and bring them additional surprises.
The International Organization for Standardization [2] defines user experience
as ’The perception and response obtained by a user using or expecting to use a
system, product, or service’. This definition focuses on the user’s perception and
is the most influential definition of UX. Hassenzahl et al. [3] pointed out that
user experience results from a combination of the user’s internal state (expec-
tations, needs, motivations, etc.), system characteristics (usefulness, usability,
functionality, etc.) and the result of interaction scenarios. On the Internet, user
experience mostly refers to user interaction when using or operating human-
machine interfaces [4]. There are different emphases on the definition of user
experience. As Ding et al. [5] pointed out, the exact definition of user experience
is still controversial. But overall, user experience is the physiological and psy-
chological perception obtained by users during their interaction with products,
environments and others. User Experience (UX) shapes how users interact with
products, systems and services, so it is necessary to evaluate interaction methods
through technical means accurately [6].

Eye tracking is a technology for measuring individual eye movements.
Researchers can use eye tracking technology to know where subjects are looking
at a given time and the order in which their eyes move [7]. Therefore, on the one
hand, eye tracking combined with usability testing has become another method
for measuring user experience. Eye tracking analysis can understand users’ visual
experience and integrate eye tracking data with existing usability measurement
indicators to gain new insights [4]. On the other hand, eye tracking can also
serve as an actual control medium in human-machine dialogue [8].

In order to further use eye tracking technology to promote user experi-
ence research, it is necessary to have a comprehensive understanding of current
research trends. There are already some reviews on eye tracking technology in
the field of user experience research: García and Cano [6] reviewed the most rel-
evant articles in the eye tracking evaluation of user experience. They found that
indicators commonly transformed raw variables captured by an eye tracker into
outcomes related to product user experience models and discussed how state-
of-the-art passive eye tracking technologies provides a cheap and simple way to
implement these experiments within budget constraints; Cooke [9] introduced
the mechanism of eye tracking as well as usability-related research in reading
scanning and searching fields summarized future areas for eye-tracking research;
Poole and Ball [7] outlined eye-tracking technology and discussed its use in HCI
and usability research in detail. These reviews mainly use qualitative analysis
methods to review and summarize periodically, which makes it difficult to objec-
tively analyze changes in hotspots and development trends in this field. Quan-
titative analysis can include a large amount of literature related to a field for
analysis to compensate for the limited workload of researchers, which may result
in insufficient sample comprehensiveness. This study uses bibliometric methods,
which can provide insights into research progress through performance analy-
sis and co-occurrence network analysis [10] of Eye Tracking in User Experience
Research (ET-UER), to provide a reference for scholars in this field, providing
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a general overview predicting future directions for Eye Tracking Technology in
User Experience Application Status Research guiding User Experience Design
Practice.

2 Materials and Methods

2.1 Data Collection

This study uses the Web of Science (WOS) core collection database as its data
source, with a retrieval time of December 31, 2022. The commonly used SSCI,
SCI-Expanded, A&HCI, CPCI-S, and CPCI-SSH citation indexes in the WOS
database are selected as the retrieval sources. The retrieval strategy is set to:

TS=(((eye tracking) OR (eye movement analysis)) AND ((user experience)
OR (UX) OR (UE) OR (user centered) OR (UCD) OR (usability)))

To collect all articles related to ET-UER, the retrieval data range has been
set to all years (i.e., from 1900 to December 2022). In order to avoid the loss of
interdisciplinary literature, the literature sources were not pruned. The retrieved
literature is exported as “full record and cited references” in “txt” format, and
finally, 1647 articles on the application status of eye tracking technology in user
experience are obtained. These articles are exported as “complete record and
citation” and “txt” as input sources for VOSviewer and CiteSpace.

2.2 Bibliometric Analysis

This paper uses bibliometric methods using mathematics and statistics to ana-
lyze publications quantitatively [11]. Much software is used for bibliometric anal-
ysis, each with different functions and limitations. This paper chooses VOSviewer
and CiteSpace. VOSviewer was developed by Van Eck and Waltman [12] of the
Science Research Center of Leiden University in the Netherlands in 2009. It has a
powerful user graphical interface and mapping visualization capabilities, suitable
for large-scale data positioning research topics’ focus and hotspots. CiteSpace is
a citation visualization analysis software developed by the team of Chen [13] at
Drexel University in the United States. CiteSpace intuitively shows the devel-
opment trend and evolution process of a discipline or research topic during a
specific period and has been widely used in bibliometric analysis in recent years.

This study investigates and summarizes ET-UER from basic characteristics,
keyword analysis and evolution analysis of hotspots, and co-citation of references.

3 Results

According to the subject statistical analysis of the WOS system, among the 1647
articles, a total of 69 main subjects are involved. The top 10 subjects are com-
puter science, engineering, psychology, computer artificial intelligence, electronic
and electrical engineering, automation control systems, physics, manufacturing
engineering, energy science and multidisciplinary engineering.
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3.1 Basic Characteristics

The change in the output of academic literature over time is an important
method to measure the development trend of research topics. It can effectively
evaluate the research dynamics of this discipline. The distribution of the annual
number of publications related to ET-UER is shown in Fig. 1. From the publi-
cation situation of WOS, the first article within the search scope was published
in 1991. The number of eye tracking technologies appearing in user experience
research literature has increased significantly. Between 1991 and 2002, the annual
number of publications was relatively small and did not exceed 6; between 2003
and 2013, the number of publications grew steadily at an annual rate of 13–51;
after 2013, the number of publications grew rapidly and reached a peak in 2019
with 205 publications. After 2019, it declined slightly, with an annual publication
volume of 137–156. ET-UER has gone through four stages: early stage, steady
growth, rapid growth, and peak stages. After 2013, it heated up rapidly and
gradually formed a research boom.

Fig. 1. The number of ET-UER publications

Performance of Countries. Statistical data from various countries can pro-
vide an in-depth understanding of contributing countries and growth trends.
According to data from around the world, 70 countries have conducted research
within the search scope. The top ten countries account for more than 77.60%
of the total publications. Within the search scope, these countries have a pub-
lication volume exceeding 50 articles, which is an important source of ET-UER
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output. The United States, China, and Germany have contributed the most
publications of ET-UER. Among them, the United States is the highest contrib-
utor in this field with a total of 345 publications accounting for 20.95% of the
total, followed by China with a publication volume of 219 accounting for 13.30%,
Germany with a publication volume of 203, accounting for 12.33%, followed by
Britain with a publication volume of 136, Japan with a publication volume of 85,
Canada with a publication volume of 63, Italy with a publication volume of 61,
South Korea with a publication volume of 60, Poland with a publication volume
of 54, and Switzerland with a publication volume of 52. In addition, the United
States ranks first in terms of citations, while Canada has the highest average
number of citations (Table 1).

Table 1. Most publications top ten countries involved in ET-UER.

Rank Country Number of
Publications

Percentage of
Publications

Citation Counts Average Citation

1 USA 345 20.95% 5351 15.5101

2 China 219 13.30% 1301 5.9406

3 Germany 203 12.33% 2070 10.197

4 England 136 8.26% 1650 12.1324

5 Japan 85 5.16% 760 8.9412

6 Canada 63 3.83% 1185 18.8095

7 Italy 61 3.70% 598 9.8033

8 South Korea 60 3.64% 645 10.75

9 Poland 54 3.28% 342 6.3333

10 Switzerland 52 3.16% 925 17.7885

Performance of Research Institutions and Authors. A total of 1578
research institutions worldwide have conducted research on ET-UER. Running
VOSviewer and selecting organizations with the node threshold set to 4, we get
a cooperation network with 158 nodes and 155 cooperation relationships. The
size of the institution node represents the number of articles produced, and the
lines between institutions represent the strength of cooperation. The closer the
cooperation, the wider the line between institutions [14]. Judging from the distri-
bution of cooperation relationship strength (number of cooperations) within each
sub-network, international cooperation in ET-UER is not close and has strong
regional characteristics, mainly based on cooperation between institutions within
the country or region. According to statistics on the literature output of publish-
ing institutions, there are 21 institutions with a publication volume exceeding ten
articles, among which Swiss Federal Institute of Technology in Zurich (Switzer-
land), The University of Manchester (UK), University of Patras (Greece) and
others are major high-yield institutions with large research influence in the inter-
national arena and occupy a core position in this field (Table 2).
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Table 2. Institutions with a publication volume exceeding 10 articles in ET-UER.

Rank Institution (Country) Number of
Publications

Citation
Counts

Average
Citation

1 Swiss Federal Institute of Technology in Zurich (Switzerland) 20 154 7.7

2 The University of Manchester (UK) 19 177 9.3158

3 University of Patras (Greece) 16 151 9.4375

4 Middle East Technical University (Turkey) 15 102 6.8

5 Palacky University Olomouc (Czech Republic) 15 99 6.6

6 Northeastern University (United States) 14 223 15.9286

7 Technical University of Munich (Germany) 13 157 12.0769

8 University of Tübingen (Germany) 13 171 13.1538

9 Dongguk University (Korea) 12 282 23.5

10 Beijing Normal University (China) 11 204 18.5455

11 Simon Fraser University (Canada) 11 578 52.5455

12 Ecole Polytechnique Fédérale de Lausanne (Switzerland) 10 298 29.8

13 Purdue University (United States) 10 71 7.1

14 Texas A&M University (United States) 10 56 5.6

15 Tsinghua University (China) 10 19 1.9

16 University of Koblenz and Landau (Germany) 10 27 2.7

17 Lancaster University (UK) 10 205 20.5

18 University of Massachusetts (United States) 10 136 13.6

19 University of Stuttgart (Germany) 10 61 6.1

20 University of Washington (United States) 10 48 4.8

21 Zhejiang University (China) 10 34 3.4

The author is the smallest unit of literature output and a direct contributor to
the field of ET-UER. 5184 scholars worldwide are involved in ET-UER, and 197
authors have published more than three articles. The top 10 authors in terms of lit-
erature output are Stanislav Popelka (Palack? University in Olomouc, 15 articles),
followed by Sukru Eraslan (Middle East Technical University, 14 articles), Yeliz
Yesilada (Middle East Technical University, 14 articles), Christos A. Fidas (Uni-
versity of Patras, Greece, 12 articles), Simon Harper (University of Manchester, 12
articles), Kang Ryoung Park (Dongguk University, 12 articles), Andreas Bulling
(University of Stuttgart, 10 articles), Dong Weihua (Beijing Normal University,
10 articles), Enkelejda Kasneci (Technical University of Munich, 10 articles), and
Soussan Djamasbi (Worcester Polytechnic Institute, 9 articles) (Table 3).

Performance of Publications. ET-UER papers are distributed in 1069 publi-
cations, of which 216 have published two or more articles. Table 4 specifically lists
publications with a publication volume of 10 or more. These publications have
177 articles, accounting for 10.74% of the total articles. Among them, JOUR-
NAL OF EYE MOVEMENT RESEARCH has the highest publication volume
with 27 articles, followed by SENSORS (26 articles) and INTERNATIONAL
JOURNAL OF HUMAN-COMPUTER INTERACTION (23 articles). From the
perspective of the types of publications with more than ten articles, journals are
the main carriers for eye tracking technology user experience research, with 167
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Table 3. The top 10 authors in terms of literature output in ET-UER.

Rank Author Institution Number of
Publications

Citation
Counts

Average
Citation

1 Stanislav Popelka Palacký University in Olomouc 15 162 10.8

2 Sukru Eraslan Middle East Technical University 14 139 9.9286

3 Yeliz Yesilada Middle East Technical University 14 139 9.9286

4 Christos A. Fidas University of Patras 12 145 12.0833

5 Simon Harper University of Manchester 12 126 10.5

6 Kang Ryoung Park Dongguk University 12 291 24.25

7 Andreas Bulling University of Stuttgart 10 252 25.2

8 Dong, weihua Beijing Normal University 10 182 18.2

9 Enkelejda Kasneci Technical University of Munich 10 96 9.6

10 Soussan Djamasbi Worcester Polytechnic Institute 9 286 31.7778

articles accounting for 94.35% of the publication volume of publications with
more than ten articles. The highest average number of citations is INTERNA-
TIONAL JOURNAL OF HUMAN-COMPUTER STUDIES, with an average
number of citations of 42.6, followed by IEEE TRANSACTIONS ON VISUAL-
IZATION AND COMPUTER GRAPHICS, with an average number of citations
of 26.1 and FRONTIERS IN PSYCHOLOGY, with an average number of cita-
tions of 18.8182.

3.2 Keyword Analysis

The keywords of an article can express the main content of the article. The fre-
quency of keywords in academic literature can measure the importance of related
topics in a specific field and conduct quantitative analysis and comparison. Co-
word analysis is an important content in the method of bibliometrics. Within the
search scope of 1647 articles, 5445 keywords are included. Running VOSviewer
with the keyword co-occurrence frequency set to 8, after filtering and merging
synonyms, produces a total of 149 keywords, forming a keyword co-occurrence
cluster, as shown in Fig. 2. In the figure, keywords of the same color belong
to the same cluster and form 3 main clusters, which are #1, the variables and
evaluation content of eye tracking research; #2, the application scenarios of eye
tracking; and #3, the indicators of eye tracking research.

Cluster #1, the variables and evaluation content of eye tracking research,
mainly include perception, performance, visual attention, behavior, visual
search, quality, strategy, workload, situation awareness, complexity, cognition,
intention, individual differences, comprehension, memory, emotion, satisfaction,
etc. Eye movement data can be used as an aggregated measure and then inter-
preted as an indicator of cognitive state, such as the duration of fixation indi-
cating cognitive load [15].

Cluster #2, the application scenarios of eye tracking, mainly including eval-
uation, neuroscience, EEG (electroencephalography), gaze interaction, brain-
computer interface, machine learning, emotion recognition, classification, affec-
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Table 4. Publications with a publication volume of 10 or more in ET-UER.

Publication Type Number of
Publications

Citation
Counts

Average
Citation

Average impact
factor (5 years)

Publisher

1 JOURNAL OF
EYE MOVEMENT
RESEARCH

Journal 27 406 15.037 1.408 INT GROUP
EYE
MOVEMENT
RESEARCH

2 SENSORS Journal 26 326 12.5385 4.05 MDPI
3 INTERNATIONAL

JOURNAL OF
HUMAN-
COMPUTER
INTERACTION

Journal 23 237 10.3043 4.503 TAYLOR &
FRANCIS
INC

4 INTERACTING
WITH
COMPUTERS

Journal 17 203 11.9412 1.532 OXFORD
UNIV PRESS

5 ISPRS
International
Journal of
Geo-Information

Journal 16 162 10.125 3.165 MDPI

6 INTERNATIONAL
JOURNAL OF
HUMAN-
COMPUTER
STUDIES

Journal 15 639 42.6 4.435 ACADEMIC
PRESS LTD-
ELSEVIER
SCIENCE
LTD

7 MULTIMEDIA
TOOLS AND
APPLICATIONS

Journal 12 53 4.4167 2.395 SPRINGER

8 FRONTIERS IN
PSYCHOLOGY

Journal 11 207 18.8182 4.426 FRONTIERS
MEDIA SA

9 2018 ACM
SYMPOSIUM ON
EYE TRACKING
RESEARCH &
APPLICATIONS
(ETRA 2018)

Symposium 10 34 3.4 - -

10 IEEE
TRANSACTIONS
ON
VISUALIZATION
AND COMPUTER
GRAPHICS

Journal 10 261 26.1 5.37 IEEE
COMPUTER
SOC

11 UNIVERSAL
ACCESS IN THE
INFORMATION
SOCIETY

Journal 10 129 12.9 2.42 SPRINGER
HEIDEL-
BERG

tive computing, user interface, navigation, virtual reality, head-mounted display,
augmented reality, serious games, education, surgery, assistive technology, chil-
dren, autism, rehabilitation, etc. This cluster reflects the application of eye-
tracking technology, which is divided into two themes: evaluation and inter-
action. In the evaluation scenario, other neuroscience and physiological mea-
surement methods are often combined to improve the accuracy and compre-
hensiveness of information, such as EEG. Machine learning technology is also
used to train machine learning models with physiological measurement data for
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automated analysis. In the interaction scenario, gaze interaction is often com-
bined with other methods, such as brain-computer interface, gesture recognition,
facial recognition, speech input, etc., to create a new interactive experience. This
cluster also includes specific application fields such as user interface, interac-
tion design, navigation, virtual reality, augmented reality, surgery, etc. Another
important application field is the design for special groups of people, such as chil-
dren and autism. Assistive technology for special groups of people and patient
rehabilitation is also mentioned in the keywords. This reflects the inclusive per-
spective of ET-UER.

Cluster #3, the indicators of eye tracking research mainly include metrics,
saccades, scanpath, region of interest, visualization, visual analytics, task anal-
ysis, time, etc. This cluster reflects the related terms for eye-tracking usability
research. Researchers must choose eye-tracking indicators related to tasks and
their inherent cognitive activities separately in each usability study [8]. The first
common indicator fixation is a collection of fixation points. The second common
indicator, saccade, describes the rapid movement of the eyes from one fixation
to another. The third common indicator scan path is alternating fixations and
saccades. The fourth indicator, area of interest(AOI) or region of interest(ROI),

Fig. 2. Co-words network of ET-UER
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is part of a very important stimulus for a hypothesis [16]. Because many eye
movement studies tend to be behavioral experiments, they involve other related
task indicators such as task completion time, completion rate, error rate, etc. Eye
movement data can be used in an exploratory way to explain other dependent
variables (such as interpreting task completion time through fixation data).

3.3 Evolution Analysis of Hotspots

To further study the frontier topics and development trends in the ET-UER field,
the average occurrence time of keywords was statistically analyzed. Figure 3 is
the keyword co-occurrence time zone map for ET-UER, which intuitively reflects
the evolution of topics in each time period within the search scope and the
development trend of keywords. Figure 4 lists the top 26 keywords with strong
emergence. The dark color indicates the year in which the key words in the paper
are cited frequently, reflecting the changing trend of research. Both the time
zone map (Fig. 3) and the keywords burst term (Fig. 4) are analysis indicators
that introduce a time dimension for keywords and can be used to obtain more
objective and accurate results by cross-referencing each other. Combining the
time zone map (Fig. 3) and keywords burst term (Fig. 4), it can be seen that
there are 4 trends:

Fig. 3. Keyword co-occurrence time zone map for ET-UER

1. The trend of research scenarios. The development of eye tracking research
has evolved from general usability evaluation and usability testing to specific
application areas such as navigation, security, and education. With the devel-
opment of technology and equipment, the ET-UER research scene has further
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evolved. Virtual reality, mixed reality, Augmented reality, and its extensions,
such as serious games and other fields, have become a new research hotspot.
Gaze interaction is one of the interaction methods in this field, and its expe-
rience, usability, comfort, and so on are important research content.

2. The trend of eye tracking experiments. The mid-term keyword environment
indicates that the experimental environment also changes from a traditional
laboratory to a wider range of real environments. Rupi and Krizek [17] used
mobile glasses to record the visual gaze of cyclists in a real outdoor environ-
ment. The keywords 3D, dynamic, and human-robot interaction indicate that
the experimental materials were expanded in the middle and late stages, tran-
sitioning from 2D to 3D, from static to dynamic, and from non-interactive to
interactive. These changes bring higher challenges to eye tracking technology
and data analysis technology.

3. The trend of research methods, paradigms, and analytical technologies in ET-
UER shows a tendency towards multiple methods, multimodal approaches,
and automation. The trend of multiple methods refers to the combination of
eye movement research with task analysis, physiological measurement, ques-
tionnaire scales, interviews, thinking aloud, and other subjective, objective,

Fig. 4. Keywords Burst Term related to ET-UER
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qualitative, and quantitative research methods. The trend of multimodal
refers to the combination of eye movement tracking with other physiologi-
cal measurement methods such as electromyography (EMG), measurement
of electrodermal activity (EDA), electroencephalography (EEG), functional
magnetic resonance imaging (fMRI), etc., to form a multimodal evaluation
method, which provides more accurate and comprehensive information for
experience evaluation. The trend of automation refers to the emergence of new
technical methods for quantifying usability test data and improving process
automation in recent years, solving the problems of high cost and time con-
sumption in usability evaluation. The combination of eye movement tracking
technology and machine learning can produce valuable information for iden-
tifying changes in user behavior, usability issues, and more variable aspects
of the overall user experience.

4. The trend of user-centered design. These keywords, such as individual dif-
ference, human factor, user study, user, adult, children, human center com-
puting, ages, and assistive technology, indicate that ET-UER presents a more
inclusive perspective with a focus on users, especially special groups of people.

3.4 Co-citation Analysis

When two articles are cited by the same article, these two articles are said to
have a co-citation relationship. Through the Vosviewer visualization software,
the collected relevant papers were analyzed for co-citation to explore the key
node papers in the research. The collected data of nearly 1647 relevant papers
were input into the Vosviewer software. The Type of analysis was selected as co-
citation and the unit of analysis was selected as cited references. Overall, 1647
research papers were cited a total of 43197 times with an average single citation
of 26.23 times. The minimum number of cited references was set to 10, and a
total of 186 nodes were obtained. This indicates that ET-UER is in a relatively
mature stage, and related research has a solid foundation and has produced a
batch of classic literature. The table lists the top 12 key node papers. After
searching for relevant literature in the table using Google Scholar, the 12 papers
in the table can be roughly divided into the following 3 categories (Table 5).

Application of Eye Tracking Technology. The application review includes
Duchowski’s [18] breadth-first survey of eye tracking applications, reporting work
from the following fields: neuroscience, psychology, industrial engineering, human
factors, marketing/advertising, and computer science. After reviewing tradi-
tional diagnostic methods, it focuses on interactive applications, distinguish-
ing between selective and evidence-based methods. Jacob and Karn [8] discuss
the application of eye tracking in user interfaces, which can be used to analyze
interfaces (measure usability) as well as serve as a suitable control medium in
human-computer dialogue; Goldberg and Kotval [19] investigate the possibility
of introducing the user’s eye tracking as an additional input medium. In earlier
times, such as before 1980, highly cited eye tracking research reviews focused on
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psychology. Rayner [20] reviewed recent research on eye tracking in reading and
other information processing tasks such as music reading, typing, visual search
and scene perception. The review’s main focus is reading as a specific example of
cognitive processing. Just and Carpenter [21] proposed a model of reading com-
prehension that explains the allocation of fixation points by 14 college students
reading scientific articles. Just and Carpenter [22] theoretically analyzed gaze
order and duration in simple cognitive tasks such as mental rotation, sentence
verification and quantitative comparison. A specific example of eye tracking tech-
nology application is a study by Goldberg et al. [23], which used eye tracking to
evaluate specific design features of a prototype portal website application.

Research on Eye Tracking Technology. Hansen and Ji [24] review current
progress and state of the art in video-based eye detection and tracking to identify
promising techniques and issues to be further addressed. They present a detailed
review of recent eye models and techniques for eye detection and tracking, survey
methods for gaze estimation, and compare them based on their geometric prop-
erties and reported accuracies. Morimoto and Mimica [25] provide an overview
of gaze tracking technology and focus on recent advances in gaze tracking tech-
nology for general computer applications. Despite the long-held belief that they
could also become important computer input devices, the technology still lacks
important usability requirements that hinder its applicability. Due to the usabil-
ity advantages of the pupil-corneal reflection technique, a detailed description is
provided, indicating that this method still needs to be better suited for general
interactive applications.

Methods and Measurement of Eye Tracking Technology. Holmqvist et
al. [26] wrote a comprehensive handbook on eye tracking methods. It describes
how to evaluate and acquire eye trackers, plan and design eye tracking studies
and record and analyze eye tracking data. In addition to technical details and
theory, the core of the book revolves around practicality - how to use event
detection algorithms to convert raw data samples into fixations and saccades,
how to compute different representations of eye tracking data using AOIs, heat
maps, and scan paths, and how all eye tracking measurements are related to these
processes. Goldberg and Kotval [19] evaluated several measurement methods
based on eye tracking position and scan path to assess their effectiveness in
evaluating interface quality.
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Table 5. The top 12 classical literatures related to ET-UER.

Rank Title Author Year Source Citations
1 Eye tracking in

human-computer
interaction and usability
research: Ready to
deliver the promises

Jacob, R. J., &
Karn, K. S

2003 The Mind’s Eye 124

2 Eye movements in
reading and information
processing: 20 years of
research

Rayner, K 1978 Psychological
Bulletin

106

3 Eye tracking: A
comprehensive guide to
methods and measures

Holmqvist, K.,
Nystr?m, M.,
Andersson, R.,
Dewhurst, R.,
Jarodzka, H.,& Van
de Weijer, J

2011 Oxford University
Press

100

4 Computer interface
evaluation using eye
movements: methods and
constructs

Goldberg, J. H., &
Kotval, X. P

1999 International
journal of industrial
ergonomics

96

5 Eye fixations and
cognitive processes

Just, M. A., &
Carpenter, P. A

1976 Cognitive
Psychology

70

6 Recursive complements
and propositional
attitudes

de Villiers, J.,
Hobbs, K., &
Hollebrandse, B

2014 Recursion:Complexity
in Cognition

69

7 In the eye of the
beholder: A survey of
models for eyes and gaze

Hansen, D. W., &
Ji, Q

2009 IEEE Transactions
on Pattern Analysis
and Machine
Intelligence

59

8 The use of eye
movements in
human-computer
interaction techniques:
what you look at is what
you get

Jacob, R. J 1991 ACM Transactions
on Information
Systems (TOIS)

59

9 A breadth-first survey of
eye-tracking applications

Duchowski, A. T 2002 Behavior Research
Methods,
Instruments, and
Computers

51

10 Eye gaze tracking
techniques for interactive
applications

Morimoto, C. H., &
Mimica, M. R

2005 Computer vision
and image
understanding

48

11 Eye tracking in web
search tasks: design
implications

Goldberg, J. H.,
Stimson, M. J.,
Lewenstein, M.,
Scott, N., &
Wichansky, A. M

2002 ETRA ’02:
Proceedings of the
2002 symposium on
Eye tracking
research &
applications

43

12 A theory of reading: from
eye fixations to
comprehension

Just, M. A., &
Carpenter, P. A

1980 Psychological
review

42

4 Conclusion and Discussion

Regarding the basic situation of ET-UER, the analysis of the number of publica-
tions shows that the overall trend of research output is on the rise, and the past
ten years have been a period of explosive boom. Country analysis shows that
a few academically strong countries have contributed most of the research in
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this field. Analysis of research institutions and authors shows that international
cooperation in eye tracking user experience research is not close. High-yield insti-
tutions include the Swiss Federal Institute of Technology in Zurich, The Univer-
sity of Manchester, the University of Patras, Middle East Technical University,
etc., and high-yield authors include Stanislav Popelka, Sukru Eraslan, Yeliz Yesi-
lada, Christos A. Fidas, etc. Analysis of publication distribution reveals that the
highest-yielding publications include the Journal of Eye Movement Research,
Sensors, and the International Journal of Human-Computer Interaction. The
hotspots of ET-UER include three main clusters: #1, the variables and evalua-
tion content of eye tracking research; #2, the application scenarios of eye track-
ing; and #3, the indicators of eye tracking research. Evolution analysis reveals
four trends in the development of ET-UER: firstly, the expansion of research sce-
narios; secondly, changes in eye tracking experimental environments and stimu-
lus materials; thirdly, advances in research methods, paradigms, and analytical
technologies; and fourthly, user centered design. The most frequently co-cited
research on ET-UED is divided into three categories: Application of eye track-
ing technology, research on eye tracking technology, methods, and measurement.
From the analysis of this study, the following three aspects still deserve further
attention. First, eye tracking as an interactive input method has great potential.
However, there is still room for improvement. Optimizing the user experience
will be a critical issue for the broader application of eye movement interac-
tion in the future. Second, supporting continuous and reliable research on gaze
behavior in real-world experimental environments, as well as for 3D, dynamic,
interactive, and other experimental materials, requires more advanced experi-
mental and data analysis techniques. Third, in the field of ET-UER, machine
learning is still a very young family of research methods with great potential for
subsequent research.
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Abstract. We developed the pictorial vision of the Usability Metric for User
Experience LITE (UMUX-LITE) scale, called P-UMUX-LITE, intended to pro-
vide a new method for measuring perceived availability in human-computer inter-
action. The scale is based on the established verbal usability questionnaireUMUX-
LITE, which was tested in a validation study (N = 100) using retrospective
research, and psychometric properties (structural validity, Internal consistency,
Concurrent validity, and Sensitivity) were measured. The results show that the
scale has satisfactory psychometric properties. Furthermore, strong correlations
were obtained for the sum scores between verbal SUS and P-UMUX-LITE.

Keywords: Usability · Scale development · Human-computer interaction

1 Introduction

Usability measurement is crucial in the product development process. Usability consists
of three core concepts: effectiveness, efficiency, and satisfaction, according to Inter-
national Organization for Standardization (ISO) 9241-11. Perceived availability is an
important construction of usability [1], reflecting the subjective components of usability
concepts, and also is a fundamental component of User Experience (UX).

To facilitate themeasurement of perceived usability and user experience during prod-
uct development, standardized questionnaires have been widely developed. Although
questionnaires have many advantages in usability research, most widely used survey
questionnaires are quite complex and text-based. It is not only boring but also easy to
misunderstand, especially among the elderly or children.

During the questionnaire development process, the accuracy of participants’ under-
standing of the scale is a key issue. However, due to the extensive application of stan-
dardized questionnaires and their diverse target groups, the language itself may cause a
series of problems in the filling process of traditional text scales, which may affect the
final results. Such as the elderly or children may lack the ability to understand and read.
These factors may lead to misunderstandings about the question items, select incorrect
answers, and hurt the accuracy of measurement results. While studies based on cross-
cultural backgrounds have shown that when the questionnaire is translated into other
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languages, sometimes the inability to find accurate corresponding vocabulary, results
in participants misunderstanding the items meaning [2]. Various solutions have been
proposed in previous studies, such as using positive tone [3] and simplifying scales,
to improve the comprehensibility of the questionnaire. However, people do not always
like to read words carefully [4]. Adding graphics can contain more information while
assisting in understanding text.

Graphical scales may provide a more attractive and interesting choice than tex-
tual scales. Although some studies suggest that participants’ motivation mainly comes
from remuneration, others suggest that if the questionnaire were more interesting, it
may increase the participants’ level of seriousness, thereby obtaining more accurate
results. In addition, short questionnaires can also be used to reduce the measurement
time and workload of participants, and then improve their participation enthusiasm. This
is the main function of the UMUX-LITE scale, and Lewis also advocates using shorter
questionnaire surveys in larger samples or online testing processes.

This study consists of two steps. The first aim is to develop a pictorial usability
questionnaire based on the textual version of UMUX-LITE, through a series of rigorous
development processes. The pictorial items are specifically designed for the evaluation
of smartphone software, which are commonly used devices in daily life. The second
goal is to collect preliminary data to evaluate the psychological measurement attributes
of graphical scales to ensure that they can be widely used by researchers.

2 Related Research

2.1 Development of Usability Scale

To evaluate the subjective usability of products, standardized questionnaires have been
greatly developed in the field of human-computer interaction, and a large number of
standardized scales have been formed. These questionnaires have significant differences
in accuracy and measurement structure. For example, the System Usability Scale (SUS)
contains ten items, while UMUX-LITE only contains two, but can provide effective
measurement results.

To improve the UMUX, Lewis et al. proposed a shorter all-positive questionnaire
called the UMUX-LITE using the same 7-point scale with only two items. However, the
modification of UMUX is limited to the deletion of question items, without considering
the form of scale expression. There are more and more other forms of availability scales
nowadays, such as the pictorial single-item scale [2], and the sign language version of
SUS for deaf users [5]. These studies provide amore interesting and easier-to-understand
method for usability testing.

2.2 Pictorial Usability Questionnaire

For participants who are not proficient in reading comprehension or testing language,
the text-based usability scale may bring some problems, such as reading barriers and
understanding errors. Among child users, their cognitive abilities, short attention time,
subjective biases, and language proficiencymay not be sufficient to support their reading
scales.
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Adding graphics to improve questionnaire comprehension is a good solution. Some
studies have pointed out that graphical projects can improve participants’ motivation
because images are more intuitive and understandable, and have lower cognitive require-
ments [4]. In the field of human-computer interaction, some graphical tools have been
developed. The graphic scale includes realistic images, cartoon scenes, cartoon emoti-
cons, etc.Graphical content generally includes actions and sceneswith physical behavior.
For example, Children’s Grip Strength Scale [6], Children’s Nausea Scale [7], etc. These
scales can replace the language statements described in the question items withdrawn
scenes.

Another advantage of graphical scales is that when cross-cultural translation is car-
ried out, the language of images does not need to be translated. However, some elements
such as gestures or facial expressions may have different understandings in different
cultural backgrounds, so additional prompts or verbal explanations are needed.

3 Methodology

This studydeveloped a graphicalmixed scale for evaluating perceived usability, knownas
the Pictorial UMUX-LITE Scale. We have redesigned the UMUX-LITE 7-point scale to
provide practitioners and researchers with a nonverbal measurement method to replace
the current tools used to measure perceived availability. Develop from the following
aspects:

a) Scene design: Design the content of drawing images based on the scenario described
by the item. Some graphical SUS have demonstrated that their items can be expressed
graphically [8]while attaching a textual version of the scale as an aid in understanding
the items, rather than replacing the 5-point scale.

b) Character image design: Friendly cartoon characters can guide participants’ behavior
[9] and improve their participation [10]. Therefore, we chose cartoon characters as the
display subject of the question item. In the design of graphic scales, facial expressions
are very important and serve as important evidence for distinguishing user emotions.
Enlarge the relevant facial expressions and use animation to express them, which
helps with emotional recognition. Therefore, we exaggerate the facial expressions of
the character.

c) Color design: Bright colors can awaken emotions and attract participants’ attention
[11]. Rich color combinations can enhance participants’ motivation to fill in. To
improve the user experience of the scale, excellent aesthetics are also crucial. There-
fore, we used a variety of color combinations to improve the user-friendliness of the
scale.

d) Auxiliary elements design: Graphic information may not accurately convey infor-
mation, despite facial expressions and motion assistance [12]. Therefore, auxiliary
elements and some commonly used words have been added to the diagram to help
explain the meaning of the item more accurately.
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3.1 Scale Development

Before designing P-UMUX-LITE, we adopted the development process of Juergen
Baumgartner et al. [8], which was modeled on the Plan Build Run model used in IT
projects, resulting in Concept Realization Evaluation.

Two experts with experience in multiple-scale testing and aesthetic training were
organized. Through the thinking-loud method, the specific meanings of the two UMUX-
LITE projects and the expression forms of the 7-point scale were discussed, and draft
images were constructed for each item. After a panel of experts evaluated and iterated
the aesthetics of the drawing content, we formed a preliminary image. Each image
corresponds to the information of the P-UMUX-LITE problem project. There are a total
of 4 images.

Pre-testing and Modification. By recruiting 10 user experience experts, the content
validity and graphic expression appropriateness of the initial version of P-UMUX-LITE
were evaluated, and the consistency of the project structurewas scored on an independent
4-point scale. Calculate the Content Effectiveness Index (CVI) value for each project,
which is the I-CVI. Projects smaller than 0.8 will be revised and iterated again, and then
experts will evaluate these projects again.

After completing the content validity test, organize 15 participants tomeasure surface
validity. Surface effectiveness refers to whether the evaluated content measures what
should have been measured. Surface effectiveness mainly evaluates clarity, readability,
and formatting. We calculated the project surface effectiveness index (I-FVI) value for
each project. In the first round of testing, the score of the first itemwas below0.8. Through
interviews with participants, we inquired about the reasons for not understanding the
project expression and proposed suggestions for modification. After the second surface
effectiveness measurement of the iterative scale, the final scale is formed.

Thefinal S-CVI/S-FVI is the arithmeticmeanof all items I-CVI/I-FVI. Theminimum
acceptable standard is 0.8 [13]. We calculated the final values S-CVI = 0.87 and S-FVI
= 0.826.

Pictorial Items of P-UMUX-LITE. The final P-UMUX-LITE is shown in Fig. 1,
consisting of four image items located at the extreme points of the item. The two
extreme points of each project describe negative and positive user experiences to convey
and emphasize the specific meaning of the project. Simultaneously use signal colors
(red, green), meaningful symbols, and simple text as auxiliary elements to maximize
comprehensibility and reduce ambiguity.
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Fig. 1. Final P-UMUX-LITE Scale. (Color figure online)

4 Validation Study

4.1 Goal of the Study

The purpose of this study is to collect indicators that describe the effectiveness and
reliability of the P-UMUX-LITE developed. Aggregation effectiveness, standard-related
effectiveness, sensitivity, and reliability were evaluated in laboratory experiments.

4.2 Participants

We selected 100 participants and completed them through online recruitment and remote
testing. The age distribution is between 18 and 32 years old, with 43 females and 57
males. Educational requirements have been set for undergraduate or above education
to ensure an understanding of Chinese language questions. After cleaning according
to the method provided by Lewis, we retained 94 effective participants, for 94%. Each
participant received a payment of 2 RMB.

4.3 Survey Design

We used retrospective measurements. Because compared with laboratory testing, long-
term retrospective evaluation is stable. This method has been used inmany questionnaire
development, as well as daily product evaluation [1], and test results are not the focus
of questionnaire development [14].

Systems used daily can be evaluated retrospectively. In China, Alipay is the most
widely used platform, almost every mobile phone has this software, so we used it as
experimental material.
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In the test material, we used the Chinese SUS (Wang et al., 2020) as a parallel
measurement, cause past studies have confirmed a high correlation. Chinese SUS has
also been tested many times, and maintains similar psychological indicators, with high
reliability (>0.8) and structural validity, and their simultaneous validity reaches above
0.8. We did not choose Chinese UMUX because they have the same items and will have
the effect of re-testing during the measurement process.

We also investigated the frequency of use of Alipay. The assessment methodology
is based on monthly activities and is divided into three levels. To prevent sequential
position effects, the order of the two questionnaires (UMUX lite and SUS) alternates.

To prevent participants from thinking the test was an assessment of their abilities,
we added that the study was an assessment of the system, not a response to individual
abilities.

4.4 Procedure

1. Introduce the purpose of the experiment and the remuneration obtained to the par-
ticipants through the Internet, and sign an informed consent form. The test materi-
als were presented to the participants and the methods for filling out the electronic
questionnaire were explained.

2. Send a link to participants and ask them to click the link to jump to the test page, read
the instructions, and then fill out the questionnaire

3. After the participants submit the test results, the experimental assistant will pay the
participants after confirming the receipt of the test results

5 Results

5.1 Basic Statistics

The total score of the PUMUX-LITE is consistent with the original UMUX-LITE, which
is converted to 100 points to adapt to the CGS scale. The scoring method adopts a total
score of (item score-1) × 25/6. Both scales use the CGS scale to report the grade. The
calculation method of the SUS is (odd item score-1)× 2.5+ (5-even item score)× 2.5.
The basic statistics of the two questionnaires are shown in Table 1.

Table 1. Basic statistics of the P-UMUX-LITE and SUS

Mean SD CGS

P-UMUX-LITE 72.86 9.44 B-

SUS 71.59 12.09 B-

An independent sample t-test showed that therewas no significant difference between
P-UMUX-LITE and SUS (t (186) = 0.799, p = 0.025, p > 0.05).
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5.2 Structural Validity

The KMO value is widely reported as structural validity in questionnaire studies and the
minimum acceptable criterion is greater than 0.6. The KMO value of P-UMUX-LITE is
0.783, and Bartlett’s sphericity test Chi-square is 358.176, p< 0.05. SUS’s KMO value
was 0.867, and Bartlett’s sphericity test Chi-square is 771.902, p < 0.01.

5.3 Internal Consistency

The Cronbach α coefficient of P-UMUX-LITE is 0.781, and SUS is 0.801, greater than
the commonly used standard of 0.7. The results are similar to past research reports.

5.4 Concurrent Validity

Concurrent validity was expressed via a correlation between the two questionnaires;
the minimum acceptable value is 0.3. We adopt SUS as the criterion for testing P-
UMUX-LITE. A large number of studies have reported correlations between the two
questionnaires. The Pearson correlation coefficient is 0.764, p < 0.01.

5.5 Sensitivity

The score of perceived usability measurement is influenced by various factors, such
as task type, product type, etc. Meanwhile, a large number of studies have shown that
the usability score will change over time, with frequency of use being an important
factor causing the change. Sensitive usability scales can measure different responses
under different conditions, and some studies suggest that usability scores increase with
increasing usage experience. Therefore, we chose frequency as the sensitivity indicator.
The descriptive statistical data of P-UMUX-LITE and SUS are shown in Table 2.

Table 2. Usage frequency statistic

Experience Grade n Mean SD

P-UMUX-LITE Less than once a month 28 65.46 13.57

Once or twice a month 36 74.36 11.09

Many times a month 30 77.97 8.46

SUS Less than once a month 28 63.75 13.04

Once or twice a month 36 69.93 10.99

Many times a month 30 80.92 8.45

We conducted a One-way ANOVA test to evaluate whether the scale can distinguish
between high availability and low availability. The score showed that the main effect
of experience had a significant impact on P-UMUX-LITE, with F(2,91) = 22.01, p <

0.01, η2 = 0.289. The main effect was also significant at SUS (F(2,91) = 18.54, p <
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0.01, η2 = 0.326). The LSD test showed significant differences (p < 0.05) among the
three groups, indicating that both questionnaires were sensitive. The results showed that
P-UMUX-LITE had good sensitivity.

5.6 Stability

The stability of the scale can be tested by testing the scores of different genders and
regions. As shown in Table 3 and Table 4.

Table 3. Gender statistics

Gender N Mean SD

Female 41 72.44 8.86

Male 53 73.18 9.92

Independent sample t-test showed no significant difference between the two (t (92)=−.375, p=
0.708, p > 0.05).

Table 4. Area statistics

Area N Mean SD

North 40 73.55 9.30

South 54 72.35 9.59

Independent sample t-test showed no significant difference between the two (t (92) = .547, p =
0.739, p > 0.05).

6 Discussion

The establishment of the UMUX-LITE graphical version compensates for the difficulty
in understanding the original scale, and there is sufficient evidence to suggest that the
graphical scale is a reliable approach. We attempted to develop a validated P-UMUX-
LITE scale format and explored design methods to validate psychological metrics.

6.1 Design of the Scale

In this study, we designed the development process of a graphical scale and designed
a graphical UMUX-LITE scale based on UMUX-LITE. The understanding barriers of
UMUX-LITE are mainly reflected in two aspects: the understanding barriers of the
project and the judgment errors of the Likert scale judgment degree. In our research, we
assisted in understanding and grading the scale through graphical representation.

In graphic design, we have designed a unified painting style, which is beneficial for
reducing the cognitive load on the subjects. In addition, similar to the graphical SUS, we
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did not remove the text description, and the graphicswere used as an aid to understanding.
Some studies have shown that presenting multiple information elements (such as written
text, visual images, and audio) can place excessive demands on the working memory of
the perceiver. We have not found any evidence that affects our understanding.

6.2 Psychological Measurement

In the psychological measurement test of P-UMUX-LITE, we chose a retrospective eval-
uation to complete the psychological measurement, and all indicators met the standards.
We choose to use graphics to help users understand. This indicates that the multiple
styles of UMUX-LITE can not only promote understanding of items but also maintain
high psychological measurement indicators.

In the tests of content validity and surface validity, since we did not modify the
UMUX-LITE items, the evaluation of content validity and surface validity is based on
the response to the image. In the interview, approximately half of the reported participants
reported that they did not have problems understanding the items.

At the same time, the graphic version of UMUX-LITE and the textual version of
SUS are highly correlated, with a correlation coefficient of 0.799, which is consistent
with previous research. Further confirmed the high correlation between the two ques-
tionnaires. Although the average score of UMUX-LITE was 1.27 points higher in the
two questionnaires, there was no significant difference between the two questionnaires.
In the CSG level, both questionnaires also belong to the B-level, and this score difference
is consistent with other studies.

Sensitivity analysis shows that P-UMUX-LITE can detect changes in usability, and
in previous studies, experience has often been used as an evaluation indicator, thus
confirming its sensitivity, and indicating that it can meet psychological measurement
characteristics.

In terms of stability, there is little difference in results between populations of
different regions and genders, indicating that the scale has good stable measurement
attributes.

Therefore, the graphical version of UMUX-LITE can meet the psychological mea-
surement characteristics of UMUX-LITE, and practitioners of user experience can use
this scale with confidence.

7 Conclusions, Limitations, and Future Work

Overall, the psychological measurement characteristics of P-UMUX-LITE evaluated in
this study can be said to be satisfactory compared to previous studies.

Compared to language questionnaires, graphical scales can achieve similar results,
with the additional advantage of increasing motivation. However, the design process of
graphical survey questionnaires involves a relatively large development workload. In
addition, during the design process, some project descriptions are ambiguous, making
it difficult to reach a consensus. Therefore, the development of graphical questionnaires
requires high experience in aesthetics, design, and usability research, which is not easy
to achieve in a large number of projects.
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In addition, further evaluation is needed for the cross-cultural use of graphical usabil-
ity questionnaires, andmore samples are needed to further validate the research, not only
in terms of numbers but more choices should also be made for the elderly and children,
as the form of image scales is more effective in these special populations.
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Abstract. As multimodal interactions between humans and comput-
ers become more sophisticated, involving not only speech, but gestures,
haptics, eye movement, and other input types, each modality introduces
subtleties which can be misinterpreted without a deeper understanding
of the agent’s mental state. In this paper, we argue that Simulation The-
ory of Mind (SToM) [23], interpreted within a model of embodied HCI
[41,42], can help model the capacity to attribute beliefs and intentions
to oneself and others. We adopt a version of Dynamic Epistemic Logic
that admits of degrees of belief, reflecting changing evidence available to
an agent [5,6]. This model is able to address the complexities of mutual
perception and belief, and how a dynamic common ground is constructed
and changes [15]. To demonstrate this, we apply the SToM model to the
problem of Common Ground Tracking (CGT) in multi-party dialogues,
focusing here on a joint problem-solving task called the Weights Task,
where participants cooperate to find the weights of a set of blocks.

Keywords: Theory of Mind · HCI · Epistemic Updating · Common
ground tracking · multimodal dialogue · simulation · Embodiment

1 Introduction

Theory of Mind (ToM) refers to the cognitive capacity that humans have to
attribute mental states such as beliefs (true or false), desires, and intentions to
oneself and others, thereby predicting and explaining behavior [39,56]. Within
the domain of Human-Computer Interaction (HCI), this concept has recently
become more relevant for computational agents, especially in the context of
multimodal communication [15]. As multimodal interactions involve not only
speech, but gestures, actions, eye gaze, body posture and other input types
(cf. Fig. 1), each modality introduces subtleties which can be misinterpreted
without a deeper understanding of the agent’s mental state. As a result, ToM’s
role becomes important, ensuring that agents grasp both the overt and covert
nuances of human communication. For multimodal HCI, a computational agent
needs to incorporate both the ability to reason about the beliefs of other agents
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Fig. 1. Example of a multimodal annotated situation red arrows denote co-gazing blue
arrows symbolize leaning towards the table. (Color figure online)

and their intentions, while also knowing what beliefs can be assumed or taken
for granted in a specific context.

In this paper, we argue that Simulation Theory of Mind (SToM) [23,24],
encoded as an evidence-based dynamic epistemic logic (EB-DEL), can help
model these complexities [5,6]. We develop this view within a model of embodied
HCI [41,42], where simulation theory is inherent in both the semantics of the
model as well as the implementation of situated meaning and action. Specifi-
cally, we apply this model to the problem of Common Ground Tracking (CGT)
in multi-party dialogues, focusing here on a joint problem-solving task called the
Weights Task, where participants cooperate to find the weights of a set of blocks.
In such task-oriented interactions, successful communication hinges not only on
understanding the immediate intent but also on a shared context and knowledge
of the actions and experiences of the agents. Theories of Common Ground posit
that for effective communication, interlocutors must have a mutual understand-
ing of the task at hand and the context in which it is situated [4,16]. In HCI,
this translates to the system and the user operating with aligned expectations
and shared knowledge about the ongoing task.

Unlike Dialogue State Tracking (DST), which is the ability to update the
representations of the speaker’s needs at each turn in the dialogue by taking into
account the past dialogue moves and history [28], Common Ground Tracking
(CGT) identifies the shared belief space held by all of the participants in a
task-oriented dialogue. While ToM enables a system to “read” another person’s
mental states, Common Ground Tracking ensures that this reading is anchored
in a shared context, making interactions more coherent and goal-directed.

Within the framework of SToM and Embodied HCI adopted here, we present
a method for automatically identifying the current set of shared beliefs and
questions under discussion (QUDs) of a group with a shared goal, the Weights
Task. The task involves triads collaborating to determine the weights of five
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blocks using a balance scale [29]. We track the shared knowledge of participants
in a co-situated environment, which involves interpreting the communications
over multiple modalities, and integrating these channels into a coherent model
of the common ground.

We believe that models of belief and intent in multimodal HCI can be signifi-
cantly enriched by integrating principles of ToM and Common Ground, allowing
interactive systems to not only react to user inputs but interpret them in a
shared context, making interactions more predictive, context-aware, and aligned
with user expectations. By integrating ToM and common ground tracking into
conversational agent architectures [19,51], we can better model the beliefs of par-
ticipants by exposing unspoken assumptions of the participants or disagreements
among them. Enhancing the epistemic modeling capabilities of multimodal HCI
with ToM also has the potential to inform research in both Affective Computing,
such as automatic Emotion Detection, by providing more contextualized inter-
pretations of cognitive states and emotions in dialogue [46], as well as providing
support for those with functional impairments [20].

In the final section, we provide detailed evidence assessing the contribution
of each feature type from different channels toward successful construction of
common ground relative to ground truth, and show how the combination of
modalities results in a higher-fidelity prediction of both cognitive states of the
participants and propositions implicitly or explicitly expressed.

2 Related Work

There is a significant tradition of research on Theory of Mind in philosophy and
its application to questions of epistemic awareness within developmental psy-
chology [25,39,55,56]. One view that is particularly relevant to the approach
taken here is Simulation Theory [24], which models the process of understand-
ing another agent’s intentions as mental simulations from one’s own perspective.
Simulation Theory, as developed in philosophy of mind by Goldman and others,
has focused on the role that “mind reading” plays in modeling the mental repre-
sentations of other agents and the content of their communicative acts [24,26,27].
Simulation semantics as adopted within cognitive linguistics [17,36], argues that
language comprehension is accomplished by means of such mind reading opera-
tions. Similarly, within psychology, there is an established body of work arguing
for “mental simulations” of future or possible outcomes, as well as interpreta-
tions of perceptual input [3]. These simulation approaches can be referred to as
embodied theories of mind. The goal here is to create a semantic interpretation
of an expression or action by embodying it in a simulation.

Goldman’s theory of mind [24], viewed from the perspective of simulation
theory, provides a mechanism for how individuals understand and predict the
behaviors of other agents. By constructing a simulation, an agent can gener-
ate hypotheses about others’ mental states and intentions, anticipate possible
future actions, and even empathize with their emotional states. SToM can be
seen as consisting of three major components: (a) Mental Simulation, where an
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agent simulates the mental processes of others; (b) Perspective Taking, where
an agent adopts another person’s Epistemic Frame of Reference; and (c) Shared
Mental Processes, the view that others’ mental states involve the same cognitive
mechanisms as one’s own.

Within HRI, the question of epistemic awareness and social appropriateness
of robot behavior has been a concern since the foundation of the discipline [12].
Similarly, the modeling of first-order beliefs in HRI has been addressed within
the modeling and reasoning community [49], while the application of Dynamic
Epistemic Logic itself to planning has resulted in significant developments within
the area of epistemic planning [8], and subsequent work [4,9].

But fundamental capabilities involving inferencing over others’ beliefs as well
as an agent’s metacognitive abilities have been less studied. This problem is
addressed in [15], where false-belief scenarios are encoded within the version of
Dynamic Epistemic Logic introduced by Bolander [7]. This model accounts for
an agent’s false belief regarding a changing environment, as well as the ability
of other agents to recognize and reason about this agent’s incorrect epistemic
state. While not adopting Bolander’s specific model of DEL here, our research
aligns squarely with their approach to modeling the dynamics of belief updating
in HRI and HCI contexts. Since we are focusing on integrating the semantics
associated with distinct channels of communication (speech and gesture) as well
as actions and perceptions, we need to integrate semantic content derived from
these distinct channels into a common format and data structure. This involves
adopting a more expressive model for how common ground is constructed and
updated, as discussed below in Sect. 4. We also account for epistemic content
held individually and in common within a group, with an evidence-based model
of DEL as introduced in [5,6].

There has been considerable work on simulating both physical and cogni-
tive processes carried out by agents, human and computational [30,44,59]. Of
particular relevance to the research reported here is the simulation framework,
VoxWorld [34]. VoxWorld supports embodied HCI, where artificial agents con-
sume different sensor inputs for awareness of not only their own virtual space but
also the surrounding physical space. It brings together the notion of simulation
systems from computer science as well as that mentioned here, in the context of
Simulation ToM. VoxWorld is a collaborative creation of the VoxML modeling
language [40] and its real-time Unity interpreter, VoxSim [32], culminating in
an environment meticulously defined interaction semantics. Such an architec-
tural framework readily facilitates the interpretation of action annotations, as
descriptions converted to linguistic entities within VoxML exhibit an explicit cor-
respondence within the simulation context. Within the VoxWorld ecosystem, the
Diana agent emerges as a pivotal interface designed to discern user speech and
gestures [31], setting itself apart from other Intelligent Virtual Agents (IVAs)
through its capacity for reasoning and acting upon a diverse array of objects
endowed with a well-defined affordance structure.
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3 A Multimodal Dataset for Common Ground Tracking

The Weights Task, as described in [29], embodies a collaborative problem-solving
task wherein groups of three participants engage in a concerted effort to infer the
unknown weights of different blocks. This inference is achieved through compar-
ative analyses of the blocks’ weights with a balance scale. Each group is equipped
with a scale and five blocks with different colors, sizes, and weights. Participants
are informed of the weight of a singular block and are tasked with discerning the
weights of the remaining blocks and the algebraic relation between them (the
Fibonacci Sequence). Due to the co-situated nature of the task and its inclusion
of physical objects and reasoning about their properties, the communication
in this task can be annotated in several ways: speech with dense paraphrasing
[52], gesture [10], as well as non-verbal behaviors that communicate intent such
as gaze [35], body postures [43], facial expression [45]. Additionally, we label
all actions performed [50], and collaborative problem solving (CPS) indicators
according to the framework of [48]. Each group successfully deduces the accurate
weights of the blocks, thereby establishing a uniform and reliable endpoint for
evaluating our models.

First-order epistemic statements represent what an agent believes or knows
about their environment, while second-order epistemic representations express
what an agent believes or knows about other agents’ beliefs and knowledge of
the environment. One avenue for studying ToM in collaborative interactions
is to track the propositional context expressed by verbal actions (explicitly or
implicitly uttered), already embedded in common ground. Another avenue with
not much exploration is tracking information results not only in speech but
also gesture: non-verbal actions and gestures contained individual consenting an
agreement including mere perception of the action itself [7], as well as false-belief
scenarios within the version of Dynamic Epistemic Logic.

Fig. 2. Gaze and posture, P1, P2, P3 co-
attending, P2 lean in

Fig. 3. Dialogue in 2.

Consider the joint activity shown in Fig. 2 among three participants; Partic-
ipant 3 (P3) has a public announcement and P1 signals his consent. The figure
has a blue arrow to highlight P2 leaning in to have a closer look at the scale after
he heard the dialogue between P1 and P3. Figure 3 presents their dialogue in the
context of joint activity. In this situation of a multi-agent task interaction, there
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are several elements constituting the common ground among the three partic-
ipants. These elements include reference to: the agents, shared beliefs, shared
goals, and shared perception of objects, including that the scale is balanced.

4 Constructing Multimodal Common Ground

4.1 Epistemic Modeling in ToM

The notion of common ground is a fundamental concept in HCI, growing out of
a rich tradition in philosophy and cognitive science, focused on exploring how
individuals coordinate and establish shared understanding to facilitate mean-
ingful conversations [1,11,47]. For HCI, common ground is crucial for design-
ing interactive systems and technologies that can effectively communicate with
users by anticipating their needs, understanding their context, and responding
to their inputs in an intuitive manner. With the presence of a common ground
during shared experiences, embodied communication assumes agents can under-
stand one another in a shared context, through the use of co-situational and
co-perceptual anchors, and a means for identifying such anchors, such as ges-
ture, gaze, intonation, and language. In this section, we develop a computational
model of common ground for multimodal communication.

Within the context of multimodal interactions, the notion of common ground
relies on identifying three key aspects of the interaction:

1. Co-situatedness of the agents, such that they can interpret the same situation
from their respective frames of reference;

2. Co-perception and co-attention of a shared situated reference, which allows
more expressiveness in referring to the environment (i.e., through language,
gesture, visual presentation);

3. Co-belief of the agents regarding the goals as well as the steps involved towards
accomplishing this goal.

Within this context, common ground emerges in one of the following ways during
social interactions [16]:

• by public announcement, through either speech or gesture;
• by common witnessing of an event;
• by combinations of the above (indirect co-presence, cultural co-presence).

In order to characterize the many dimensions of human-computer interac-
tions, we introduce an approach to evaluating interactions drawing on the most
relevant parameters in co-situated communicative interactions. By introducing
a formal model of shared context, we are able to track the intentions and utter-
ances, as well as the perceptions and actions of the agents involved in a dialogue.
The computer, either as an embodied agent distinct from the viewer, or as the
totality of the rendered environment itself, presents an interpretation (mind-
reading) of its internal model, down to specific parameter values, which are often
assigned for the purposes of testing that model.
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We assume a model of discourse semantics as proposed in [13], as it facilitates
the adoption of a continuation-based semantics for discourse. In the present
work, however, update functions will be limited to dialogue-based moves, and
we will not focus on the sentence-level update semantics. We adopt the SToM
model of VoxWorld (discussed in Sect. 2) [34], a framework for modeling HCI and
human-human multimodal interactions as embodied simulations. In this model,
participants are embodied agents endowed with intentions, goals, beliefs, and the
knowledge to complete simple tasks involving multimodal interactions with co-
participants. Each agent’s state in the dialogue is continuously updated through
encoding the changes in the environment shared by the interacting agents [41,42].

As mentioned in Sect. 1 above, our investigation involved a triad of co-
situated students collaborating to solve a weights task for five blocks, using
only a balance scale. The task is particularly relevant because the participants
naturally engage in the different modalities that are so crucial for understand-
ing multimodal HCI: namely, speech, gesture, gaze, pose, and of course joint
actions. Hence, from a dialogue state tracking perspective, there are several dis-
tinct action types and their effects that need to be accounted for and tracked:

(1) a. Ontic actions; interactions with and movements of the objects in the
shared space; i.e., blocks and the balance scale;

b. Epistemic actions; changes to the epistemic state of one or more of
the participants in the interaction.

Before showing how this is done, we spell out the cognitive capabilities of the
participants as computational agents performing these various actions.

We begin with the cognitive architecture adopted and developed in VoxWorld
[41,42], and enrich the model capabilities to more systematically account for epis-
temic updates in the common ground. We assume an embodied computational
agent has the following capabilities.

(2) a. Perception: perceptual sensors and interpreters.
b. Action: action effectors and planning.
c. Belief: a Dynamic Epistemic Logic with updating.

For the present discussion, we focus on those aspects of the architecture that are
relevant to demonstrating the role ToM plays in tracking communicative content
and intent. For this reason, we concentrate mainly on the role of perception and
belief, and subsequent epistemic updating.

Let us first consider the role of an agent’s perception of their environment.
As discussed in [41], VoxWorld models an agent a’s vision as sets of accessibil-
ity relations between situations (defined as Sa), where there are two kinds of
perception reports: of a proposition, ϕ; or of an object, x, coerced to the propo-
sitional content of “x exists in the situation.” The modal expression, Saϕ, is
interpreted as a direct (veridical) perception of agent a of proposition, ϕ. Hence,
modal axiom T holds, where Saϕ → ϕ.

In VoxWorld, this impacts the way beliefs are updated, where it has the
effect of introducing the axiom below (where the modal Ba represents belief of
an agent a):
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(3) Seeing is Believing: Saϕ → Baϕ (veridical perception)

For the multimodal interactions and experiments performed within VoxWorld
to date, veridical perception was both required as well as a computational asset.
However, in the context of the experimental configuration introduced by the
Weights Task, we see a different role being contributed by an agent’s perception,
relative to the completion of the task: namely, an appreciation of the natural role
that perception plays in arriving at evidence for a belief [18,53]. This requires
distinguishing two types of “seeing”, both direct and indirect, the latter which
is implicated in forming belief, to which we now turn.

In terms of epistemic modeling, while the VoxWorld platform from [34]
encodes an agent’s belief for a dialogue state, the mechanisms used for updating
epistemic values resulting from actions during the dialogue are linked to specific
moves and transitions in the dialogue state machine [33]. As a result, identifying
general axioms for epistemic updating across situations can be difficult.

To overcome both of these shortcomings, we adopt here an implementation
of evidence-based Dynamic Epistemic Logic (DEL) as developed in [5] and [37].
Where epistemic attitudes toward propositions are graded, according to the evi-
dence available to the agent. As the dialogue progresses, information becomes
available, weakening or strengthening propositional content present in the situ-
ation. This affords a more nuanced encoding of how perception relates to belief,
and a more general mechanism for belief updating, as we shall see.

Given a set of agents, engaged in a cooperative task with a specific goal, the
scope of unknowns is delineated by how an answer to each one contributes to the
task solution. As a result, cooperative and interactive engagement brings about
evidence both for and against how to answer these unknowns, in the hope of solv-
ing a problem. To this end, the role of both direct and indirect evidence of a propo-
sition is crucial to an agent being confident to believe it. Hence, following [37], we
will assume a model for evidence-based belief as a tuple, M = (W,E, V ), where:

(4) a. W is a non-empty set of worlds;
b. E ⊆ W × ℘(W ) is an evidence relation;
c. V : At → ℘(W ), is a valuation function.

We will distinguish two sources of evidence. Let E(w) denote the set {X | wEX},
the worlds accessible to w through the general evidencing relation, E. Beyond
this, we distinguish between two sources of evidentiality: EP , a perceptually-
sourced evidence; and EI , evidence derived through an inference over current
common ground data. Accordingly, let EP (w) denote the set {X | wEP X}, the
worlds accessible to w through the “evidence through seeing” relation, EP ; and
let EI(w) denote the set {X | wEIX}, the worlds accessible to w through the
“evidence through inferencing” relation, EI .

The evidence-based epistemic-perceptual language, Lp, will be the set of
formulas generated by the grammar below, for any arbitrary agent:

(5) a. p | ¬ϕ |ϕ ∧ ψ | [EI ]ϕ | [EP ]ϕ | [B]ϕ | [K]ϕ | [S]ϕ | [CEP ]ϕ | [CS]ϕ | [CB]ϕ
b. EI(w) ⊆ E(w) and EP (w) ⊆ E(w)
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We distinguish the situation where an agent has “evidence in favor of” a proposi-
tion ϕ, as [E]ϕ. Because an agent can have evidence for propositions that convey
contradictory information, she can consider both [E]ϕ and [E]¬ϕ. This corre-
sponds to an agent having multiple neighborhoods, X, that are each evidenced
in their unique way by w. However, consider the set of non-contradictory worlds
as a unique subset of X, one which has what [6] refer to as the finite intersection
property (fip). This property allows us to identify a neighborhood of accessible
worlds with non-contradictory propositional content. When this occurs, we say
an agent has belief in a proposition, [B]ϕ. Following [37], the universal modality
is considered “knowledge” of a proposition, [K]ϕ. Finally, veridical perception
of a situation ϕ, is expressed as [S]ϕ. In conjunction with individual modal rela-
tions, we incorporate the concept of joint activity to denote a modal relation
that is jointly shared by two or more participants. This is already assumed in
our definition for common belief, see below. For direct perception and evidence,
this will be indicated by [CS{a,b}]ϕ, and [CEP{a,b} ]ϕ, where a pair of agents, a
and b are jointly seeing or evidencing ϕ to be the case. We define the expression
of shared belief and shared perception in ϕ by a group, g, as and CBgϕ and
CEP gϕ respectively.

(6) a. M,w |= CBgϕ iff ∀v ∈ W , if w(
⋃

j∈A Rj)∗v, then M,w |= ϕ.
b. M,w |= CEP gϕ iff ∀v ∈ W , if w(

⋃
j∈A EP j)∗v, then M,w |= ϕ.

With the model adopted here, we are able to distinguish between direct “veridical
perception” and “evidencing through perception”, where �ϕ → ϕ holds for S
but not for EP .

While we have a formal distinction in the modal force associated with each
mode of seeing (direct or evidential), we have not identified the conditions under
which they are applicable. In our current experimental setup, the distinction is
brought out very clearly as a function of what propositions are under discussion
for verification. For the Weights Task, these are any propositions relating to the
weights of specific blocks, their relative weights, and then how they algebraically
relate to each other. Such propositions contribute to the solution of the problem
the participants are engaged in solving. Hence, they are both “under discussion”
and subject to degrees of evidential reasoning. This is accounted for by our
distinction between a direct perception of an object or an event and an evidential
perception of a proposition under discussion.

4.2 Common Ground in Dialogue

Given the model of Dynamic Epistemic Logic presented above, together with the
mechanisms for encoding perception and evidence-based belief, let us formalize
our assumptions about the common ground, cg, within a dialogue. We define the
minimal structure of a task-oriented interaction as a sequence, D, of dialogue
steps, where each move in the dialogue takes it into another situation or state.
When considering multiple modalities of communication, along with the modal-
ity of action itself, we can generalize D to a multimodal dialogue (DM ). We will



214 Y. Zhu et al.

define the transitioning step from one situation to the next, as a generalization
of a dialogue step. Let Ag = {p1, p2, p3}, be the participants in our Weights
Task triad-based dialogue. From any situation sk, we define a DM move, mi,
as mi = (pj , Cj , sk+1): participant pj performs a communicative act Cj , bring-
ing the multimodal dialogue into situation sk+1. The DM can be defined as the
sequence of these moves, DM = m1, . . . ,mn, where m: M ⊆ S × A × P × S and
A is the set of actions.

Here our interest is in tracking the situation content resulting from each
move: the set of propositions that captures the current state of the world, the
current progress towards a goal, or the status of a task. In addition, we are
interested in capturing the current questions under discussion and beliefs in the
dialogue.

Given these considerations, we identify three components for tracking com-
mon ground in dialogue: a minimal static model of degrees of belief; a data struc-
ture distinguishing the elements of the agents’ common ground that are being
tracked [41]; and a dynamic procedure which updates this structure, when new
information and evidence is available to the agents. We adopt Ginzburg’s [22]
notion of Dialogue Gameboard (DGB), the public information associated with a
state in a dialogue or discourse, modeled as a state monad, modified to corre-
spond to the following elements in the dialogue state: DGB = (Ca, Ag, CG, E):

(7) a. The communicative act, Ca, performed by an agent, a: 〈S,G, F, Z, P,A〉,
a tuple of expressions from the diverse modalities involved. This includes
the modalities conveying propositional content (language S and ges-
ture G); nonverbal modalities conveying emotional engagement (facial
expressions F and posture P ); nonverbal behaviors indicating perceptual
attention (gaze Z); and an explicit action, A.

b. Ag: the agents engaged in communication;
c. CG: the common ground structure;
d. E : The embedding space that all agents occupy in the interaction.

We will focus on how actions impact the common ground, CG, such that
it is dynamically updated throughout the dialogue. Following [21,22], modified
to reflect the varying degrees of evidence associated with propositions under
discussion, the common ground, cg, is a triple, (QB,EB,FB), consisting of:

(8) a. QBank (qb): these are “questions under discussion”, a set of topics or
unknowns that need to be answered to solve the task [21];

b. EBank (eb): these are evidenced propositions, those for which there is
some evidence they are true;

c. FBank (fb): the set of propositions believed as true by all participants.

4.3 Epistemic Updating

Let us now examine how the epistemic state of each agent and the group
they form is updated throughout the task-oriented dialogue associated with the
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Weights Task. These are the personal DGBs for each agent and the joint DGB
for the group. The task is a triad joint activity, with agents, Ag = {p1, p2, p3},
who are co-situated in the embedding space, E . Our domain of objects contains
five colored blocks and a balance scale: {r, y, b, g, p, s}.1

At the outset of the task, the block weights are unknown to the participants.
Hence, both the EBank and the FBank are empty, since there is nothing evi-
denced or known. Because finding the value of each block weight is part of the
goal, these unknowns constitute the propositions known as “Questions under
Discussion” (QUDs), and what we also refer to here as QBank. For all objects in
the domain relating to the task, questions are generated for each relation impli-
cated in the task for that object. Because the weight of a block ranges between 10
and 50 g, in 10-gram intervals we have five possible values, expressed as yes/no
questions. The initial value of the QBank results in the following set:

(9) QBank = {Eq(r, 10)?, . . . , Eq(r, 50)?, . . . . . . Eq(p, 50)?}
As the task proceeds, the participants try weighing different blocks and dis-

cuss their relative weights. When they make observations through their actions,
they discover evidence in favor of propositions that are marked as questions in the
QBank. As mentioned above, the mechanism available for updating the agents’
common ground are through either a public announcement or by witnessing an
action. We consider each of these in turn.

Public Announcements. Following [38] and subsequent developments of Pub-
lic Announcement Logic [2], the operator !φ is used to represent the action of
announcing φ publicly. The effect of such an announcement is that all agents
update their knowledge states by eliminating worlds (possible states of affairs)
where φ does not hold. If [!ϕ] represents the act of announcing ϕ, then [!ϕ]ψ
means “after ϕ is announced, then ψ is believed to be the case.” When a par-
ticipant, Pi, in a group activity makes a statement relating to an observation,
we say that Pi publicly announces M |= [!ψ]φ if and only if M, w |= φ, where
M|ψ is the model M restricted to the worlds where ψ is true.

Witnessing of Events. When a participant, Pi, performs an act resulting in ϕ,
in the co-presence of another participant, Pj , we say that Pi performs a publicly
perceived act and result, ϕ. If αi is an act performed by Pi, then [αi]ϕ means
“after i performs α, ϕ is the result.” Hence, if multiple agents are co-attentive
(co-perceptive) to the act, α, then a public witnessing is brought about by an
act being performed, where the co-perception is represented as Si,j [α]ϕ.

In order to distinguish perceptual evidence for ϕ from belief in ϕ, we relativize
the impact of a statement to the perceptual or inferential context within which
it is uttered. Let us interpret [!ϕ]ψ as follows.

(10) a. Update with Evidence:
[!ϕ][E]ψ: Given the announcement of ϕ, there is evidence for ψ;

1 The blocks are uniquely colored as: red (r), yellow (y), blue (b), green (g), and purple
(p). The scale is denoted as s.
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b. Update with Belief:
[E]ϕ → [!ϕ][B]ψ: Belief in ϕ is conditionalized on ϕ’s announcement in
the prior context of evidence for ϕ.

c. Seeing provides Evidence: If a participating agent, i, perceives an action,
a, occur, then i has some evidence, EP , that a has occurred, 〈a〉ϕ.
[Si]〈a〉ϕ → [EPi

]ϕ
d. Non-contradictory Evidence provides Belief: If a participating agent, Pi,

has multiple non-contradicting evidences, E, for an action, a, occurring,
〈a〉ϕ, then Pi believes ϕ.
([E]〈a〉ϕ ∧ fip) → Bφa

Fig. 4. P2, P3 co-perceive the laptop, P1

perceives scale/blocks. Green arrow sym-
bolizes gazing, red arrows denotes co-
gazing. (Color figure online)

Fig. 5. P1, P2 co-perceive the scale/
blocks, P3 perceives the laptop. (Color
figure online)

Semantically, an update represents the state of affairs after an announcement.
This entails transforming the current model by removing all states where the
announced formula is false. With evidence distinguished from belief/knowledge,
we also update the evidence function, where [!ϕ]:

(11) a. Updates the worlds: W ′ = W ∩ ϕ
b. Updates the Evidence function: E′(w) = E(w) ∩ ϕ
c. (M,w) |= ϕ implies (M |ϕ, w) |= [E]ψ

This update actually changes the underlying evidence sets themselves. The
announcement is taken as a piece of direct evidence. Hence, to capture that
the announcement of ϕ becomes evidence and not just belief, the evidence sets
for each agent get restricted (or updated) to reflect the worlds where ϕ is true.
Subsequently, the belief function will then naturally adjust based on the new
evidence sets.

Operationally, after (10a) is run, the model is relativized to evidencing neigh-
borhoods, where ϕ is true. This corresponds to moving a proposition from the
QBank to the EBank. Then, if the same proposition is “announced” again, as
with an ACCEPT move, then (10b) promotes that proposition from the EBank
to the FBank.
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5 Common Ground Tracking

To illustrate the effect of the epistemic and evidential update functions outlined
above, let us consider a joint activity scenario in Figs. 4, 5, 6, 7, 8 and 9. In Figs. 4
and 5, P1 places the blue block on the left scale and the red block on the right
scale. Subsequently, all three participants observe the equilibrium of the scales
(Fig. 6). P3 then issues a public declaration regarding the balanced state of the
scales (Fig. 7), followed by a concurring public declaration from P1 (Fig. 8).

Fig. 6. P1, P2 and P3 co-perceive scale/
blocks. (Color figure online)

Fig. 7. P1, P2 and P3 co-perceive scale/
blocks. (Color figure online)

Fig. 8. P1, P2 and P3 co-perceive scale/
blocks. (Color figure online)

Fig. 9. P1,P2 and P3 co-perceive scale/
blocks. P2 leans towards table. (Color
figure online)

Now assume that b refers to “the scales are balanced”. Then, since Sp1b,
Sp2b, Sp3b we have a co-attention, CS b. Grounded in the axiom “Seeing pro-
vides Evidence,” this observation serves as perceptual evidence for all three
participants, manifested as EPp1

b, EPp2
b, EPp3

b, thus constituting a collective
evidence of perception, denoted as CEP b. Subsequently, Participant P3 publicly
announces that the scales are balanced ([!b]), providing further for b being true.
Given the interpretive nature of announcements as indicative of belief, this dec-
laration also implies that P3 believes b, expressed as Bp3b. This announcement
is subsequently publicly affirmed by Participant P1, indicating not only posses-
sion of evidence for this proposition, but also belief in it, articulated as Bp1b. P2

abstains from expressing public concurrence or objection to P3’s announcement,
yet his active engagement in the collaborative endeavor implies a lack of con-
tradictory evidence against CEP b. Relying on the axiom “Non-contradictory
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Evidence provides Belief,” this participatory posture, coupled with the absence
of contradictory evidence, leads to the inference that P2 also subscribes to the
belief in b. Consequently, a shared belief among all participants ensues, denoted
as CBP b.

The entirety of this process also contributes to the updating of common
ground banks. Prior to the placement of the blocks onto the scale by P1, all
three participants maintained a shared belief that the red block weighed 10 g,
thereby establishing its inclusion within the Fbank. Meanwhile, the weight of the
blue block remained a query within the Qbank. Upon their observation of the
balanced scale, each participant acquires a new piece of evidence, which is sub-
sequently updated within the Ebank. The public announcement by P3 and the
subsequent public agreement by P1 signify not only the possession of evidence
supporting their respective statements but also a belief in said statements. Fur-
thermore, as elucidated previously, P2 also subscribes to the belief in b. Through
inference that the scale is balanced and that the red block occupies one side while
the blue block occupies the other, a logical deduction emerges: the weight of the
blue block equals that of the red block, thereby also amounting to 10 g. This
inference constitutes evidence for each participant, denoted as EIp2

(b = 10),
EIp1

(b = 10), and EIp3
(b = 10), where b = 10 signifies the proposition that the

weight of the blue block is 10 g. This shared belief among the three participants
is subsequently updated within the Fbank.

6 Annotations

6.1 Annotating Multimodal Modalities

Gesture Annotation. Gesture AMR is employed for the detailed annotation
of gestures within our study. Each instance of Gesture AMR systematically cate-
gorizes content-bearing gestures into four distinct “gesture acts”: deictic, iconic,
emblematic, and metaphoric. Additionally, it meticulously records the gesturer,
addressee, and semantic content conveyed by each gesture. In our methodology,
we utilize the ELAN [57] software platform2 where distinct tracks are designated
for each speaker, facilitating the systematic analysis of gesture interactions. For
instance, in Fig. 1, P1 is observed directing attention of P2 and P3 towards the
blocks and scale by means of pointing. The representation of this gesture is also
within the figure.

Speech Annotation. The process of speech annotation encompasses transcrip-
tion, speaker diarization, and segmentation into discrete utterances. The utter-
ances are systematically integrated into corresponding tracks within ELAN, with

2 ELAN serves as an annotation tool designed for the enhancement of audio and
video recordings. It facilitates users in incorporating an extensive array of textual
annotations onto audio and/or video recordings. These annotations may encompass
sentences, individual words or glosses, comments, translations, or descriptions of
observed features within the media.
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distinct tracks designated for each speaker. Additionally, these speech transcripts
underwent further refinement through dense paraphrasing [52], wherein sentence
information and action annotations are amalgamated to enhance clarity by sub-
stituting pronouns with more explicit references within the original sentences
(see Fig. 7).

Action Annotation. The actions executed by participants are systemati-
cally annotated within our study. We operate within a distinctly limited set
of predicates suitable for modeling participant actions, primarily encompassing
“putting” and “lifting.” Additionally, we employ prepositions such as “on,” “in,”
or “at,” which delineate specific spatial relations within the VoxML framework
[50]. For instance, in Fig. 4, P1 is observed placing the red block on the right
scale, and the annotation is put(Red, on(RightScale)).

Gaze Annotation. The orientation of eye gaze represents a pivotal marker
demarcating the focal point of an individual’s attentional engagement [14]. Con-
sequently, we incorporate eye gaze direction as an additional source of evidence
to discern whether a participant is attentively engaged in the experimental pro-
cedure or experiencing distraction. In Fig. 2, we use red arrows to indicate that
P1, P2 and P3 are all gazing at the scale/blocks.

Body Posture Annotation. Body postures represents a fundamental compo-
nent of nonverbal communication, serving as conduits through which profound
insights into people’s internal states, such as, their engagement towards a joint
activity [58]. Consequently, we integrate body posture within our multimodal
annotation framework to discern whether participants are actively engaged in
the experimental task, or experiencing boredom or agitation. In Fig. 2, the uti-
lization of a blue arrow symbolizes P2’s inclination forward, indicative of a delib-
erate effort to scrutinize the scale closely. This behavior suggests an increased
level of engagement with the experiment of the participant.

6.2 Common Ground Annotation

Building upon the multimodal annotations gathered in the preceding section,
we conducted move-by-move tracking of the group’s collective view of evidence
and acceptance of task-relevant facts by introducing an additional layer of “com-
mon ground annotations” (CGA). The annotation process within the dialogue
entails the identification of categories pertaining to participants’ cognitive states,
actions, and beliefs pertaining to the task at hand. These categories encompass:
(a) observation: participant Pi has perceived an action, a; (b) inference:
deduction from ϕ; (c) statement: announcement of evidence ϕ; (d) question:
introducing an interrogative role relating to ϕ; (e) answer; supplying a filler
to question about ϕ; (f) accept: agree with evidence ϕ; (g) doubt: negative
evidence for ϕ.
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Fig. 10. Scenario: 3 participants engaged in determining weight of blue block.

Figure 10 illustrates an interaction depicted in Figs. 4, 5, 6, 7, 8 and 9, where
s1, s2, and s3 denote discrete states within the real world, with corresponding
frames below each state, depicting the mental states of the three participants. P1

places the blue and red blocks on opposing sides of the scale, resulting in a col-
lective observation by all three participants of the scale balancing. Subsequently,
they collectively extract a singular piece of information from this observation in
the second mental state. Following this, the public announcements made by both
P3 and P1 reflect their beliefs in the balanced state of the scale. As described
in Sect. 4, in the absence of overt verbal or nonverbal cues indicating dissent
towards P3’s announcement, P2 conforms to the beliefs posited by both P1 and
P3. Consequently, a common ground is established. The annotation of the com-
mon ground within the scenario is depicted in Fig. 11:

Fig. 11. Common Ground Annotation of Fig. 10

Common ground annotation focuses on propositions describing situations or
facts contributed to the formation of shared belief among participants of a joint
activity and the evidence for them as the dialogue progresses. Hence, in Fig. 11,
action annotation is excluded from the common ground annotation. Instead,
observations, inferences providing evidence for updating common ground, and
statements incorporating propositions describing situations are all encompassed
within the common ground annotation framework.
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7 Classification of Belief in Multimodal HCI

In the example sequence given in Figs. 4, 5, 6, 7, 8 and 9, we can see how different
modalities contribute to reviewing of pieces of evidence and the implicit and
explicit construction of common ground.

1. In Fig. 4, P1 puts the red block on the right side of the scale (from the
perspective of the camera). At this time, both P2 and P3 are co-attending to
the laptop, and may not have seen this action take place, or its result (the
tilt of the scale).

2. Fig. 5. P1 concludes the action from above (put(Red, on(RightScale)), but
now P2’s gaze direction has shifted to the scale and the blocks. Under
the assumption that gaze direction automatically equates to observing all
visual content within the field of view, all three participants are now able
to make the observation that the red block is on the right side of the scale
(on(Red,RightScale)).

3. Fig. 6. P1 puts the blue block on the left side of the scale. All three participants
are now co-attending to the blocks and scale, and so all make the observation
(on(Blue,RightScale)). It is important to note that at this step, according
to our model, no evidence has been reviewed and no inference has yet been
made.

4. In Fig. 7 all three participants, still co-attending to the scale, are able to
observe that it is not leaning substantially to either side. P3 makes this explicit
with his utterance “It [the scale] seems pretty balanced”, which is considered
to be a statement of the proposition red = blue, and elevates this proposition
into the EBank, as something that is evidenced but not yet agreed upon.

5. Subsequently (Fig. 8), P1 says “Yeah”, which is taken to be agreement with
the above statement, thus elevating red = blue to the FBank.

6. No one says anything in Fig. 9, but under a model where transitive closure
takes place, an inference can be made that blue=10, even though the numer-
ical value is never explicitly stated in the dialogue. This is in fact confirmed
by the next utterance in the sequence (not shown), in which P1 says, “Okay,
so now we know that this [blue block] is also ten.”

A couple of points should be noted regarding parameters of the model that
affect when and how different kinds of evidencing is conducted. Many philo-
sophical schools debate the level of epistemic validity to be assigned to direct
perception vs. inference. Here we assume both to be equally valid (see Sect. 4),
meaning that the inference in Fig. 9 would be directly elevated to FBank, but
under other specifications of the model, this may not be the case. Additionally,
we make an assumption here that gaze direction automatically means observa-
tion of content under that gaze, but under certain other assumptions (e.g., such
as one in which all participants are not assumed to be paying close attention
unless otherwise indicated), this would be softened. Finally, in Fig. 8, P2 could
have disagreed but didn’t, and subsequently leans in toward the experimental
apparatus. This is taken to be implicit agreement with P1/P3’s positioning, but
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this need not always be the case, and other models may require explicit accep-
tance by all parties to elevate a proposition from EBank to FBank.

8 Conclusion and Future Work

In this paper we have argued for the importance of Simulation Theory of Mind
(SToM), encoded as an evidence-based dynamic epistemic logic (EB-DEL) for
HCI particularly in the context of a multimodal task-oriented joint activity.
We outlined a theory of perceptually-driven belief updating for multi-agent
cooperative task completion. We extended the evidence-based dynamic epis-
temic logic from [6] to account for how perceptual evidence and inference inter-
act and can cascade into strengthening an agent (or group) epistemic attitude
towards a proposition, for updating the common ground. This subsequently pro-
vides situation-based epistemic data for tracking the common ground through
a dialogue, by integrating the contributions of different modalities toward mod-
eling the cognitive states of the group. Namely, by extracting the proposi-
tions expressed, and building common ground structures as the group proceeds
through the task, our model holds potential for deployment in the creation of
artificial agents proficient in simulating real-world situational settings. These
agents would be adept at recording, adhering to, and comprehending common
ground within collaborative activities. Such agents could find application in envi-
ronments such as classrooms, where they can effectively monitor the collective
knowledge of a group and foster productive collaborations [54].

By integrating ToM and common ground tracking into conversational agent
architectures, we can better model the beliefs of participants by exposing unspo-
ken assumptions of the participants or disagreements among them. Enhancing the
epistemic modeling capabilities of multimodal HCI with ToM may also inform
research in both Affective Computing, e.g., automatic emotion detection, by pro-
viding more contextualized interpretations of cognitive states and emotions in dia-
logue, and in providing support for those with functional impairments.
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Abstract. The registration and processing of information not uttered contributes
to the enrichment of data in HCI applications and other forms of spoken interac-
tion, including subtle emotions in Sentiment Analysis-Opinion Mining and, also,
additional implementation in spoken commands i.e. for technical texts. The present
approach and interactive application target to account for the new insights and fac-
tors and their integration into knowledge graphs with subsequent use in training
data and neural networks. Themain focus is on the data preparation stage for subse-
quent extensive implementation and quantitative evaluation. Insights from crowd-
sourced data enable a differentiation between perceived linguistic and paralin-
guistic information not uttered compatible to language-specific and socio-cultural
norms and perceived linguistic and paralinguistic information not uttered that is
either strictly circumstantial/individual-specific or strictly domain/context depen-
dent. The latter also applies to spoken commands.This, subsequently, enables a dif-
ferentiation between circumstantial factors/evidence and socio-culturally-biased
factors/evidence in data analysis and training data and its integration in knowl-
edge graphs, outlining the distinct types of implementation for the enrichment of
models and refining NLP tasks.

Keywords: Knowledge Graphs · implied information · Sentiment Analysis ·
Opinion Mining · spoken commands

1 Unspoken Information, Perception and Sensitivity

1.1 Introduction

Thepresent approach is basedon theuse of knowledgegraphs, generatedby an interactive
application presented in related/previous research [6, 7, 26] that involve the depiction of
two main categories of information not uttered in spoken interaction, converting it into
“visible” and processable information.

This unspoken information concerns: (I) Additional perceived information content
and dimensions of –notably- very common words – information not registered in lan-
guage resources, it may include context-specific socio-cultural associations and Cogni-
tive Bias, in particular, Lexical Bias (a) [38] and/or implied domain-specific information
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(b) (II) Perceived paralinguistic elements influencing the information content of spoken
utterances.

Both types of perceived information are purposefully or subconsciously conveyed
or perceived-understood by speakers-participants in the same language community. In
the presented knowledge graphs, this additional information of the above-described
categories (I) and (II) is linked as an additional node to the spokenwordwith the proposed
“Context” relation. The knowledge graphs can, subsequently, be converted into vectors
and other forms of training data, which is targeted to contain (a) “visible” and processable
information not uttered in spoken interaction and (b) multiple versions and varieties
of training data with perceived information generated by the implemented interactive
application [6, 7, 26]. We note that applications such as Sentiment Analysis-Opinion
Mining typically do not integrate the above-described types of information, since they
mostly rely on word groups, word sequences and/or sentiment lexica, including recent
approaches with the use of neural networks [9, 18, 21, 33].

Here, the knowledge graph data, with subsequent use in vectors and other forms of
training data [24, 25, 37, 39] are intended, at least in the present stage, as a dataset for
training a neural network, with the possibility of conversion in Graph Neural Networks
[44]. The conversion of knowledge graphs into training data contributes to the integration
and processing of complex information and information not uttered in Natural Language
Processing (NLP) tasks, thus, contributing to the creation of even more sophisticated
systems. This possibility would not be considered if the above-referred characteristic
research work [24, 25, 37, 39] were not accomplished. The very nature and structure
of knowledge graphs allows the representation of multiple facets of information – the
multiple facets of the “Sense” of the words and/or transcribed video speech segments
(although it is considered that there may exist some types of information/some cases
that may not have 100% coverage by a knowledge graph). The detecting and process-
ing of information not uttered but perceived-sensed by speakers-participants allows the
integration of additional information content – meanings/senses- in training data.

1.2 Previous Research: Interactive Generation of Knowledge Graphs
with Unspoken Information in Journalism Applications

In previous research, the integration of additional information content –
meanings/senses- in training data in applications involving Journalism allows the enrich-
ment of data and a deeper understanding of speaker-participant psychology-mentality
and sensitivities, contributing to a deeper understanding of the possible impact or con-
sequences of a spoken journalistic/political text or interview or a video in Social Media
(a). This also allows an additional approach to registering of cause-result relations on
a discourse basis, including the monitoring of Fairness, namely that all voices-aspects-
opinions are heard clearly –that all participants are given a fair chance in the interview
or discussion and are not purposefully or unconsciously repressed, oppressed, offended
or even bullied (b).

The way sensitive topics and speaker-participant sensitivity are purposefully or
unconsciously treated and managed contributes to registering and monitoring fairness
in spoken interaction [3], avoiding Confidence Bias [17]. In particular, a crucial ele-
ment in achieving “visibility” and, subsequently, “processability” of information not
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uttered is causality, namely the registration and processing of reactions triggered by that
very information not uttered - the multiple facets of the “Sense” of the words in tran-
scribed video and speech segments and in Social Media. These reactions to questions
and statements in interviews, discussions and posts include subtle negative reactions in
the PlutchikWheel of Emotions, namely “Apprehension”, “Annoyance”, “Disapproval”,
“Contempt”, “Aggressiveness” [30] - emotions usually too subtle to be easily extracted
by sensor and/or speech signal data [8, 16, 31, 43]. Additionally, the detecting and
processing of information not uttered (often emotionally “sensitive” information) con-
tributes in Sentiment Analysis (and Opinion Mining) applications where spoken data
and/or videos are processed (Fig. 1).

Fig. 1. The Plutchik Wheel of Emotions.

Perceived Main Topics and “Sensitive” Words in Dialogue Structure. In our previous
research [4, 7, 8], a processing and evaluation frameworkwas proposed for the generation
of graphic representations and tags corresponding to values and benchmarks depicting,
among other features, the degree of information not uttered and non-neutral elements in
Speaker behavior in spoken text segments in the dialog flow. The concept of the generated
graphic representations originates from the Discourse Tree prototype [23], however, the
characteristics of spontaneous turn-taking [42] and short spoken speech segments did not
facilitate the implementation of typical strategies based on Rhetorical Structure Theory
(RST) [10, 35, 46]. In contrast, strategies typically employed in the construction of
most Spoken Dialog Systems were adapted in an interactive annotation tool designed
to operate with most commercial transcription tools [7, 8, 26]. These strategies include
keyword processing in the form of topic detection from which approaches involving
neural networks are developed [19, 41]. The output provides the User-(Journalist) with:
(i) the tracked indications of the topics handled in the interview/discussion (and the
perceived relations between the topics), (ii) the graphic pattern of the discourse structure
of the interview/discussion, (iii) functions and respective values reflecting the degree
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of tension (“TENSION” Module) and/or the degree in which the speakers-participants
address/avoid the topics in the dialog structure (“RELEVANCE” Module) [4, 26]. The
features in the functions (iii) are identified by a set of criteria based on the Gricean
Cooperative Principle [13, 14] (including paralinguistic elements).

Generated graphical representations of perceived word-topic relations (“Associa-
tion”, Generalization”, “Topic Switch”, “Repetition” [4, 26]) and registered word types
concerning Cognitive Bias – Lexical Bias (“Gravity” and “Evocative” words [2]) can
be converted into sequences for their subsequent conversion into knowledge graphs or
other forms of data for neural networks and Machine Learning applications [24, 25, 37,
39]. “Gravity” and “Evocative” words [2] in the registered spoken interaction concern
inherent yet subtle socio-culturally determined linguistic features in (notably) com-
monly occurring words (examples from the international community: (the) “people”,
(our) “sea”). These word types are detectable from the registered reactions [26] they
trigger in the processed dialog segment with two (or multiple) speakers-participants.
Since these words are very common and do not contain descriptive features, the sub-
tlety of their content is often unconsciously used or is perceived (mostly) by native
speakers and may contribute to the degree of formality or intensity of conveyed infor-
mation in a spoken utterance. Here, these words concerning Cognitive Bias – Lexical
Bias are referred to as “Gravity” words [2]. In other cases, these word types, although
common words, may contribute to a descriptive or emotional tone in an utterance and
they may play a remarkable role in interactions involving persuasion and negotiations.
Specifically, it is considered that, according to Rockledge et al., 2018 [32], “the more
extremely positive the word, the greater the probability individuals were to associate that
word with persuasion”. Here, this word category connected to Cognitive Bias – Lexical
Bias is referred to as “Evocative” words [2].

We note that the subtle impact of (singular) words is one of the tools typically used
in persuasion and negotiations [12, 34].

As described in previous research [8], registered “Gravity” and “Evocative” words
are appended as marked values with “&” in the respective tuples or triple tuples. In the
sequences with the respective tuples or triple tuples, the “&” indication is converted into
a “CONTEXT” relation.

In the knowledge graphs, this additional information is linked as an additional node to
the spoken word with the proposed “Context” relation. The term “Context” is chosen to
signalize the perceived context of additional information in the form of co-occurring lin-
guistic and/or paralinguistic features, influencing the information content of the spoken
utterance and its impact in the spoken interaction and dialogue structure.

In the case of paralinguistic elements, the “Context” relation links an additional
expression – a word-entity, to the word uttered, for example, a modifier, completing its
perceived content. This practice is typical of professional translators and interpreters
when correctness and precision is targeted [5, 20], as research and reports demonstrate.
The “CONTEXT” relation connects the chosen word-topic from the speech segment
with a word-expression emphasizing/complementing the spoken content such as “im-
portant” or a respective word summarizing the message. We note that the “CONTEXT”
relation may link both a “Gravity”/“Evocative” word and a paralinguistic element to the
word-topic of a spoken utterance (Fig. 2). If paralinguistic features depict contradictory
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information to the information content of the spoken utterance, the “CONTEXT” rela-
tion connects the chosen word-topic from the speech segment with a word-expression
contradicting the spoken content with the expression “not really” as a special indication
[4, 7, 8].

Fig. 2. Fragment of knowledge graph for perceived meaning of eyebrow-raise (“important”)
co-occurring with perceived main topic of utterance “sanctions” and perceived “Gravity” word
“dignity” in spoken utterance [1, 6].

In the implemented interface [6], the user choses the perceived relation between
word-topics with the “Topic Relation” button and signalizes “Gravity”, “Evocative”
words and paralinguistic elements with the respective buttons “Tension-Emotion Trig-
ger” (W) and “Paralinguistic Info”. With the “Create Graph” button of the interface, the
knowledge graphs are generated [6] (Fig. 4 and Fig. 5).

2 Knowledge Graph Enrichment with Unspoken Information

2.1 Interactive Knowledge Graph Enrichment from Crowd-Sourced Data

The generated knowledge graphs from the interactively created visual representations
for the same conversation and interaction may be compared to each other and be inte-
grated in a database currently under development. Chosen relations between perceived
main topics between dialogue utterances may describe Lexical Bias [38] and may differ
according to political, socio-cultural and linguistic characteristics of the user-evaluator.
This especially applies for international speakers/users [11, 22, 27, 28, 45], due to lack
of world knowledge of the language community involved [15, 40]. In this case, it is
considered that the registration of spoken interaction is dependent on user’s perception
and linguistic parameters and socio-cultural norms.

This allows for a finite set of data to be pre-defined for evaluation and comparison
and/or it used as seed data for the enrichment of existing data sets.

However, with the extended integration of crowd-sourced input, the use of seed
data for the enrichment of existing data sets does not apply in all cases. In particular,
crowd-sourced input indicates that: Unspoken Informationmay be differently (or falsely)
perceived – especially by non-native speakers of a natural language - and especially
when subtle emotions in the PlutchikWheel of Emotions, are concerned (1) [1]. Another
important factor is that the perception of information not utteredmaybe highly dependent
on random and/or circumstantial or individual-specific factors (2) [1] or the perception
of unspoken information may concern only specific domains and related discourse (3)
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[1]. User-specific and crowd-sourced data may be problematic due to a number of factors
concerning users’ perception but also users’ experience and time and effort invested in
providing quality data – especiallywhen very subtle linguistic and paralinguistic features
are concerned. Therefore, it is necessary for the above-described problematic aspects of
user-specific - crowd-sourced data to be minimized and/or controlled.

2.2 “Context” Relation Types and the (Spoken) Word (Atmo-) “Sphere”

These observations from crowd-sourced data call for a differentiation between per-
ceived unspoken information compatible to language-specific and socio-cultural norms
and perceived unspoken information that is either strictly circumstantial or strictly
domain/context dependent. Context-specific unspoken additional dimensions of indi-
vidual spoken words may be described as an information (atmo) “sphere” surrounding
the word, with the semantic content of the word in its nucleus, its context-specific and
language-specific dimensions in the inner layer of the sphere (A) and its context-specific
and non-language-specific dimensions in the outer layer of the “sphere” (B) [1].

In other words, the actual semantic content of the word as defined in dictionar-
ies and lexica (and hence, retrievable and processable) constitutes the center-nucleus
of the “sphere” and is context-independent. The perceived unspoken context-specific
dimensions of the word that are dependent on the above-described linguistic parameters
and socio-cultural norms (such as the previously described “Gravity” and “Evocative”
words and distinctive meanings of paralinguistic features) constitute the inner layer of
the “sphere” (A).

This information can constitute a finite set of pre-defined (seed) data for the enrich-
ment of existing data sets, according to the type(s) of natural language(s) involved. It
should be noted that this information may not be perceived/incorrectly perceived by
non-native speakers-participants or by inexperienced speakers-participants due to age
or training/background (i.e. crowd-sourced data from teenagers, users not familiar with
sophisticated political speech) [1]. The perceived unspoken context-specific and non-
language-specific dimensions of the word constitute the outer layer of the “sphere” (B).
These non-language-specific dimensions account for information perceived by an indi-
vidual as an isolated case or due to random and/or circumstantial factors of the current
context.

The differentiation between context-specific dimensions of a spoken word that are
language-specific and non-language-specific allows a differentiation between circum-
stantial factors/evidence and socio-culturally-biased factors/evidence in data analysis
and training data.

The outer layer of the “sphere” also accounts for unspoken and non-language-specific
dimensions of a word that are, however, domain-specific and/or related to a domain-
specific discourse. For example, the word “follower” may be linked to different asso-
ciations and subsequent dimensions of meanings and responses within a social media
domain or within a geopolitical – war domain. Furthermore, a word not expressing
sentiment/emotion may be related to domain-specific positive or negative statements,
as observed in Sentiment Analysis and Opinion Mining applications [19]. A typical
case are words that do not express sentiment but are connected to positive or negative
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statements, as registered in Sentiment Analysis and Opinion Mining. For example, in
restaurant reviews, the word “waiter” often occurs in negative statements [19] (Fig. 3).

spoken word &
seman�c content

context and language-specific 
unspoken  inforna�on (A)

[W/P-LANG CONTEXT node link]

context and non language-specific 
unspoken  inforna�on (B)  

(cirumstan�al / domain-specific) (B)
[W/P CONTEXT node link]

Fig. 3. (Spoken) word (Atmo) “Sphere” of linguistic and paralinguistic information not uttered
and respective types of “CONTEXT” relations in knowledge graphs (Alexandris, 2023) [1].

2.3 Generation of Differentiated “Context” Relations in Knowledge Graphs

The differentiation between different types of perceived unspoken information can be
linked to the “CONTEXT” relation described in previous research, where the differ-
ent types of perceived information not uttered can be differentiated with distinct types
of “CONTEXT” relations in the knowledge graphs. The context-specific and language-
specific (A) “CONTEXT” relations employed in knowledge graph-based data are, hence-
forth, referred to as “W-LANG” CONTEXT relations for linguistic information not
uttered, such as the additional content of “Gravity” and “Evocative” words. Addition-
ally, the context-specific and language-specific “CONTEXT” relations are, henceforth
referred to as “P-LANG” CONTEXT relations for paralinguistic information not uttered
[1]. The non-language-specific/domain-specific (B) “CONTEXT” relations are, hence-
forth referred to as “W” CONTEXT relations for linguistic information not uttered
and “P” CONTEXT relations for non-language-specific/ /domain-specific paralinguistic
information [1].

This differentiation of the “Context” relations is integrated in the implemented
interface and generated knowledge graphs [6], as depicted in Figs. 4 and 5.

We note that the distinct types of integration of the “Context” factor and related infor-
mation in knowledge graphs outline the distinct types of implementation for enriching
models and refining NLP tasks, especially when videos and multimodal data are pro-
cessed. In addition to their integration in knowledge graphs, the pre-defined words
can also be used as an enhanced “Bag-of-Words” approach (Seed Data) in strate-
gies and (domain-specific) applications i.e. spoken Dialog Systems and other related
Human-Computer Interaction (HCI)/Human Robot Interaction (HRI) applications.
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Fig. 4. Generated knowledge graph by implemented application [6] with word-topic relations
(“No” answer, Topic Switch, Generalization, Association, Association) and updated “CONTEXT”
node types in speech segment: “W-LANG” (“Gravity”words: “dignity”, “justice”) and “P-LANG”
(eyebrow –raise (language-specific) information: “important”).

Fig. 5. Updated interface of the implemented application [6] with additional functions-buttons
(W-LANG/P-LANG vs W/P) and optional domain definition/selection.

2.4 Processing Language-Specific Features in Unspoken Information

In the proposed knowledge graphs, language-specific dimensions in the inner layer of
the sphere (A) include “Gravity” or “Evocative” words perceived by native speakers of
a natural language that can be expressed with the W-LANG CONTEXT relation. The
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standard types of messages and information (and their variants) conveyed by paralin-
guistic features perceived by native speakers of a natural language can be expressed with
the P-LANG CONTEXT relation (Fig. 6).

In regard to the language and culture-specific (standard) types of messages and
information (and their variants) conveyed by paralinguistic features, examples of (inter-
actively) annotated paralinguistic features depicting information complementing the
information content of the spoken utterance are the following [2], for example: “[+
facial-expr: eyebrow-raise]” and “[+ gesture: low-hand-raise]”) or constituting “stand-
alone” information [2]. In the latter case, information was interactively annotated with
the insertion of a separate message or response [Message/Response]. For example, the
raising of eyebrows with the interpretation “I am surprised” [and/but this surprises me]
[2] was indicated as [I am surprised] (a), either as a pointer to information content
or as or as a substitute of spoken information, a “stand-alone” paralinguistic feature
[Message/Response: I am surprised] [2]. Alternative interpretations of the paralinguistic
feature are “I am listening very carefully” (b), “What I am saying is important”(c), “I
have no intention of doing otherwise” (d) [2], indicated with the respective annotations
according to the parameters of the language(s) and the speaker(s) concerned.

Fig. 6. Left: Fragment of knowledge graph for perceived “Evocative” word (“people”), co-
occurring with topic “ban” resulting to a “No” answer and topic switch (SWITCH) in utterance
segment with detected tension between speakers: context-specific and language-specific “CON-
TEXT: W-LANG” relation for linguistic information. Right: Fragment of knowledge graph for
perceived meaning of eyebrow-raise (“important”) co-occurring with topic “sanctions” and per-
ceived “Gravity” word (“dignity”) in utterance: context-specific and language-specific “CON-
TEXT: W-LANG” relation for linguistic information and context-specific and language-specific
“CONTEXT: P-LANG” relation for paralinguistic information [1].

This type of (annotated) data for paralinguistic features constituting unspoken infor-
mation may contribute to the management of problematic input in typical Data Mining
and Sentiment Analysis-OpinionMining applications, especially if the semantic content
of a spoken utterance is complemented or contradicted by a gesture, facial expression,
movement – or even by tone of voice. Furthermore, this type of language-specific data –
linguistic features and paralinguistic features, apart from its use as seed data for Senti-
ment Analysis and related applications, it can also be used as a base-line for comparison
and evaluation of multiple user-input, especially if the quality of the crowd-sourced data
is not guaranteed. The language-specific (seed) data can also be integrated in HCI appli-
cations intended for native or near-native speakers of a particular natural language or for
a defined pair or set of languages.
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3 Processing Domain-Specific Unspoken Information
with Knowledge Graphs: Politics and Opinion Mining

In the case of non-language-specific information that is, however, domain-specific (B),
the data can be integrated in domain-specific applications. For example, in Sentiment
Analysis applications for restaurant reviews, the emotionally neutral words “bill” or
“waiter” are connected with the dimension-meaning of a negative statement [19] with
the “CONTEXT: W” relation (Fig. 7). In other words, a positive or negative dimension
may be automatically related to a word, depending on context – a feature of crucial
importance in Sentiment Analysis.

Fig. 7. Fragment of knowledge graph for perceived word: context-specific and non-language-
specific “CONTEXT: W” relation for linguistic information in the domain of “Restaurant
Reviews” for Sentiment Analysis applications: “bill” is marked with a negative attitude.

Fig. 8. Positive and negative terms in twitter data in Politics (Greek parliamentary elections)
(Trachanas, 2023).
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For Opinion Mining applications, a characteristic example of the integration of the
“CONTEXT: W” relation for linguistic information is the domain of Politics in the
pre-elections period with positive terms and negative terms in twitter data [36].

The positive and negative terms in twitter data are listed as following. Positive terms:
absolute parliamentary majority (1466), better (475), victory (467), head start (388),
opportunity (382), simple (315), largest (303), bravo (277), success (276), joy (270),
correct(ly) (262), continuing/continuous (241), thank you (234), thankfully (214), inter-
ests (203), like(s) (193), security (180), leader (commander) (180), leader (statesman)
(175), fine (well/ beautiful) (167) [36] (Fig. 8).

Negative terms: Pejorative expressions for PrimeMinister (PEJ-1, PEJ-2) (886, 703),
wrong - mistake (686), attack (564), overthrow (384), problem (359), unfortunately
(342), crisis (316), bad/bad thing (300), catastrophe (295), shame (disgrace) (283), fas-
cists (270), shame (pity) (270), unresentful-remorseless (263), so-called (fake) (262),
defeat (238), con artists, frauds (228), liars (222), fall(s) (222), serious(ly) (221) [36]
(Figs. 8 and 9).

Fig. 9. Fragment of knowledge graph for perceived word: context-specific and non-language-
specific “CONTEXT: W” relation for linguistic information in the domain of Politics for Opinion
Mining applications. The word “victory” is marked with a positive attitude and the word “mistake”
is marked with a negative attitude.

4 Prosodic Emphasis and Voice-Related Information in Knowledge
Graphs

Prosodic emphasis, change of speaking style/tone of voice and speaker/individual-
specific paralinguistic features can be inserted as additional information with the “Con-
text” relation, as in the case of language-specific paralinguistic features presented in pre-
vious research. The context-specific and language-specific “W-LANG” CONTEXT and
“P-LANG”CONTEXT relations for linguistic and paralinguistic information not uttered
can be integrated with non-language-specific/domain-specific “W” CONTEXT and “P”
CONTEXT relations for linguistic and paralinguistic information within a knowledge
graph (Fig. 10).

Although uncommon, all types of CONTEXT relations may co-occur within the
same speech segment.

The perception in change of tone of voice constitute features that are often strongly
language-specific and are often hard to identify.
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Fig. 10. Fragment of knowledge graph for perceived word: language-specific (P-LANG) (eye-
brow raise = “important”) and non-language-specific (P) (prosodic emphasis) “CONTEXT”
relations for paralinguistic information [1].

Fig. 11. Example of stressing phonetic and phonological features in spoken utterances to
emphasize semantic content and sentiment for a topic of political significance [2].

Emphasis on specific phonetic and phonological features of a particular word for
clarity purposes or in order to stress its semantic content and/or sentiment and the
overall tone of how a specific word is uttered within a spoken segment may not be
equally perceived among recipients.

However, these features often play an important – often crucial – role in spoken
political and journalistic texts.
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Since recordings of present-day politicians are avoided to be analyzed here, we
present a non-journalistic, classical text -yet of political significance- recited by an expert
(Prof. S. Psaroudakes, Dept. of Music Studies, National and Kapodistrian University of
Athens) in Fig. 11 [2]. In the reciting of the Chorus from the “Persians” of Ancient
Greek tragedian Aeschylus (“The Persians”, written 472 B.C.E., Chorus of Persian
Elders, who compose the Persian Council of State), there is an alternation of “intense”
phrases containingmore prosodic (and pointers to paralinguistic) elements and “neutral”
phrases. The Speaker makes full use of alliteration and resonance in the words, phrases
and sentences of the ancient text. For example, the “[s]” phoneme is stressed in the phrase
“p‘asa gh ‘ar isch‘is Asiatogh en‘es” (πᾶσα-γὰρ ἰσχὺςἈσιατoγενšς) to emphasize the
words “all” (p‘asa) “power” (isch‘is) and “Asia” (Asia) referring to (power of) the Persian
Empire [2].

4.1 Domain-Specific Commands and Prosodic Emphasis

Acharacteristic example of non-language-specific features comprising additional dimen-
sions of information content of words is the case of specific words receiving prosodic
emphasis within the discourse and/or domain of the spoken interaction. Prosodic empha-
sis may stress and/or clarify the semantic content of the spoken utterance in a broad
range of interaction types. These interaction types range from task-specific dialogue and
question-answer interactions to interviews, political discussions and spoken interaction
concerning negation and persuasion and/or expression of opinion.

The non-language-specific but strictly context-specific dimension of a word can also
be domain-specific. For example, a particular wordmay imply a specific role or action. It
may be noted that this allows possible implementations within a “frame-slot” framework
in domain-specific (HCI and HRI) for processing spoken utterances.

In this case, the mere utterance of a single word may imply a domain-specific type
of information consisting a complete phrase or sentence – or one or more possible
domain-specific alternative types of implied information.

Characteristic examples (with andwithout prosodic emphasis) are depicted in Fig. 12
and Fig. 13, with Fig. 14 depicting examples of related frame-slots.

Fig. 12. “Gas”/“Gas!”: Fragment of knowledge graph for a singular spoken word “gas” (with
and without prosodic emphasis [1]) and context-specific and non-language-specific “CONTEXT:
W” relation for domain-specific information in HCI applications. The word “gas” is marked with
implied possible information “(the [gas] is) low” and “check [gas]”.
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Fig. 13. “Fuel tank”: Fragment of knowledge graph for a singular spoken word “fuel tank” and
context-specific and non-language-specific “CONTEXT: W” relation for domain-specific infor-
mation in HCI applications. The word “fuel tank” is marked with implied possible information
for the commands “fill[fuel tank]”, “inspect[fuel tank]”,“repair[fuel tank]”and possible related
frame-slots.

fueling (aircraft, aircraft_part, number)

“Fill fuel tank in aircraft 2255” 

repair (aircraft, aircraft_part, material, number, time) 

“Repair damage in aircraft 2255” / “Repair damage in fuel tank”  

aircraft_inspection (aircraft, place, number, time) 

“Inspect aircraft SN 520 “ / “Inspect fuel tank in aircraft SN 520” 

Fig. 14. Frame slots and examples for commands “fill[fuel tank]”, “inspect[fuel
tank]”,“repair[fuel tank]”.

We also note that the W-LANG and P-LANG “CONTEXT” relation or the W and
P “CONTEXT” relations may be selected and be processed separately, according to
application type. For example, language-specific data – linguistic features and paralin-
guistic features- can be used as seed data in a database –resource for language-specific
applications. Non-language specific/domain-specific data – linguistic features and par-
alinguistic features- can be used as seed data in a separate database for domain-specific
applications. Both databases - resources can be merged according to application type.
Recent approaches in estimating node importance in knowledge graphs may enable the
automatic execution of such processes [29], however, further research is required.

5 Conclusions and Further Research

The presented knowledge graph enrichment in the data preparation stage enables a
differentiation between perceived linguistic and paralinguistic information not uttered
compatible to language-specific and socio-cultural norms and unspoken perceived infor-
mation that is either strictly circumstantial or strictly domain/context dependent. This
enables a differentiation between circumstantial factors/evidence (individual/context-
specific or domain specific - for Sentiment Analysis/HCI) and socio-culturally-biased
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factors/evidence in data analysis and training data and its subsequent integration in
knowledge graphs and subsequent implementation in vectors and neural networks (1).
This differentiation contributes to “Socially Responsible AI”, since language/socio-
culturally-specific factors are more likely to account for speaker-participant psychology-
mentality and sensitivities and for cases of intended or unintended offense (or, even,
bullying), differentiating them from any random occurrences/individual-specific pecu-
liarities (especially for paralinguistic features). The above-presented differentiation may
also be described as a context-specific information (atmo) “sphere” surrounding the spo-
ken word. The concrete meaning – actual semantic content of the word (retrievable and
processable inNatural Language Processing-NLP) is surrounded by two context-specific
layers, with its context-specific and language-specific dimensions in the inner layer of
the sphere (A) and its context-specific and non-language-specific dimensions in the
outer layer of the “sphere” (B). The outer layers of the word (atmo) “sphere” demon-
strate similarities to the outer circles of the Plutchik Wheel of Emotions containing
complex emotions, recognizable within a (socio-culturally determined) context, such as
“contempt” and “disapproval”. In contrast, concretely identifiable emotions – including
intense and universally recognizable emotions, such as “rage” and “grief” - are located
in the inner circles of the Plutchik Wheel of Emotions and are typically easily detected
and processed by current practices in Sentiment Analysis and Opinion Mining. In other
words, the proposed information (atmo) “sphere” surrounding the spoken word mirrors
the overall shape and very general – basic-features in the Plutchik Wheel of Emotions
(2).

The above-presented differentiation are also linked to distinct types of integration
of the “Context” factor and related information in knowledge graphs for NLP tasks and
related HCI/HRI applications. In the case of Dialog Systems, with the proposed process-
ing strategy, the mere utterance of a single word may imply a complete phrase/sentence
with domain-specific (alternative types of) information (3).

Extensive implementation, evaluation (with quantitative evaluation measurements)
and improvement of the training data created by the knowledge graphs is envisioned for
further research, especially for a wider range of languages and speakers.
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Abstract. An opportunity for reflection while expressing memories of one’s own
experiences can lead an individual to contemplate the daily life events they experi-
ence. However, we get limited opportunities to recollect ourmemories in daily life.
Therefore, we considered that approaching memory scenes through pictures and
artworks related to memories might trigger a chain of recall of memory details and
related episodes. In this paper, we propose a nostalgic image generation system
with an interactivemodification function to support users’ nostalgic episodicmem-
ory recall scenes in daily life. The proposed system supports nostalgic memory
recall in two aspects: verbalizing a memory while viewing an image and modi-
fying the image generated to make it closely resemble the memory. The results
of the verification experiment suggest that verbalizing nostalgic memory as an
interactive modification and modifying the generated image may support memory
recall when imaging nostalgic memory.

Keywords: supporting memory recall · image generation AI · nostalgic memory
visualization

1 Introduction

Human memory is crucial in recalling past events, experiences, emotions, and thoughts,
as well as in facilitating self-understanding, relationship building, and daily problem-
solving [1, 2]. Such memories often lead individuals to come up with new creative
ideas. In particular, personal memories based on one’s own experiences are essential to
the formation of one’s identity. Furthermore, reflection based on one’s memories—as a
way to construct one’s identity—is effective in providing a positive reevaluation of past
events and life experiences and in fostering an optimistic orientation toward the future.
Therefore, reflecting on memories regularly is important for reaffirming one’s identity
and leading a high-quality life. However, the opportunities to reflect on our memories
are limited in daily life, and it is difficult to take time to reflect on our past events and
remember the details.

In the field of psychological care support, the benefits of recalling one’s memory are
well known. For example, reminiscence therapy, a psychological intervention method
that involves sharing memories by talking with others while looking at old photos or

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Kurosu and A. Hashizume (Eds.): HCII 2024, LNCS 14684, pp. 247–261, 2024.
https://doi.org/10.1007/978-3-031-60405-8_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-60405-8_16&domain=pdf
https://doi.org/10.1007/978-3-031-60405-8_16


248 M. Ando et al.

objects, is used in care facilities to prevent the progression of dementia [3]. Art therapy,
another psychological intervention method, encourages recalling memories by engag-
ing individuals in tasks that involve imagining and expressing memories [4]. Art therapy
aims to alleviate psychological and emotional issues through creative expression, such as
painting, sculpting, and pottery.Moreover, it provides an environment for self-expression
and mental stability, triggering reflections on personal memories and experiences. For
individuals, opportunities to reflect on their experiences through creative expression can
be valuable in daily life. In particular, reproducing amemory scene during such activities
may trigger a chain of detailed recollections and related episodes. However, such activi-
ties should be pursued in the presence of professional staff, a suitable environment, and
appropriate photos or the ability to draw, whichmight not always be available.Moreover,
recalling detailed memories or unnoticed events from one’s life is not always easy.

In this paper, we aim to support users’ nostalgic episodic memory recall in daily
life without the presence of professional staff or materials for recollection. To achieve
this, we focus on image generation AI technology, which generates and modifies images
automatically in response to users’ text commands. The use of image generation AI has
become widespread in recent years [5]. It can be used to represent memories visually
and can support individuals in reflecting on them.

We propose a system that can express memories not only by generating images but
also by including an interactive modification process to enhance memory recall. This
system uses image generation AI to create specific images from linguistic descriptions
of memory scenes provided by users. This feature is designed to support a more detailed
recollection of memories. However, since image generation AI generally uses generic
image data, it is difficult to generate images that exactly match the scene envisioned by
the user. To address this, our proposed system incorporates a function that allows users
to modify the generated images interactively. By providing additional feedback via text
input while viewing the images, users can generate images that resemble their memory’s
scene more closely. This modification process not only aligns the generated images with
the memory scene but also encourages a deeper and more detailed recall of memories.
The attention given to the discrepancies between the generated images and the recalled
scenes can stimulate a more comprehensive recollection by users. Thus, these functions
can be used to represent and enhance the memory’s scene as images, thereby naturally
prompting users to recall details of their own memories and related episodes.

In this paper, we hypothesize that the proposed system’s process of visualizing
memories and interactively modifying images to closely resemble memory scenes will
enhance the recall of the detailed aspects and related episodes of those memories. We
aim to verify this hypothesis by examining the system’s effectiveness in facilitating a
more vivid and detailed recollection of personal memories.

2 Related Research

Several studies have investigated the role of supporting technology inmemory recall. For
example, Loveday et al. and Abigail et al. used a wearable camera called SenseCam [6]
to record daily life events and showed that detailed episodic memories could be recalled
from pictures [7, 8]. In addition, Abigail et al. developed a system to support memory
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recall using keywords generated from sources such as Google Calendar and Twitter [9].
In this research, words were weighted on the basis of photographs to help users recall
memorable events. Although these studies attempted to support memory recall using
images and keywords, they assumed the existence of photographs of objects or events to
be recalled. Our research examines the use of image generationAI to generate alternative
images that support the recall of specific memory scenes when actual photographs are
unavailable.

Image generation AI typically refers to technology that creates new or modified
images using machine-learning techniques. A well-known model in this field is the
Generative Adversarial Network (GAN) [10], which produces highly realistic images by
using two types of models together: one for image generation and another for evaluation
(i.e., to evaluate whether the image created by the generative model is real or fake).
Recently, a novel image generation method based on the diffusion model has appeared
[5]. This model introduces noise into images and then learns to remove it to restore
the original image, thereby accurately capturing the images’ features. Furthermore, this
model can also generate new images from text or images as input. Our research focuses
on this type of text-based image generation and modification method.We consider using
diffusion model-based image generation AI to visualize one’s memorable scenes.

Regarding memory and remembrance based on generative AI, MyHeritage provides
an existing service called Deep Nostalgia [11]. This service animates historical pho-
tographs using image generation AI, allowing individuals to reflect more vividly on
their own lives or those of their family and ancestors. Xiaojiao et al. used image gen-
eration AI to repair old or damaged photos and colorize black-and-white photos [12].
Moreover, Mengjiao et al. recreated old facial images from current facial images [13],
and Yu et al. generated a video from brain activity data [14]. However, these studies
required existing images or specialized equipment. Our research is unique because it
uses image generation AI to generate images of memory scenes from textual descrip-
tions without needing expertise or equipment. Moreover, our approach focuses not on
the accuracy of the scene’s reproduction but on encouraging memory recall through the
process of correcting discrepancies between the generated image and the actual memory
scene.

3 Supporting Memory Recall Using Image Generation AI

3.1 Overview of the Proposed System

In this study, we propose a system that supports recalling the user’s detailed memories
and related episodes by visualizing thememory’s scene as an image generated by the user.
The proposed system can generate an image based on text commands about a memory
scene input by the user. The user can modify the generated image with the assistance of
the image generation AI. The generated or modified image is displayed in real time on
the system’s user interface (UI; shown in Fig. 1). The user can always check whether the
displayed image reproduces their memory scene accurately and make the image closely
resemble thememory scene by changing or adding the input text. Through this interactive
modification process, the generated imagewill containmore details of thememory scene;
simultaneously, the user’s recall of thememorywill be encouraged. The proposed system
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has two functions: the “Image Generation Function” and the “Interactive Modification
Function.” In the “Image Generation Function,” the proposed system generates new
images based on the text entered by users. The generated image is displayed in the
system’s UI each time it is generated. In general, well-known image generation models
are pretrained from image databases collected from various sources. Thus, the generated
images are generic and often do not fully reflect the specific details and uniqueness of
users’ memories. Therefore, users can use the “Interactive Modification Function” to
make the generated images more closely resemble the memory scene.

Fig. 1. Interface of the Proposed System

Using the “Interactive Modification Function,” users can modify the generated
images with textual instructions. They can input textual instructions for implement-
ing partial or entire modifications to the generated image, and the system will regenerate
the image based on the input. The modified image is displayed in the system’s UI each
time it is generated. Users can check the displayed image to determine whether the
modification was successful and then input any additional modifications they wish to
make. This interactive process allows users to create images that more closely reflect
their memory scene.

3.2 Procedures for Using the Proposed System

We implemented the proposed method as a system that enables users to experience it.
In this section, we describe the interface and usage procedures of the proposed sys-
tem. Figure 1 shows the system interface, and Table 1 shows the name and function of
each component. The system uses a diffusion model called Stable Diffusion [5]. This
model enables users to generate images based on the content of the input text. The sys-
tem contains an interface for operating each function and displaying images. Through
this interface, users can intuitively generate and modify images using each function
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Table 1. Functions of the Proposed System

Function name Function description

➀ Image display area The generated images are displayed one by one
here

➁ Text input field A field for inputting text describing the contents
of the memory scene or modification

➂ Reset text input field Button to blank out ➁

➃ View previous image Button to revert the image displayed in ➀ to the
previously generated one

➄ View next image Button to show the next image in ➀ if there is a
newer generated image

➅ Create an image from users’ memories Button to generate a new image based on the
contents of ➁ and display it in ➀

➆ Modify this image in entire Button to generate a new image with the
modification described in ➁ added to the image
currently displayed in ➀ and display it in ➀

➇ Bounding box to specify a region for
modifying

The bounding box is shown by dragging the
mouse on ➀ to reserve a specific modification
region

➈ Modify a specified area of this image Button to modify the image displayed in ➀ as
reflecting the modification in ➁ for the area in ➇

➉ Number of modifications remaining This display function is provided for the
experiment. The number of times the
modifications can be made is displayed. The
number is decreased by one each time ➆ and ➈

are executed; when the number reaches 0, no
further modifications are possible

implemented in the system. The following is a description of how to use each system
function.

Image Generation Function. The user’s flow of the image generation process when
using the “Image Generation” function is as follows. First, the user inputs text describing
thememory scene theywish to create in the “Text Input Field.” Next, while they press the
“Create an image from users’ memories” button, an image generated based on the input
text is displayed in the “Image display area.”At this time, inside this system, the input text
is translated into English (if not English) and then passed to the image generation model.
Then, the system receives the generated image from the image generation model. The
user can repeat this process multiple times, with a new image appearing in the “Image
display area” each time. Previously generated images do not disappear, and the user
can use the “View previous image” and “View next image” buttons to switch between
the displayed images. Figure 2 shows an example of the use of the image generation
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function for the following text input about one’s memory: “Once upon a time I went to
a ranch on a mountain.”

Interactive Modification Function - Entire Image Modification. In this section, we
describe the user’s flow of the image modification process when using the “Entire Image
Modification” function” which is one of the interactive modification functions. This
function is used when the modification covers a large area of the image, such as the
background or a large object. First, using the “Image Generation Function,” the user
generates an image that serves as the base of the image modification process. The base
image is the image currently displayed in the “Image display area.” Next, the user inputs
the content to be modified in the “Text input field.” Next, the user presses the “Modify
this image in entire” button. The system displays a new image in the “Image display
area,” with the displayed image modified based on the input modifications. At this time,
inside this system, the input text and the base image are passed to the image generation
model. Then, the image-to-image function of the image generation model generates a
new image that reflects the content of the input text in the base image. The user can
repeat this process to continue modifying the image interactively. Figure 3 shows an
example of using the “Entire Image Modification” function to modify the image shown
in Fig. 2 with the following content: “There were many goats on the farm.”

InteractiveModification Function – SpecifiedAreaModification. In this section, we
describe the user’s flow when using the “Specific Area Modification” function, which
is one of the interactive modification functions. This function is used to modify a small
object or a small area of an image. First, the user generates a base image for image
modification using the “Image Generation” function. Next, the user drags the mouse
around the area of the image to be modified, and a red rectangular frame appears. Next,
the user inputs the content to be modified in the “Text input field.” Next, the user presses
the “Modify a specified area of this image” button. Then, the system displays a new
image in which the modification is reflected only in the specified area. At this time,
inside this system, the input text, the base image, and the specified area are passed to
the image generation model. Then, the image-to-image function of the image generation
model generates a new image for the base image that reflects the content of the input
text only in the specified area. Figure 4 shows an example of using the “Specific Area
Modification” function to modify the image shown in Fig. 3 with the following content:
“There was a log cabin restaurant in here.
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Fig. 2. Example of the Image Generation Function

Fig. 3. Example of the Entire Image Modification Function

Fig. 4. Example of the Specified Area Modification Function
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4 Experiment

4.1 Purpose and Hypotheses

In this experiment, we evaluated whether the interactive modification process provided
by the proposed system is effective in recalling the user’s memory scene. The interactive
modification process includes two factors: verbalization andmodification of thememory
scene. The verbalization factor refers to the process of refining the textual description
repeatedly, thereby allowing the user to describe the memory scene more accurately
and to verbalize their recalled contents. This process may contribute to articulating their
recalled memory by encouraging detailed descriptions of the scene through text input.
The modification factor refers to the act of users modifying the generated image to
make it more closely resemble the memory scene. This action is done by interactively
modifying the image based on the refined textual description, which enables the system
to visualize the memory scene more precisely. Each of these factors may have a different
impact on recall. To verify the effectiveness of these factors, we set the following two
hypotheses:

– Hypothesis H1: “Effects of verbalizingmemory scenes”: Verbalizing amemory scene
will facilitate easy, detailed, accurate, and one-after-another recall of the memory.

– Hypothesis H2: “Effect of image modification”: Interactive modification of the gen-
erated images will facilitate easy, detailed, accurate, and one-after-another recall of
the memory.

Regarding H1, since image generation AI typically learns from universal image data,
the generated images are not necessarily close to the user’s specific memory. Therefore,
as the verbalization factor, repeated adjustments to the input are required to make the
generated image more closely resemble the memory scene. This process is an act of
verbalizing the memory scene repeatedly and in detail. The process of verbalization is
expected to encourage deeper involvement and reflection on the memory and to enhance
the recall of memories.

RegardingH2, as themodification factor, the process ofmodifying the user-generated
image to make it more closely resemble the memory scene is necessary to reduce the
discrepancies between the generated image and the user’s memory. During this process,
users are expected to notice discrepancies between the generated image and their own
mental image of the memory scene. This realization encourages users to accurately
describe memory scenes and to aim for a more detailed representation. It is expected
that users will be able to engage more deeply with their past experiences through this
process, which will, in turn, facilitate recall.

4.2 Experimental Settings

Toverify the hypotheses outlined inSect. 4.1,we askedparticipants to visualize and recall
their memories by using our system. The participants were asked to recall “memories
of impressed places they had visited in the past” in which scenes such as scenery and
landscapes could be easily visualized. We combined two factors—verbalization of the
memories (verbalization) andmodification of the generated images (modification)—and
set the following three conditions as comparison conditions:
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• Verbalization and Modification Condition (proposed method): Using the proposed
system, the participants can generate images of their memory scenes by repeatedly
modifying the images. They can modify the generated image up to 15 times.

• Only Verbalization Condition: Using the system, the participants can re-generate
images of their memory scenes by changing the input text. They can retry to generate
the images by modifying the input text up to 10 times.

• Once Verbalization Condition (baseline): The participants can visualize their mem-
ory scene only once using the system. In this condition, 10 images are generated
simultaneously.

In the Verbalization andModification Condition, participants can use all functions of
the proposed system. The participants can generate an image through the verbalization of
thememory scene and thenmodify it up to 15 times using one base image. This condition
includes the two aforementioned factors (verbalization and modification). These limits
on the number of iterations were set to avoid bias in each participant’s usage of the
function.

In the Only Verbalization Condition, the participants can only use the image gen-
eration function. The participant can replay a new image from the verbalized memory
scene up to 10 times. This condition includes only the verbalization factor of thememory
scene.

In the Once Verbalization Condition, the participants can only use the image gen-
eration function once. In this condition, the image cannot be regenerated or modified.
In other words, this condition does not include the factors of image verbalization and
modification. However, this constraint is assumed to reduce the likelihood of generating
images that closely resemble the user’s memories to an extremely low level. Therefore,
the participants were given an initial five-minute period to organize and verbalize their
memory’s scenes before using the system. In addition, the number of images generated
at one time was set to 10.

4.3 Procedure

In this experiment, 10 university students participated. Face-to-face interviews were
conducted with them after obtaining informed consent. First, the participants were asked
to list three memorable places they had visited in the past. These three memorable places
were randomly assigned to each of the three conditions presented in Sect. 4.2. Next,
the participants were provided with a tutorial to familiarize them with the system’s
operations. This tutorial was designed to ensure that all participants were comfortable
with the system’s functions and interface. After completing the tutorial, the participants
then proceeded to visualize scenes related to the designated memorable places using the
system in each condition. Then, the participants responded to a questionnaire (Table 2,
Q1–Q4) regarding the visualization of their memories. Finally, the participants were
asked to recall scenes or episodes from their memories while looking at the generated
images. Specifically, we instructed them, “Please look at the generated images and recall
yourmemories of this place at that time.” This recall taskwas performed for fiveminutes.
The participants then responded to a questionnaire (Table 2, Q5–Q8) regarding the recall
of memories. The participants were asked to conduct this process three times, once for
each condition. The order of the conditions was randomly switched for each participant.
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Table 2. Question Items in the Questionnaire.

No. Questionnaire Items

Q1 I felt that the image generation process helped me recall past scenes easily

Q2 I felt that the image generation process helped me recall past scenes in detail

Q3 I felt that the image generation process helped me recall past scenes accurately

Q4 I felt that the image generation process helped me recall past scenes one after another

Q5 I felt that the generated images helped me recall past scenes easily

Q6 I felt that the generated images helped me recall past scenes in detail

Q7 I felt that the generated images helped me recall past scenes accurately

Q8 I felt that the generated images helped me recall past scenes one after another

4.4 Evaluation Item

In this experiment, the questionnaire shown in Table 2 was used to evaluate the effec-
tiveness of the proposed system in facilitating memory recall. This questionnaire was
designed to evaluate the recall process in two phases: creating images of memorable
scenes (memory imaging phase) and recalling while viewing the created images (recall
phase with generated images). The questionnaire included the following evaluation
factors:

• Q1,5: Recalled the memory scene easily.
• Q2,6: Recalled the memory scene in detail.
• Q3,7: Recalled the memory scene accurately.
• Q4,8: Recalled the memory scene one after another.

The questionnaire used a 7-point Likert scale (7 being the most positive). Items
Q1–Q4 were to be answered immediately after creating an image of a memory scene
using the system. Items Q5–Q8 were to be answered after recalling the memory for five
minutes while looking at the generated image after creating the image of the memory
scene.

5 Results

Ten students (sevenmales and three females) fromRitsumeikanUniversity,Kyoto, Japan,
participated in this experiment. In this section,we present the results of the questionnaire.

5.1 Recall Results from the Memory Imaging Phase

A box-and-whisker plot of the mean scores of questionnaires Q1–Q4 after the imaging
of memory scenes is shown in Fig. 5. Friedman tests were performed for each question,
and no significant differences were found between conditions for all items. However,
the mean score for each condition was 4 or higher for all items. From these results,
it was not confirmed that the acts of improving the input text (verbalization factor)
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Fig. 5. Box-and-Whisker Plot of Mean Scores for Q1–Q4.

and modifying the generated image (modification factor) when using the system led
to statistical differences in memory recall. The following discussion will focus on the
characteristics identified in each condition based on the differences in the mean scores.

First, regarding “Recalled the memory scene easily,” the results of Q1 show that the
mean scores were higher in the order of the “Verbalization and Modification Condition”
> “Once Verbalization Condition” > “Only Verbalization Condition.” The trend in the
mean scores shows that the “Verbalization andModification Condition” has the smallest
variance and the highest mean score. Therefore, it is suggested that the “Verbalization
and Modification Condition” may make it easier for users to recall a memory scene
during the memory imaging phase. In addition, the mean value of the “Once Verbaliza-
tion Condition” was higher than that of the “Only Verbalization Condition.” Therefore,
regarding ease of recall, it could be lower due to the verbalization factor.

Next, regarding the “Recalled the memory scene in detail,” the results of Q2 show
that the mean values for the “Only Verbalization Condition” and “Once Verbalization
Condition” were similar, and the mean value for the “Verbalization and Modification
Condition” was the lowest. This suggests that the verbalization and modification factors
may have a small effect on the detailed memory recall scene during the memory imaging
phase.

Finally, regarding the “Recalled the memory scene accurately” and “Recalled the
memory scene one after another,” the results of Q3 and Q4 show that the mean value of
the “Only Verbalization Condition” was the highest for both items. This suggests that
the verbalization factor may be effective for accurate or one-after-another recall of the
memory scene. However, the “Verbalization and Modification Condition” was as low
as or lower than the “Once Verbalization Condition,” suggesting that the modification
factor may be almost ineffective or even an obstacle to accurate and one-after-another
recall.

5.2 Recall Results from the Recall Phase with Generated Images

A box-and-whisker plot of the mean scores of questionnaires Q5–Q8 after the recalling
process based on the generated image is shown in Fig. 6. Friedman tests were performed
for each question, and no significant differences were found between conditions for
all items. However, the mean score for each condition was 4 or higher for all items.
From these results, it could not be confirmed that the acts of improving the input text
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Fig. 6. Box-and-Whisker Plot of Mean Scores for Q5–Q8.

(verbalization factor) and modifying the generated image (modification factor) when
using the system led to statistical differences in memory recall on the generated image.
The following discussion will focus on the characteristics identified in each condition
based on the differences in the mean scores.

First, regarding “Recalled the memory scene easily,” the results of Q5 show that the
meanvalues for the “Verbalization andModificationCondition” and “OnceVerbalization
Condition” were similar, and the score for the “Only Verbalization Condition” was the
lowest. This suggests that the images generated only from the verbalization factors were
an obstacle to ease of recall. However, when themodification factor was added, the mean
score was higher than that of the “Only Verbalization Condition.”

Next, regarding the “Recalled the memory scene in detail,” the results of Q6 show
that the mean score for the “Only Verbalization Condition” was the highest. Moreover,
the mean score for the “Verbalization and Modification Condition” was lower than that
for the “Once Verbalization Condition.” This suggests that the verbalization factor was
effective for detailed recall of the generated image, whereas the modification factor may
have been an obstacle in the opposite direction.

Finally, regarding the “Recalled the memory scene accurately” and “Recalled the
memory scene one after another,” the results for Q7 and Q8 show that the “Once Verbal-
ization Condition” had the highest mean value. The mean values for the “Verbalization
and Modification Condition” were the same (Q7) or slightly lower (Q8) than that for
“Only Verbalization Condition.” This suggests that images generated only from the ver-
balization factors may affect the accuracy or one-after-another recall. However, images
generated by adding the modification factor may have a minimal effect on or even impair
accurate or sequential recall.

6 Discussion

The results of this experiment did not show any significance between conditions in the
Friedman test for any of the items, and no effect of the difference between the two factors
on recall was observed. One possible reason for this result is that in this experiment, we
set the guideline of memory scenes for participants as “memorable places they traveled
to in the past”. Because of this setting, it is possible that there were large differences in
the contents of the recall target (such as how many years ago it was, the complexity of
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the scene recalled, the number of events experienced, etc.) for each condition regarding
ease of recall, and these differences may have affected the evaluation. However, since
the mean score for each condition was 4 or higher for all items, it is possible that the
participants felt the act of generating and viewing the images of memories itself assisted
them in accessing and recalling their memories.

We will now discuss the relationship between the trends in the mean values of
each of the questionnaire items and each of the hypotheses. First, we discuss H1, that
is, “Verbalizing a memory scene will facilitate easy, detailed, accurate, and one-after-
another recall of the memory.” For this hypothesis to be supported, the mean value for
the “Only Verbalization Condition” must be significantly higher than that for the “Once
Verbalization Condition.” However, H1 was rejected because no significant differences
were found between the two conditions for all items.

AlthoughH1was not supported, the trend in themean scores suggests features related
to the content of the hypothesis. Regarding the memory imaging phase, the results of
the comparison between the “Only Verbalization Condition” and “Once Verbalization
Condition” show that in Q3 (Accuracy) and Q4 (One after another), the mean value
for the “Only Verbalization Condition” was higher. Therefore, it is possible that the
verbalization factor led the participants to recall the scenes accurately and one after
another by organizing the scenes in their minds from abstract images into concrete
words. However, in Q1 (ease), the mean value for the “Only Verbalization Condition”
was lower. In this result, it is possible that only the verbalization factor required the
participants to repeatedly improve the sentences expressing their memories, which may
have burdened the participants.

Next, regarding the recall phase with the generated images, the only item for which
the mean value of the “Only Verbalization Condition” was higher than that of the “Once
Verbalization Condition” was Q6 (In detail). Therefore, it is possible that images gener-
ated by the verbalization factor enhance detailed recall but do not lead to easy, accurate,
or one-after-another recall.

In summary, H1 was not statistically supported. However, the verbalization factor
may improve accuracy and one-after-another recall in the memory imaging phase and
detailed recall in the recall phase with the generated images.

Next, we discuss H2: “Interactivemodification of the generated images will facilitate
easy, detailed, accurate, and one-after-another recall of the memory.” For this hypothesis
to be supported, the mean for the “Verbalization and Modification Condition” must be
significantly higher than that for the “Only Verbalization Condition.” However, H2 was
rejected because no significant differences were found between the two conditions for
all items.

AlthoughH2was not supported, the trend in themean scores suggests features related
to the content of the hypothesis. Regarding the memory imaging phase, the mean value
for the “Verbalization and Modification Condition” was higher than that for the “Only
Verbalization Condition” only in Q1. Therefore, the modification factor facilitated easy
recall by allowing the participants to clearly visualize theirmemories.However, themean
for the “Verbalization and Modification Condition” was lower than that for the “Only
Verbalization Condition” for items Q2–Q4, indicating that the modification factor was
an obstacle to detailed and accurate recall. It is possible that the participants were able
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to recall the memories easily; however, the modification factors made them conscious of
trying to make the images more closely resemble the scene in their minds, and this may
have prevented them from further recalling the memories. Regarding the recall phase
with the generated images, the mean value for the “Verbalization and Modification
Condition” was higher than the mean value for the “Only Verbalization Condition” only
in Q5. Thus, it is possible that images generated by the modification factor facilitate
easy recall but do not lead to detailed or accurate recall. In addition, as mentioned at
the beginning of this section, it is possible that the effect of the content of the memories
may have reduced the effect of the modification factor.

In summary, H2 was not statistically supported. However, the modification factor
may improve the ease of recall in the memory imaging phase and the recall phase with
the generated images.

Although both H1 and H2 were not supported in this experiment, the mean values
exceeded 4 for all items, suggesting that the imaging of memories through the generated
images may have a positive effect on memory recall. Furthermore, since the possibility
of a positive effect of the verbalization and modification factors was observed in several
items, it is possible that the effect of each factor may be higher in an experimental setting
with a limited recall target.

7 Conclusion

In this study, we proposed a memory imaging system with an interactive modification
function to support the recall of memory scenes in daily life. The proposed system sup-
ports memory recall with two interactive modification factors: verbalizing the memory
while viewing the image and modifying the generated image to make it closely resemble
the memory.

From the validation experiment, the two factors showed no statistical effectiveness
in the memory imaging phase. However, the trend in the mean values suggests that these
factors could support recall. Moreover, in the recall phase with the generated images,
the two factors showed no statistical validity. This is because it is difficult to improve
the quality of the generated images through verbalization and modification due to the
characteristics of image generation AI. In addition, it is possible that in the present
experiment, the effect of the memory content that was the recall target for the image
generation AI model may have been stronger. However, the results suggest that the
imaging of the memory scene itself may have a positive effect on memory recall.

In the future, the challenges will include setting a target for recall such that the
content of memories is fair and developing a graphical user interface (GUI) that enables
more intuitive modification as desired.
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Abstract. Emotions are an integral part of living beings which influence their
thoughts, actions, and interactions with other beings. Understanding human emo-
tions is very important in communicating with others. Developing an emotion
recognition model that can be implemented in robots is a critical step in human-
robot interaction (HRI). With the rise of artificial intelligence, many techniques
are available in machine learning and deep learning to solve this problem, one
such technique is Transformers. Transformers, are used in trending technologies
like BERT, ChatGPT, DALL-E-2, etc., We used transformers in this study as they
have an edge over other by providing flexibility, adaptability, transfer learning,
multimodality, parallelization etc., The dataset used is GAMEEMO, which con-
tains EEG signals which are collected from 28 subjects while they were playing
four computer-based games which emulate emotions like boring, calm, horror,
and funny. Using EEG signal for emotion recognition have advantages like direct
measure of brain activity, non-invasiveness, good temporal resolution etc., First,
we preprocessed the raw EEG signal using bandpass filtering then created a 5-s
epoch out of signal. Next, we converted the 1D EEG signal to a 2D topographical
image using independent component analysis by taking 10 principal components
out of 14 by persevering at least 95% of the variance in the data. From 9 h and
20 min of GAMEEMO EEG signal, we generated 82, 880 topographical images.
Finally, these images were fed to a deep learning-based visual transformers model
for the classification of emotions, the best accuracy of the model is 84.71%, our
model performed better when compared with the other state-of-the-art models.

Keywords: Emotion Recognition · GAMEEMO · Topomaps · Social Robot ·
Vision Transformers (ViTs)

1 Introduction

In recent years, the amalgamation of robotics and artificial intelligence (AI) has seen
extraordinary growth, especially in the field of human-robot interaction (HRI). In human-
robot interaction, robots responding appropriately to humans by understanding human
emotions is essential in improving the quality of interactions between humans and robots.
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Human emotions and state of mind can be studied through data collected from different
modalities like facial expressions using image [1], video [2], body language [3], vocal
texture [4], and physiological signals from electroencephalogram (EEG) [5] as these
signals are directly collected from the human brain. Among all the types of modalities
physiological signal data is more reliable because there is less chance of faking.

The advantages of EEG over techniques that measure brain activity are, that it is a
non-invasive technique, and also has high temporal resolution and a very low noise-to-
signal ratio. EEG has been widely used both clinical as well as in research, especially in
the fields of epilepsy, schizophrenia, sleep studies, emotion analysis, and brain-computer
interfaces. Using physiological data like EEG to train a robot for classification and
recognition of emotions is a unique area of research [6, 7].

A Social robot is a robot that interact with the human andwith other robots in socially
acceptable manner, robots like Pepper [8], RUBEX [9], are just a few to name. Social
robots are very useful at employee recruitment and training, medical screening, teaching
assistant, travel concierge, etc. [22, 23]. To develop an artificial intelligence based model
that can be integrate with robots for the emotion recognition can make communication
with the robots more interactive [10].

Transformers were introduced by [11] for language processing, transformers are a
deep learning based models that used self-attention mechanism to weigh the impor-
tance of different words in a sentence when processing each word, these self-attention
mechanism plays vital role in sentiment analysis, language translation, text generation,
and other wide range of tasks. Transformers are the building blocks of many of the
state-of-the-art language models like BERT, T5, RoBERTa etc. The transformers works
on encoder-decoder architecture, encoder is a component that processes input sequence
and generates the token which are contextually represented in the sequence. Decoder
takes these contextually represented tokens generated by the encoder and uses them to
generate the output sequence [12].

EEG topographic maps or topomaps are a kind of heat maps that shows the electrical
activity of the brain, and also gives an idea of brain activation. In this work we have
constructed topomaps from EEG signal using independent component analysis (ICA)
[13], where we used principal component that can preserve at least 95% of variation,
after finding these principal components they were plotted as topomaps.

The novel contribution through this work are:

1. Creating a new dataset of topomaps form GAMEEMO EEG dataset
2. Application of a pre-trained vision transformers (ViT) for the classification of

emotions using topomaps created from GAMEEMO dataset.

The rest of the paper is organized in the following manner, in Sect. 2, we have
discussed theworks that are related to this problem. In Sect. 3,methodology andmethods
that are used in this work along with experimental setup, results and discussions are
presented in Sect. 4, finally conclusion and future work are presented in Sect. 5.
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2 Related Work

Inspired by transformers in language processing, the authors [14] developed a deep
learning based vision transformer (ViT) model for image recognition, where they con-
sider an image as a 16X16 words. The developed ViT model is tested on the benchmark
datasets like ImageNet, CIFAR-100, VTAB, etc. and given a mean accuracy of 88.55%,
94.55%, and 77.63%, respectively. These transformer based models have outperformed
the state-of-the-art convolutional models.

A Depthwise convolution and Transformer encoders (DCoT) model with neural
networks for EEG-based emotion recognition is proposed by [15]. DCoT visualizes
the captured features and also explores the dependence of emotions on each channel.
They also conducted the subject-independent and subject-dependent experiments on
the benchmarked emotion recognition dataset SEED. This model achieved an average
accuracy of 93.83% for three class classification of subject-dependent experiments and
an average accuracy of 83.03% for three class classification of subject-independent
experiments.

The authors [16] proposed five categories of transformer based models for motor
image classification using EEG data at different scenarios. The five models are “spatial-
Transformer model (s-Trans), temporal-Transformer model (t-Trans), spatial-CNN+
Transformer model (s-CTrans), temporal-CNN+ Transformer model (t-CTrans), and
fusion-CNN+ Transformer model (f-CTrans)”, these model were tested on PhysioNet
dataset, and an accuracy of 83.31%, 74.44%, and 64.22% is obtained for two-class,
three-class, four-class classification respectively.

In [17] an attention-based convolutional transformer neural network (ACTNN) for
EEG emotion recognition is discussed, an ACTNN integrates spectral, spatial, and tem-
poral information along with neural networks and transformers. In this experiment they
found that gamma brain wave frequency and prefrontal lobe, lateral temporal lobe of
the brain might impact more on human emotions. The developed ACTNN is tested on
publically available datasets SEED and SEED-IV and gave an accuracy of 98.47% and
91.90% respectively.

A multi-state emotion recognition model called Transformer Capsule Network (TC-
Net) developed by [18] for EEG signal based emotion recognition. This model contains
two modules: EEG Transformer to extract EEG features by using EEG-PatchMerging
technique and emotion capsule model for refining the emotions and classifying those
using EEG feature maps form each channel encoded into capsules. The developed TC-
Net model is tested on DEAP and DREAMER datasets in subject-independent cases, an
accuracy of 98.78% for valance, 98.81% for arousal, on DEAP and 98.59% for valance,
98.61 for arousal on DREAMER datasets.

An end-to-end framework called Spatiotemporal Symmetric Transformer Model
(STS-Transformer) for emotion recognition using EEG is given by [19]. STS-
Transformer model recognizes emotions without any manual feature extraction and
data pre-processing. STS-Transformer integrates temporal transformer and spatial trans-
former for extracting temporal and spatial features. This model is tested on DEAP
and DREAMER datasets and obtained an accuracy of 89.86%, 86.83% on DEAP, and
85.09%,82.32%onDREAMERdatasets for classifyingvalence and arousal respectively.
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3 Methods and Methodology

3.1 Dataset

The dataset used in this study is GAMEEMO [20], contains EEG signals collected
from 28 subjects among which 19 male and 8 female using a portable EEG device
called Emotive EPOC+. Emotive EPOC+ is a 14-Channel Wireless EEG Headset and
the position of electrodes were “AF3, AF4, F3, F4, F7, F8, FC5, FC6, O1, O2, P7, P8,
T7 and T8” with sampling rate 2048 Hz but the signals are down sampled to 128 Hz.
These EEG signals are collected when subjects were playing four games which stimulate
emotions like boring (G1), calm (G2), horror (G3), and funny (G4), for each game 5
min (300 s) signal is collected and all together 20 min (5-min X 4-Games) EEG data
collected from each subject, and the entire dataset is of 560 min (20 min X 28 subjects).
We used raw CSV data from GAMEEMO for this work.

3.2 Preprocessing and Creating Topomaps

We used python-MNE [21] for pre-processing, creating epochs, and also to generate
topomaps out of epochs. Form raw EEG signal we extracted the all five brain wave
frequencies: delta, theta, alpha, beta, gamma, using “filter ()” function with lower cutoff
frequency I_freq = 1 and higher cutoff frequency h_freq = 45. After frequency extrac-
tion epochs were created using “make_fixed_length_epochs()”, where each epoch is of
5s duration with 1s overlap between epochs, total 74 epochs were created for 5 min EEG
signal of subject 1 (S1) while playing game 1 (G1). We created topomaps from epochs
using independent component analysis (ICA) function “ICA ()” by using principal com-
ponent to preserve the variance in data. The GAMEEMO dataset is a 14 channel EEG
data, so we can get upto14 principal components. But, just 10 principal components are
sufficient enough to preserve 95% of variability in the data so we used “n_components
= 10”. After getting 10 principal components from out of epoch they are converted into
a 2D topomaps, Fig. 1 shows plots of 10 principal components that were plotted for
epoch1 (E1) of subject1 (S1) while playing game1 (G1), similarly we have plotted the
topomaps for all the epochs of S1 while playing G1 total 740 (74 epochs X 10 principal
components) topomaps were created for S1 G1. Similarly for G2 (740), G3 (740), G4
(740) signals of S1 and then for all the 28 subjects, a total of 82, 882 (74 epochs X 10
principal components X 28 subjects X 4 games) images were created.

3.3 Experimental Design

In the work we have used a pre-trained vision transformer (ViT) which was developed by
Dosovitskiy, A. et al. [14]. Traditionally, transformers are built for language processing,
all standard transformers in language processing models takes 1D sequence of token
embeddings as an input. As images are 2D data, it need to be converted into a 1D data
to build a transformer that can handle 2D images, to make this we converted image into
a sequences of patches, and standard learnable 1D Position embeddings are added to
the patchs to retain positional information. This resulting vector serves as an input to
the encoder block. Encoder block of transformer contains MLP blocks and multiheaded



266 G. Bethany and M. Gupta

Fig. 1. A snapshot of topomaps images of G1S1E1 created using ICA

Fig. 2. Experimental Flow Diagram of developed Model

self- attention layers in alternate sequence. The flow of the conducted experiments have
shown in Fig. 2.
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We have conducted our experiments on a HP ZBook Power 15.6 inch G9 Mobile
Workstation PC, which has a 12th Gen Intel(R) Core(TM) i9-12900H 2.50 GHz pro-
cessor with an installed RAM of 32 GB, along with NVIDIA RTX A2000 8 GB Laptop
GPU as hardware. We used python programming language to create the model and
used jupyter notebook for coding, also used python packages like torch, torchnision,
matplotlib etc.

4 Results and Discussion

Here we will discuss the results that we have obtained through the experiments we have
conducted and also give a comparison of the proposed model with the state-of-the-art
models. We divided the dataset of images into approximately 80:20 ratio, where 80%
data is used to train the developed model and 20% data is used to test the model. We used
the torch and torchvision libraries of python to develop and load the pre-trained vision
transformer (ViT) model, along cuda programming. We have conducted 5 experiments
in total by trying the different hyper parameters values.

Table 1. Different hyper parameters used in experiments

Experiments Loss function Batch size epochs Learning rate Accuracy (%)

1 NLLLoss() 16 10 1e−2 72.57

2 NLLLoss() 16 20 1e−3 68.72

3 CrossEntropyLoss() 16 30 1e−4 75.26

4 CrossEntropyLoss() 32 40 1e−4 79.95

5 CrossEntropyLoss() 32 50 1e−6 84.71

We used “NLLLoss(), CrossEntropyLoss()” as loss functions, 16 and 32 as a batch
sizes, run experiments on “10„20, 30, 40, and 50” epochs, used “le-2, le-2, le-3, le-4,
le-5, le-6” asclearning rates etc., more details about these are given in Table 1. The
best accuracy of 84.71% is acquired when we used “CrossEntropyLoss(), 32, 50, le-
6”, for loss function, batch size, epochs, learning rate, respectively as parameters for
the model. We used Adam optimizer to optimize the model. Figure 3 shows how the
accuracy and loss function values varies with the epochs of the developed model for one
of the experiment.

We have compared the developed ViT model with the other transformer based state-
of-the-art models that we have discussed in our related work section. The developed
model has outperformed some of the state-of-the-art models. In Table 2. We have given
the details like the problem that the authors are addressing, the dataset they are using in
building the model, the type of classification model they are developing, along with the
performance metric accuracy the STOAmodels are getting. Guo, J. Y. et al. [15], studied
emotions by subject dependent, and subject independence wise, the model developed
by Wei, Y et al. [18] has given best results in Subject-dependent scenario. Xie, J. [16]
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build a 2-class, 3-class, 4-class classification model. Our model is also performing well
for binary class classification, then multi-class classification. This comparison of the
proposed model is illustrated in the below Table 2.

Fig. 3. Variation of loss function and accuracy with epochs for one of the experiment

Table 2. Comparison of the proposed model with SOTA models

Authors Problem
addressed

Datasets Classification
Algorithms

Accuracy (%)

Dosovitskiy,
A. et al. [14]

classification ImageNet,
CIFAR100,
VTAB

ViT-H/14
ViT-L/16

88.55,94.55,77.63
87.76,99.42,76.28

Guo, J. Y.
et al. [15]

emotion
recognition

SEED neural network
model (DCoT)

93.83 (SD)
83.03 (SI)

Xie, J. [16] classifications of
motor imagery
EEG

PhysioNet
dataset

Transformer-based
deep learning
framework

83.31 (2-class)
74.44 (3-class)
64.22 (4-class)

Gong, L. et al.
[17]

emotion
recognition

SEED
SEED-IV

Attention-based
convolutional
transformer neural
network (ACTNN)

98.47
91.90

Wei, Y et al.
[18]

emotion
recognition

DEAP,
DREAMER

Transformer
Capsule Network
(TC-Net)

98.76,98.81,98.8
98.61,98.59,98.67

(continued)
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Table 2. (continued)

Authors Problem
addressed

Datasets Classification
Algorithms

Accuracy (%)

Zheng, W., &
Pan, B. [19]

emotion
recognition

DEAP,
DREAMER

Spatiotemporal
Symmetric
Transformer Model
(STS-Transformer)

89.86(valence)
86.83 (arousal),
85.09(valence)
82.32(arousal)

Proposed work emotion
classification

GAMEEMO Vision Transformer
(ViT)

84.71

SD = subject-dependent, SI = subject-independent, DCoT = depthwise convolution and
Transformer encoders

5 Conclusion and Future Work

In this work we have discussed the application of Vision Transformer (ViT) to the
emotion classification problem, using the images called topomaps which are generated
from EEG signal using Independent component analysis (ICA). By using ICA we have
converted the 1D EEG signal to the 2D topomap images. We have achieved an accuracy
of 84.74 which is better than some of the SOTA methods. The accuracy of the model
can be increased even more with better hyper parameter tuning, but due to lack of
computational constrains we are unable to do so.

EEG signal and images are of different modalities and also have different dimen-
sions, models like these can be used in implementing multi-modal data. Models that
are built on multi-modal data will be of robust, because of multi dimensionality in data.
Implementing these models in social robots is very useful to create social robots that an
understand human emotions and respond to them accordingly. This developedmodel can
also be used for other neurological problems like Parkinson’s, epilepsy, schizophrenia
etc.

This research can be further be extended in directions like multi-modal implemen-
tation, using modalities like audio, video, images, physiological signals, etc., to develop
an AI driven model which can be implemented in various fields. Many other new age
technologies like GANs, explainable AI (XAI) and others can also be used for emotion
recognition.
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Abstract. Artificial emotional intelligence (AIE), affective computing or Emo-
tion AI deal with the ability of machines to recognize human emotions. To inves-
tigate the possibilities and limitations of such technologies further, we explored
an existing commercial Facial Expression Recognition (FER) tool as well as an
open-source project and carried out several small-scale user studies focusing on
emotion recognition from faces during video conferences. This approach aims to
address the following research questions: How well can FER technologies recog-
nize emotions in video conferences? What are the challenges and limitations of
FER technologies?

With this paper we contribute to the assessment and practicability of FER,
present two FER tools and highlight criticism as well as limitations of FER tech-
nologies.Weoutline different small-scale user studieswithFER.Weconcludewith
recommendations drawn from those user studies and literature research. These
suggestions adhere to principles such as Responsible AI (RAI) and value-based
design. We do this by the example of FER in video conferences, but some of
the findings may be transferred to other Emotion AI technologies and application
areas as well.

Keywords: Facial Expression Recognition (FER) · Emotion Recognition ·
Emotion AI · Responsible AI (RAI) · Virtual Collaboration · Video Conferences

1 Introduction

Even when at rest, the face can convey emotional or mood-related information. It is
a commanding feature as it houses the senses of smell, taste, sight, and hearing [1].
The human face is considered a message-board for emotions and already played an
important part inCharlesDarwin’s emotion research [2].Aswith subsequent researchers,
Darwin emphasized facial expressions and provided detailed discussions of the facial
muscles that are responsible for them. He referred to 19th-century physiologists who
extensively studied facial musculature. One of the most well-known figures in this field
is the French physiologist Duchenne de Boulogne, who attempted to produce emotional
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facial expressions by electrically stimulating individual muscles. Later, Silvan Tomkins
stated that the seat of emotions was in the face and that human motivation is based on
emotions. Additionally, he demonstrated that specific emotional states were associated
with facial expressions [3, 4].

One area of Emotion AI is Facial Expression Recognition (FER) which aims to
identify emotions from facial analysis. Our physical signals can be analyzed and cate-
gorized which makes it possible to train software systems and machines to recognize
emotions and respond to them [5]. This changes thewaywe interact with technology, and
it could also change the way we interact with each other. The underlying research field
is dynamically evolving, emotion detection and recognition is a rapidly growing market
and many products that apply Emotion AI have already hit the market. As technology
becomes ubiquitous in interpersonal interactions and activities, Emotion AI could make
our tool-based interactions more human-like. In video conferences for example, they
could support the transmission of positive emotions, surprise or other reactions from the
audience which are otherwise hard to identify due to small face icons or screen sharing.

2 Small-Scale User Studies with FER

With our research we aim to bridge the gap of emotion recognition between on-site
meetings and video conferences to support nonverbal communication. To achieve this
goal, we conducted several experiments with FER to test the accuracy, usefulness, and
potential applications.

2.1 Previous User Studies: FER with a Commercial Tool, Human Observer,
and Self-reports

Study 1 – In our previous research [6], we used FER in video conferences to detect
emotional states of participants with the FaceReader software1, human observers or self-
reports. In two small-scale user studies (n = 6 and n = 9), we only analyzed emotions
when participants agreed to the facial expression analysis beforehand and when they
shared their videos during the meeting. In Study 1, we collected subjective impressions
with self-reports from the participants and with a human observer to compare the results
with the FER analysis, as illustrated in Fig. 1.

Fig. 1. User Study 1

1 https://www.noldus.com/facereader

https://www.noldus.com/facereader
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Study 2 – In Study 2, the emotion recognition was done in real-time with live visual-
izations (Fig. 2) which were visible for all participants during the call. For the emotion
recognition we used human observers and a prototype that enabled live visualizations as
FER-simulation, since our FaceReader license can only analyze one face at a time and
since we used a real business meeting in Germany, where the usage of Emotion AI is
not permitted without further inspections. The predicted emotional states were available
as group emotions, no individual results were shown. Beforehand and afterwards, we
collected information from the participants with questionnaires. More details of those
two studies are described in a previous paper [6].

Fig. 2. User Study 2

Perceived Accuracy: To verify the results of FaceReader, we asked the participants of
User Study 1 via self-assessment questionnaires after the meeting about their emotional
states or asked human observers which emotions they recognized in the recorded meet-
ings. In these small-scale studies, we discovered situations in which facial expressions
alone were not sufficient to correctly identify emotions. In situations where the face was
not well visible, more information such as voice or context was needed to identify the
expressed emotions. Without laboratory conditions, we discovered weaknesses of the
automatic emotion recognition via faces only. Circumstances such as changing video
quality or participant movement made automatic emotion recognition via faces chal-
lenging. In addition, we found cases in which the results of the commercial FER tool
were not in alignment with the results of the participants or the human observer. How-
ever, determining who is correct in recognizing emotions (the tool, the human observer,
or the participants with time-delayed answers?) is difficult due to the complexity and
subjectivity of emotions. That is why there is no reliable ground truth, neither of the
assessments of humans nor of the automated FER analysis.

To draw conclusion about the usefulness of emotion recognition and live visu-
alization, we collected feedback of the participants, which we summarize in the
following.

Usefulness. We collected the subjective impressions of the participants afterwards in
User Study 2. Most of the participants had a positive attitude towards the visualization
of emotions and considered the visualization of group emotions during a meeting as
helpful, to e.g. draw conclusions about the emotional situation in the team. Despite the
benefits, some serious concerns have also been raised. One participant reported that the
visualization of emotions during a meeting “would make me more insecure” (original:
“würde mich mehr verunsichern”). Another person mentioned: “I cannot comment on
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that, and the system is unaware of the reason for my current emotional state.” (original:
“Ich kann mich dazu nicht äußern und das System weiß nicht, warum ich diese Emotion
gerade habe.“). Other feedback indicated potential negative consequences of automated
FER in video conferences like an additional stress factor or inauthentic behavior of the
attendees (original: “Es ist als Teilnehmer eher ein Stressor. Also etwas, worauf man
zusätzlich noch achten muss”; translation: “As a participant, it is more of a stressor.
So it’s something you also have to pay attention to.” and “Die Personen könnten dann
vielleicht nicht mehr authentisch sein.”; translation:“The authenticity of the participants
may be affected.”).

In this user study, the results of the facial expression analysiswere shownas collective
group emotions and available for everyone in the meeting. In previous research,
we defined different use cases, in which all meeting attendees or only the moderator
would have access to the emotion analysis results [7]. To verify whether it is more
useful for all participants or only for the moderator to receive this information, we
asked the participants. Half of them would be comfortable with the information being
available only to the moderator, while the other half would not. The reasons given by
the participants who would not like the results to be available only to the moderator are:

• “If such an approach is being used, then the information should be accessible to all
meeting attendees.” (original: “Wenn man so etwas verwendet, dann sollten diese
Informationen allen Personen im Meeting zur Verfügung stehen.“)

• “I have no control over what is interpreted and presented about me.” (original: “Ich
kann nicht darüber verfügen, was über mich interpretiert und präsentiert wird.“)

• “If only the moderator gets the information, I would feel like I was being watched.
To be fair, it should be available to everyone in the meeting.” (original: “Wenn nur
ein Moderator die Informationen bekommt, würde ich mich beobachtet fühlen. Aus
Fairness sollte es allen Teilnehmenden zur Verfügung stehen.”)

The conducted user studies helped us to verify the accuracy of the FER technology in
real-worldmeeting scenarios and to understand the impacts, positive and negative, for the
attendees better. A limitation of those studies was that only one face could be analyzed
at a time due to the limitations with the available FaceReader license. Therefore, a lot of
manual work was necessary, and we could not use real-time data of the FER software.

To explore the accuracy of automated FER further and to make sure that the dis-
crepancies were not only because of the tool we were using, we did similar small-scale
studies where we included another tool, which is open-source and can detect changes in
facial muscle movements, action units (AUs), from several faces at the same time. These
studies are presented in the next chapter. The results confirm our previous findings.

2.2 User Studies: FER with a Commercial Tool, an Open-Source Project,
and Human Observers

Since our previous research revealed inconsistencies between the results produced by
the FER tool and those by the human observer or the participants, we integrated an
alternative open-source tool into our next studies. Other reasons to consider and explore
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alternative approaches to the commercial FER tool include the relatively high costs and
limited functionalities of our current commercial FaceReader 9 license.

We included hybrid and on-site meetings into our test scenarios to compare the
analysis results in different meeting set-ups and with various camera recordings. The
study design is shown in Fig. 3.

As a second system for computer-based emotion analysis, we used OpenFace2. With
this tool, we could analyze more than one face at a time, however, significant manual
effort was required.

Fig. 3. User Studies with a commercial FER tool and an open-source alternative

Introduction toOpenFace. OpenFace is an open-source-softwarewhich is freely avail-
able for research purposes on GitHub by the author Tadas Baltrusaitis. It can detect
facial landmarks, head pose- and eye-gaze estimation as well as facial action units and is
capable to perform in real-time. According to the authors, the model has still a good per-
formance even with noisy input. The OpenFace toolkit has been enhanced and improved
through the integration of new deep learning techniques and neural networks with an
improved ability to adapt to suboptimal image conditions, allowing for reliable analy-
ses even in situations with poor lighting and variable camera angles. It is important to
emphasize that features such as eye-tracking or facial expression analysis rely on accu-
rate recognition of facial landmarks. For the recognition of these facial landmarks,
the Convolutional Experts Constrained Local Model (CE-CLM) is used. This model
contains two main components: the Point Distribution Model (PDM), which records
shape variations of landmarks, and the patch experts, which models the local appear-
ance changes of each landmark. Changes in appearance can be caused by various factors,

2 https://github.com/TadasBaltrusaitis/OpenFace/wiki

https://github.com/TadasBaltrusaitis/OpenFace/wiki
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such as different lighting, skin tone, or facial movement. For optimal results, the tool
requires a minimum of 100 pixels between the ears [8, 9].

OpenFace 2.0 utilizes presence and intensity of AUs to identify facial expressions.
The software is based on an AU recognition framework developed by Baltrusaitis et al.
that uses linear kernel Support Vector Machines [10]. Despite being considered as out-
dated, as mentioned by the developers, this approach is competitive with newer deep
learning methods due to its faster processing speed. The software applies customized
techniques to enhance the processing of video footage captured in natural environments.
It makes individual adjustments and corrects predictions based on a mixture of data-rich
facial features and patterns obtained from images with a resolution of 112x112 pixels.
The software can recognize the following Action Units: AU1, AU2, AU4, AU5, AU6,
AU7, AU9, AU10, A12, AU14, AU15, AU17, AU20, AU23, AU25, AU26, AU28 and
AU45 [9].

SinceOpenFace is not recognizingAU16, which is necessary to predictDisgust [11],
we cannot analyze this emotion in our studies. This is not a real limitation in our point
of view since we expect little or no such emotion in our scenarios.

It is important to note that the basic toolkit of OpenFace 2.0 does not provide an
automated function formapping themeasuredAUs to emotions. The output of OpenFace
is one csv file per video. The software does not perform any calculations with the
generated data, so the csv contains a wealth of raw data. Complementary tools such as
OpenFaceR can extend the functionality of OpenFace by using the data generated by
OpenFace. OpenFaceR provides various methods to convert the csv data into different
summary statistics [12]. In our studies, we did the matching of the measured action
units to the basic emotions manually with the help of Emotional Facial Action Coding
System (EmFACS), a correlation system that links AUs to the basic emotions according
to Ekman and Friesen [13].

OpenFace can be used via a graphical user interface (GUI) for Windows users or via
command lines (Windows, Ubuntu, and Mac OS X), which we used in the studies. The
generated data of the csv file we used in the studies were mainly face_id (to separate
the data when there are multiple faces in a video), timestamp in seconds, success (shows
whether face detection was successful and reliable from 0 to 1), and the AU data.

Experimental Setup. We defined three different meeting scenarios which are relevant
in educational and industry settings. Those are video conferences, on-site conferences,
and hybrid meetings such as lectures or presentations. With the consent of meeting par-
ticipants, we recorded the meetings and analyzed facial expressions to identify emotions
with two different FER tools, the commercial tool FaceReader and the open-source
software OpenFace, and by human observers (5 female, 5 male, age range between 18
and 55) to compare the results. The recordings were the basis for the identification of
emotions. The human observers served as a comparison group and got the same meeting
recordings as the software tools, but without sound, to focus their attention on facial
expressions only. In previous studies, we realized that the observers had an advantage
since they could include contextual information in the emotion recognition. The task of
them was to assess the emotional facial reactions of the meeting participants to identify
basic emotions. We divided the meetings in different situations focusing on one emotion
each. Since the manual effort for the automated FER was very high (with FaceReader



278 B. Bissinger et al.

only one analysis was possible at a time which means we had to cut the videos and
had do the analysis separately; with OpenFace the manual processing of the csv and the
mapping of the action units to basic emotions was complex), and to minimize the effort
of the human observers, we could only invite a small number of participants to our user
study meetings.

Study 3 – Video Conference.Thiswas an onlinemeetingwith three participants (male,
mid-20s and advanced-age). To get the most realistic recordings, the participants in this
study did not receive a briefing beforehand on how the camera position and lighting
conditions should be. Therefore, the webcam- and video quality, the recording angle
and the lightning conditions varied between those three participants. This setup allowed
us to test the software’s ability to analyze under varying conditions. The meeting had an
open and positive atmosphere, but also addressed serious topics. The recording length
of the meeting was 17 min.

Study 4 – On-site Meeting with Webcams. This was an on-site discussion with three
participants (male, mid-20s) and one moderator. To produce data material with different
camera angles, we used four cameras: one webcam in front of each participant, and one
video recorder to record thewhole scene. This setupwas used to test emotion recognition
with different recordings and when people move their head around, as it might be the
case in video conferences. The discussion was divided into three parts: a discussion of
study related topics, a jokes round to intentionally evoke emotions, a second discussion
part. Throughout the meeting, the moderator ensured that participants were given equal
speaking times. The discussion lasted 32 min. The setup created a realistic discussion
round.

Study 5 – Hybrid Lecture/Presentation. In this study, three participants (male, mid-
20s) were recorded for the facial expression analysis. Two participants took part in the
meeting at the on-site location, the third one took part remotely via Zoom and was seated
in our laboratory to ensure optimal conditions for the recording. The two participants
in the lecture room were recorded with one camera. The topics of the lecture were
quantum computing and brain-inspired computing. The duration of the meeting was
45 min. The purpose of the test was to simulate a genuine lecture scenario to evaluate
emotion recognition of recordings in the laboratory and recordings with suboptimal
conditions.

Analysis and Results. The recordings were analyzed with FaceReader, OpenFace and
by 10 human observers via questionnaires. Regarding the tool-based analysis we worked
with the results in csv files in excel sheets. For the FaceReader analysis, we needed to cut
the videos. The video was edited using DaVinci Resolve, a free video editing application
developed by Blackmagic Design. Besides that, the FaceReader analysis could be done
quite convenient and fast. The analysis with OpenFace was more time consuming. After
running the commands “FaceLandmarkVidMulti.exe” for the video recording with the
whole scene and the “FeatureExtraction.exe” for the webcam recordings, we got the
results as csv files. First step was to structure the data and to sort out data that was not
relevant for emotion recognition to be able to analyze it. With the timestamp data we
were able to allocate the AU data to our defined scenes and situations whose time units
are specified in seconds. In the whole scene recording, we needed to filter the results for
the different persons each having a different face_id. After that, the AU data needed to
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be compared to basic emotions according to EmFACS by filtering the AU results and
comparing them to the AUs of basic emotions. Finally, we determined the predominant
emotion by identifying the emotionwith the highest number of data records. If OpenFace
detected a face, but no active AUs, we noted this as a neutral state.

In the following, we outline some of our analysis and results, focusing on Study 5
and highlighting some findings of Study 4 and Study 3.

Study 5 (hybrid). All three participants were male and in their mid-20s. Participant
1 was wearing glasses, had long hair, and a short beard. Participant 2 had short hair and
no beard. Participants 1 and 2 were recorded with the same camera in the meeting room.
Participant 3 was bald and has a medium-length beard and joined the meeting remotely
via Zoom in our laboratory with optimal recording conditions.

Table 1 shows the datasets which were recognized, or not recognized by FaceReader
and OpenFace. Our expectation was that emotion recognition would work best with
participant 3, the recording from the laboratory. Nevertheless, most of the unrecognized
data records belonged to this test subject. A possible explanation are probably the facial
features. Participant 3 had a medium length beard that covered part of the face which
might be the reason for the huge amount of not recognized data.

Table 1. Number of unrecognized datasets and recognized datasets (Study 5)

Table 2 shows the emotion recognition of human observers, individually and on
average, of FaceReader, and of OpenFace. The discrepancies in the results, also between
the different human observers, reflect the complexity and subjectivity of emotions. If
we take the average of the human observers as the ground truth, FaceReader has seven
out of ten correct results, OpenFace four out of ten. The correctly recognized emotions
were Neutral and Happy and in the case of FaceReader one time Sad and Angry. It is
noticeable that despite the suboptimal recording conditions of participant 1 and 2, most
facial expressions are recognized of participant 1, in contrast to participant 2 and 3.
Especially OpenFace had problems recognizing emotions of Participant 3. In this case,
it seems like FaceReader is better trained to recognize emotions even if parts of the face
are hidden. Even thoughmany datasets could not be recognized (see Table 1), the correct
emotion identification was possible in most cases for this participant with FaceReader
(Table 2).

In general, the emotion recognition was quite time-consuming. The ten human
observers watched each 1 hour and 22 min of video recordings. In sum, all human
observers watched 13 h and 43 min, only for Study 5. The different steps to identify
emotions with OpenFace as described above, were also complex.
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Table 2. Emotion Recognition Results (Study 5)

Study 4 and Study 3. In these studies, most of the emotional states which were
recognized by automated FER FaceReader and OpenFace were Happy, Neutral and
Surprised. Compared to the results of the human observers, Happy and Surprised were
in most cases correctly identified. On the other hand, Angry or Disgusted were often
wrongly identified, compared to the human impressions. In the recordings with several
persons in the video, OpenFace was able to analyze more than one face, however, we
realized that the analysis data contained more face identifier values than persons in the
videos. For instance, the analysis results displayed different face_id values for participant
1 in Study 3 at different timestamps. This means that the face recognition was not always
working correctly which may have impacts on further analysis results.

Table 3 shows that in this real-world scenario, many datasets could not be recognized
in Study 4. This is probably because the participants did not always look at the camera
during the discussion, but at their discussion partners and, as it is usual in a natural
conversation, often had their hand or a sheet of paper in front of their mouth or eyes.
Participant 1 was seated in themiddle and therefore oftenmoved his head to turn towards
his conversation partners. That is probably the reason why there are the most unrecog-
nized datasets for this participant, also on the separated webcam recordings. This shows
that emotion recognition is affected when people move a lot during a meeting.

Table 3. Number of unrecognized datasets and recognized datasets (Study 4)

General Results. Another noticeable characteristic of the FaceReader analysis is the
changing analysis speed of the software. The analysis of the webcam videos under good
conditions (Study 4) corresponded approximately to the duration of the meeting, while
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the analysis of the recordings of the on-site participants (Study 5) took two to three times
longer than the recordings. Thismay be caused by poorer video quality and less favorable
recording conditions. The quality of the video did not seem to affect the analysis results.
However, it shows that an analysis in real-time under poor video conditions would not
be possible.

Moreover, we realized that an analysis was only possible when both eyes were
visible. If the mouth was covered for a short time, for example with a hand, FaceReader
could continue the analysis. However, if the mouth was covered for a longer period, the
analysis could become impossible or incorrect.

Facial features or the camera position influence the analysis results. E.g., a shaved
face seems to simplify the analysis. If the camera position is below the face, the person
may appear surprised by FaceReader. This might be due to the different appearance of
the eyebrows from this angle of view.

2.3 Our Learnings from the Studies

Since the accuracy was not as good as expected and taking the mentioned concerns of
participants into account (Study 2), we see the following most important learnings for a
useful, human-centered approach when using FER in video conferences:

• Facial expressions alone might not always provide sufficient data to correctly identify
the emotions. For better results, other physical signals which indicate emotional states
could be included in the analysis.

• To improve the correctness of the analysis results further and to empower the meeting
attendees by putting them in control of what is interpreted, an interim step might be
necessary. The results of the tools could be verified by the attendees before appearing
in the analysis results (as presented in another paper [14]).

• MostFER tools recognize the so-called basic emotions. In video conferences however,
other emotions such as confused, sleepy, energetic, amused, thoughtful, or bored
might be more interesting and more relevant than these basic emotions. These are
difficult to measure because the expressions for those are not universally the same.

3 Limitations and Challenges of Emotion Recognition and FER

Even though there are many FER products on the market and there are substantial
research efforts in this field, there are still many unsolved challenges for emotion recog-
nition from faces. In the following, we first present challenges we faced in our studies,
and which occur in facial expression recognition in video conferences. Second, we show
challenges with the FER technologies and Emotion AI in a more holistic view, based on
our studies and literature research.

3.1 Challenges Encountered in Our Studies

The complexity and subjectivity of emotions makes it very difficult to measure the
baseline and establish the ground truth. To validate the FER results, we asked human
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observers or surveyed the participants about the emotions they experienced after the
meeting (Study 1). The use of time-delayed answers and self-reporting may result in
imprecise data. Asking the participants during the meeting on the other hand, as, e. g.
done by Ertay et al., may lead to distraction or changes in the emotional experience
and influence the emotional states of the participants [15]. It is therefore difficult to
determine a baseline and to objectively assess which results are correct. Our assumption
is that humans are better at evaluating facial expressions and emotions, based on the
state of the art of FER tools and due to human ability to access more contextual and
personal information, which is beyond the capabilities of current FER tools. Therefore,
we utilized the human-reported data to verify the accuracy of the results delivered by
the tools used. Also for humans it is not easy to name, label or articulate emotions of
themselves or others [6, 16]. To avoid relying on a single person, we consulted a total
of ten human observers in some studies and took the average as the result. However, the
problem with the ground truth is still valid.

A huge limitation is that the FER tools as well as our questionnaires are limited to
the so-called basic emotions. On the one hand, this forces people and tools to choose
one of these. On the other hand, especially in professional environments, some of these
emotions might be suppressed or not named intentionally. Other emotions than the basic
ones might be more interesting to share in business meetings. FaceReader provides the
possibility to add custom facial expressions and build customized algorithms for those.
Some custom expressions are available by default. They are: interest, boredom, and
confusion [17]. But their scientific foundation is unclear.

The analysis of the FER tool was limited by incomplete or missing data, either due
to human actions or poor network conditions. For example, if people moved their head
or arms a lot, if parts of their face were covered by their hands or beards, or if the face
was not front-facing towards the camera, the accuracy of the tool’s results was affected.
Other factors that influence the available data and the analysis were changing lightning
conditions, the webcam angle or changing video qualities, but also remarkable facial
features such as beards or large eyes. Another restriction was the calibration of the tool
for the different people and faces. In some cases, this did not work well in the tool, and
therefore the analysis results were affected for certain people.

In some studies, (Study 1, 2, partially 4 and 5), participants were instructed to sit
facing the camera and to ensure good lighting and internet quality. In professional settings
and day-to-day online meetings, however, the situation is often different which makes
the emotion recognition even more challenging.

Some of the analysis results from the tools were obviously incorrect and biased. E.g.,
FaceReader stated the age of one participant (bald head, beard) as 50, but he is in his
mid-20s. In some of our earlier studies, the tool had difficulties with distinctive glasses
or prominent facial features. With OpenFace, on the other hand, it happened that the
analysis results showed more face_ids than people were in the video. This means that
the face detection is not always working correctly. It is therefore important that humans
verify the results of the automated analysis.

In video conferences in general, both for humans and automated tools, emotion
recognition is among other factors highly influenced by video quality, movements and
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poses, harsh lightning conditions, camera distance, small icons or applied filters for the
face appearance.

3.2 General Challenges with FER Technologies and Emotion AI

Picard, who presented the concept of Affective Computing in detail in 2000 in her book
under the same name, published a paper in 2003 where she addresses and discusses
challenges of automated emotion recognition [16]. Some of the challenges presented
are still valid today. Almost 20 years later, in 2022, Lee et al. published a paper in
which they review the above-mentioned criticisms and challenges mentioned by Picard,
pointed out which problems have been solved, which are still open issues and looked
into new challenges that have been raised [18].

The following summarizes and discusses raised criticisms and challenges of FER
and Emotion AI.

Criticism 1 – Broad Range of Emotional Signals and Measurement. There are
many different physiological signals and expressions for emotions which are too
non-differentiated or difficult to categorize and measure (such as brain activity,
neurotransmitters).

Lee et al. pointed out that themeasurement andmanagement of physiological data has
improved a lot since then with new sensors and technologies. This makes the collection
of data and signals such as speech, expressions, gestures, brain waves, electrocardio-
gram, skin conductance easier allowing for a multimodal approach that can improve the
accuracy to a certain degree. Various machine learning techniques and neural networks
are applied and toolkits with multimodal approaches are being developed.

Criticism 2 – Variability of Emotional Expressions. Humans have variable expres-
sions for emotions which makes the recognition from general training data difficult. To
address this, Picard et al. measured data from the same persons over several weeks. They
also investigated the effects of colds, moods, drowsiness, and caffeine on their voice.
With such an approach including a huge amount of individual data, they could test daily
variations and variations from one person to another [19]. In the most available FER
tools this is, however, not the case. They just measure individual data in a short session
and compare it with general data bases.

Humans find it difficult to recognize or name their own emotions. This raises the
question if machines (which aremodeled by humans) can recognize emotions when even
people, who have access to the innermost changes, cannot always recognize emotional
states. Picard noted that a one-word label (such as the basic emotions) might be difficult
to describe a complex feeling. An issue with FER is that these tools focus on labels and
basic emotions.

Picard referred to a weather metaphor of Kagan. According to this, there might
be signals for weather which can be measured (temperature, humidity, wind velocity
etc.), and sometimes a unique combination of these signals creates, e.g., a storm or a
hurricane. Kagan compares such extreme weather events with the intensity of emotions
such as disgust, anger, fear or joy, the basic emotions [20]. Picard pointed out that one
can measure signals and develop algorithms to detect patterns and recognize extreme
weather events or the equivalents for emotions. For less intense states, there might be
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a complex mix of emotions, which could be detected if there are distinctive patterns.
“Affect, like weather, is hard to measure; and like weather, it probably cannot be predicted
with perfect reliability” [16]. However, if the forecast is good, less people get caught
in a storm without an umbrella. Similarly, this could be true for affective computing. If
machines can recognize, e.g., frustration, it could lead to better product and user interface
(UI) design and therefore to a better user experience (UX) and higher productivity.

Lee et al. revealed that the accuracy of FER is often low or not possible in natural
situations. There are situations where people do not express their emotions with facial
expressions, e.g. because they do not want to express what they feel. In science, there is
still the discussion about the connection of facial expressions and inner emotional states.
Some researchers state that the FER approach is unscientific. Lisa FeldmannBarrett et al.
point out that emotional expressions and facial muscle movements might be much more
variable and dependent on situations, persons, and context than commonly hypothesized
and assumed by FER research. The authors name the view that specific facial expres-
sions are reliable signals for certain emotion categories “common view”, which they
are questioning. The systematic review presented by the authors does not support the
common view that emotions can be categorized by facial expressions. They state that
terms like “emotional facial expressions” are therefore misleading. Alternatively, they
suggest using instead, e.g., “patterns of facial movements” or “facial actions” which are
supposed to be more scientifically accurate [21].

Criticism 3 – Models of Affect. This criticism refers to affective modeling which
describe emotional interaction processes as well as data which is used to create those
models or to train algorithms. Many data come from laboratory environments with
highly artificial conditionswhichmakes the robustness andgeneralizability questionable.
Moreover, there is disagreement of e.g. emotional models in research. Some models
reflect stereotypes of personalities and emotional responsiveness. The effect of situations
seems not yet completely understood and reflected [16].

Feldmann Barrett et al. note that facial muscle movements are not random and
provide valuable information for social interaction. However, they caution that these
facial movements alone are not reliable indicators of emotions and must be observed in
the context of the person and culture. Some facial expressions might be signals for a
specific emotion, but that does not mean that this expression is a general and universally
valid indicator for it. EmFACS, the mapping from facial expressions to emotions, they
describe as “Western gestures, symbols or stereotypes that fail to capture the rich variety
with which people spontaneously move their faces to express emotions in everyday life”.
Where a stereotype is an “oversimplified belief that is taken as generally more applicable
than it actually is.” It is noted that variability in expressions and dependency on context
are also applicable to other physiological changes in the body such as skin conductance
or heart rate [21].

Since there have been critique of existing models, e.g., that facial expressions not
always indicate emotional states or that expressions vary more depending on context
and cultures, researchers review existing approaches and develop new models. E.g.,
Microsoft’s Human Understanding and Empathy Group aim to bring emotional intelli-
gence to technology, but also work on new psychological models to understand emotions
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and their expression better. The authors highlight that evolvement of such models must
be reflected in affective computing approaches [22].

More and more data are collected in natural setups with webcams or smartphones.
Additionally, research tries to consider situational and personal data which can be
improved with deep learning techniques. E.g., the authors of “Context is Everything
(in Emotion Research)” presented a contextual framework for emotion research with
recommendations to integrate context [23]. Nevertheless, it is still challenging to collect
and classify all these information and predict emotions considering all these factors.
Many training data are still unnatural and collected in experimental environments. Due
to these facts, this criticism is still valid [18].

Criticism 4 – Emotion Expression ofMachines. This criticism describes the mimicry
of human emotions in machines. Since the criticism was raised, much has been accom-
plished, such as robots or virtual humans which can express emotions very human-like.
Therefore, this criticism is likely to be resolved, but it is not relevant for our studies
which deal with emotion recognition.

Criticism 5 – Ethics. Ethical issues are complex and still challenging to be solved.
Since emotions are personal, private data as well as strong motivational factors, ethical
criticism is very important, especially when lookingwhat current EmotionAI companies
offer on the market, as exemplary presented in [14]. The risks and effects of privacy
violations or manipulations are immense. With every new technology and invention,
there are two sides of a coin: positive and useful applications, but also negative examples
of applications which harm people. Ethical guidelines will be addressed in Sect. 4.

Even if there would not be a privacy violation by design, there is the risk that infor-
mation gets leaked or hacked during data collection, storage, or management. Personal,
biological data, which are necessary to collect for Emotion AI technologies, can be
used for personal identification. Therefore, data leakage can be permanent which makes
laws, regulations, and security technologies very important. The security technologies
include, e.g., access control systems for data, encryption of personal information as well
as access record management. Research and development activities in this area involve
the automatic identification and reporting of harmful events [18].

Criticism 6 – Utility of Emotion AI. This criticism is about the question if emotional
intelligent machines would make the human-computer-interaction (HCI) better or not.
In the past, emotions have been perceived as negative and as problematic in human-
human interactions which should not be transferred to machines and HCI. Nowadays,
research demonstrated an essential role of emotions in almost all human activities and
decision-making. Today’s science and knowledge show that emotions are always there,
help regulating processes and contribute to intelligent functioning. Same aswith humans,
machines are also getting more effective with emotional abilities [5]. The authors Czer-
winsky, Hernandez and McDuff mention the necessity of a balance which machines
would need emotion recognition abilities, and which would not need that [22].

As there is still a lot of justified criticism and unanswered questions, recommen-
dations and regulations are necessary. In the following, we present recommendations
based on our studies and literature research.
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4 Recommendations

Feldmann Barrett et al. e.g. highlight the importance of scientific efforts to observe and
describe the context-dependent way individuals express and recognize emotions. The
analysis should be person- and context-specific. To do so, they suggest a Big Data app-
roach to learn the huge facial expression repertoire of individuals in different situations
in natural settings and multimodal observations. This is similar to the above-mentioned
approach of Picard et al. from 2001where the authors collected a huge set of daily data of
individuals over several weeks (see Sect. 3.2, [19]). The detection of emotions might be
more accurate by combining different features, not just facial expressions alone, and by
collecting the subjective ratings of individuals about their emotional experience. Accord-
ing to the authors, research should ask questions that challenge the assumptions of the
common view, in which facial expressions can be categorized to detect emotions. They
emphasize the need to acknowledge the complexity of emotions and that science knows
much less about them as has been assumed in the past. They also point out that research
that studies facial movement in real-life scenarios should be supported, as well as inter-
disciplinary research with computer scientists and psychologists. The authors promote
to cultivate a spirit of discovery to bring the scientific journey of facial movements and
emotion perception in a new direction [21].

Authors from the above-mentioned research group of Microsoft and from the Cam-
bridge Media Lab highlight that emotion recognition technology is used in harmful
settings and by people who do not have deep knowledge of the technology and who are
therefore not aware of the limitations. We have provided detailed examples of misuse of
Emotion AI technology in a separate paper [14]. To assess and reduce risks, the authors
Hernandez et al., including Picard, suggest 12 guidelines for emotion recognition appli-
cations which include responsible communication, informed consent, contextual cali-
bration, and comprehensive contingency. Those categories with all guidelines are shown
in Table 4. They should be considered before deployment.

Table 4. Guidelines for emotion recognition applications according to Hernandez et al. [24]

Moreover, they describe recommendations to mitigate risks. These are:
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• Avoidance of assessments
• Privacy by default
• Labelling of expressions instead of emotions (include “perceived” label)
• Collaboration between the model and humans as experts [24].

In our studies, we demonstrated different results from automated FER and human
observers and self-reported answers. To improve the FER tool results and to prioritize
personal impressions, we suggest integrating short feedback in which participants can
approve or reject the tool-based results andwhere they also have the possibility to stop the
analysis conveniently.Moreover, it should be clearly visible that the results of the tool are
just a prediction and the probability of the results, which may vary in certain situations,
should be highly visible, as e.g. in our presented popup, in alignment with G1. We have
presented this approach in [14].

Wewould recommend to use terms such as emotion estimation or emotion prediction
instead of emotion recognition for Emotion AI technologies. This makes it clear that the
results of the tools are more of an estimation than a definitive truth.

With the above-mentioned approach, it would also be possible to integrate more
psychological features into the analysis, however, we still think that the person-based
verification is important, since the automated recognition is still error-prone and because
the shared information is very personal. Therefore, the decision what to share should
be an individual decision by each participant. Currently, there is a risk that the tools
show wrong analysis results. In this case, it is better to have no information about
emotional states thanwrong informationwhich could lead to other communication issues
or misunderstandings in video conferences. People might believe that the tool-provided
result is true and think about possible explanations for a possibly wrong information,
as, e.g., mentioned by Spiekermann [25]. In other application areas, this can have even
more serious negative effects than in video conferences. We presented some negative
examples and misuses of FER and Emotion AI technologies in our above mentioned
paper [14].

The facts that there are still open scientific questions regarding emotion recognition,
that FER tools are error-prone, and that there are examples of questionable applications,
even in Germany where there are strict privacy laws, emphasize the necessity for human-
centered regulations, value-sensitive design and the need for Explainable AI (XAI) and
Responsible AI (RAI) [26–30]. XAI is a strategy for the development of AI systems
that give explicit explanations for the models’ decisions [31]. Regarding RAI, many
companies have developed policies, guidelines, and frameworks to address social and
ethical issues including algorithmic biases and privacy. Unfortunately, these guidelines
are often very high-level and vague with room for interpretations which makes the
implementation and verification of it in the AI systems difficult and ambiguous [27].

Artificial emotion recognition is also an important topic in the EU AI Act [32]. If
Emotion AI is used in organizations, the concept of XAI and concrete RAI guide-
lines should be implemented and verified to ensure fairness, comprehensibility and
accountability [26].
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5 Conclusion

Our studies have limitations, such as the described problems with the baseline measure-
ments coming from the complexity of emotions or the limitations due to the empirical,
small-scale approaches. Due to the experimental nature of the studies, the fact that we
tested real-life scenarios outside of laboratory conditions, and the software-limitations
because of license restrictions, made the preparation, realization, and evaluation very
complex and required a significant amount of manual work. The qualitative approach
used in our studies provide an impression of the possibilities and limitations of FER as
well as how some people perceive FER in video conferences. However, it is important to
note that these results are not universally applicable. Nevertheless, the findings of incor-
rect results and their effects may have impact on various Emotion AI technologies. Our
studies indicate that there are differences in the ability of people and tools to recognize
emotions in remote or hybrid communication and that there is room for improvement
for both, tools, and humans.

As Cohn and Ekman stated “The face commands attention because it is the symbol
of the self” our facial expressions are very meaningful [1]. Given the crucial role which
facial expressions play in communication, collaboration, and emotional processing, it
is imperative that further research be conducted to understand emotions and their sig-
nals better as well as to explore ways to better convey these nonverbal cues in remote
communication and video conferences. Research on the universality of emotions is con-
troversial and as far as FER is concerned, there are unresolved challenges, issues with
accuracy and legitimate criticism. Existing products should focus on transparency of the
technology as well as their limitations and refrain from presenting measurement results
as definitively correct. The guidelines suggested by Hernandez et al. are not fulfilled by
existing products on the market. To apply them should be the next step in research and
for industry products.

The existing challenges show that there are still unresolved issues and open questions
regarding, e.g., ethical, and legal topics. There is a necessity for the regulation of Emotion
AI, since it can have a huge impact on individuals and society. However, if done in the
right way, Emotion AI might improve human-computer-interaction as well as computer
mediated human-to-human interactions.
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Abstract. Familiarity is a common subjective human experience. It can
occur when recognizing a person’s face as familiar yet being unable to
place where that person was seen before, or when sensing that a certain
place is familiar, as if perhaps it has been visited before. The feeling of
familiarity can occur even when an individual is unable to identify why a
situation feels familiar, and it can happen even when a situation is actu-
ally new, as occurs in déjà vu [10]. Automatically detecting the internal
state of familiarity is a relatively unexplored topic. The present work
used an existing methodological paradigm from cognitive psychology to
achieve automatic detection of the internal state of familiarity using eye
gaze measures, including in virtual reality environments. Being able to
detect the sense of familiarity as an internal subjective state could have
applied uses like developing intelligent virtual tutoring systems.

Keywords: Eye Gaze · Familiarity · Affective computing

1 Introduction

The internal state of familiarity has been the subject of a large body of work in
cognitive psychology. It is often associated with recognition memory. According
to dual process theories of recognition, familiarity is one of two processes that
can lead to recognizing having had prior experience with something (the other
process being recollection, or a calling to mind of a specific prior instance in
which the present stimulus was encountered) [9,25].

Though there are many different theories regarding how familiarity and rec-
ollection might relate to one another, it has recently been suggested that initially
sensing familiarity may trigger the search of memory that leads to recollection
[12,26,30]. Following from this general theoretical framework, in the present
work, we sought to capture instances of familiarity the moment a participant
sensed it, regardless of whether that initial sense of familiarity ultimately led to
recall success or not.
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Training models to detect familiarity requires a substantial dataset. There-
fore, a crucial aspect of our study relied on an experimental paradigm from
cognitive psychology that frequently induced feelings of familiarity. There have
been multiple demonstrations that a sense of familiarity with new scenes can be
evoked through earlier exposure to highly similar scenes (scenes having the same
spatial layout) [6,10,13]. Our procedure for eliciting familiarity follows that of
Cleary et al. (2012) and Okada et al. (2023) by inducing familiarity from 3D
scenes in Virtual Reality (VR) that have the same spatial configuration as an
earlier-viewed (but not necessarily recalled) scene. We used the same general VR
procedure and Unity stimuli as Okada et al. (2023) with minor modifications to
the Unity program related to the incorporation of eye tracking. The present
study is the first to attempt to identify an association between particular eye
movement patterns and moments of subjectively sensing familiarity.

Past research has demonstrated that machine learning can differentiate seen
versus unseen stimuli on the basis of eye movement patterns associated with
recognition memory test stimulus onset [29], but such memory-based eye move-
ment patterns have been shown to occur largely outside of participants’ conscious
awareness [34], making it as yet unknown to what extent eye movement patterns
can reveal the onset of a person’s subjective sense of familiarity with a scene.

Being able to detect the sense of familiarity as an internal subjective state
could have applied uses like developing intelligent virtual tutoring systems.
Recent research suggests that the subjective sensation of familiarity during recall
failure is associated with increased curiosity and information-seeking [26]. There-
fore, being able to detect when someone is experiencing familiarity could be
helpful for creating intelligent tutoring systems that are responsive to students’
peaking levels of curiosity and information-seeking inclinations to help them
learn better. For example, it is widely known from the testing effect literature
that students learn better if they have to generate the information on their own
rather than just being presented with it [32]. Moreover, research has shown that
when people are experiencing elevated curiosity, they exhibit an increased desire
to discover an unknown answer on their own, rather than merely having it given
to them [27]. An intelligent tutoring system could optimize learning potential by
adaptively encouraging self-driven information-seeking when the learner seems
ready and motivated for this based on detected subjective familiarity. For exam-
ple, when detected subjective familiarity indicates a high likelihood that the
person feels close to coming up with an answer on their own, the system could
provide hints or cues rather than a full answer to help the learner come up with
the answer on their own (a strategy that would not make sense if the answer
simply was not known to the learner and the learner needed to first gain expo-
sure to it), thereby optimizing the balance between the need for presenting new
information and answers to the learner and the need for allowing the learner to
benefit long-term from retrieving information on their own instead of having it
presented to them.
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2 Related Work

Although this study is novel in its attempt to automatically detect instances
of subjective familiarity experienced during scenes resembling previously experi-
enced scenes, the idea that subjective recognition and other cognitive states may
be automatically detected is not new, and it has shown to be promising in past
studies. In one study, a model based on eye gaze was able to classify whether
participants had previously viewed an image before with an average accuracy of
68.7% [18]. Based on gaze data collected when participants were presented with
an image, the models in Nishimura et al. (2012) attempted to classify whether
the participants had previously viewed this exact image in an earlier part of the
experiment. This classification was done independent of whether participants
explicitly indicated recognition. In contrast, in the current work, the goal is to
classify instances only where participants are experiencing the feeling of famil-
iarity. In that way, this study places a greater emphasis on detecting the internal
state of participants. Additionally, the familiarity in this work is evoked from
configurally similar, but non-identical scenes. This study’s focus on familiarity
is intrinsically linked to the subject of cognitive states. Much of the research
done on the detection of internal states has been done with respect to mind
wandering - the shift of attention away from a particular task. Models that
include or rely on non-gazed based features have been investigated [3,5,8], but
models built using gaze-based features have been the most effective at detecting
mind-wandering [21,24]. As such, the features we used in our models were all
gaze-based. Many studies have attempted detection of mind wandering either in
the context of reading [3,4,17], or while watching videos [20,28]. This study is
the first to investigate the detection of internal states in the context of virtual
reality. In combination with global gaze-features, some studies included local fea-
tures that were informed by the gaze direction relative to the text being read [4]
or particular areas of interest in the film being watched [28]. The features in our
model resemble the global features in these studies that were independent of any
context. Furthermore, most of these studies used probe-based detection of mind-
wandering [3,4,20] because mind wandering often occurs without the individual
being immediately aware of it. However, self-caught reports of mind wandering
have also been incorporated [17], and we primarily utilized this method in the
present study to more closely pinpoint the moment at which familiarity was
experienced by the participant. It should be noted that a probe was included
after every scene in the non-virtual reality experiment. Our study builds on the
current body of knowledge by applying the previous findings and techniques
from detecting mind wandering to detecting another cognitive state: the sense
of familiarity.
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3 Two-Dimensional Familiarity Dataset

3.1 Materials and Procedure

Familiarity Task. Following from prior research that used a virtual tour
paradigm to induce the sensation of familiarity in the laboratory [11,30], par-
ticipants in the present study viewed virtual tours through various scenes via
videos on a computer screen containing walk-throughs of virtual environments.

In prior research using the virtual tour task [11], in the study phase, partici-
pants were taken through settings they had never seen before. While the virtual
tour of the study phase scenes took place, the name of the scene was played
aloud through speakers. For example, if viewing a golf course, a voice would
state “This is a golf course.” Participants were asked to try to remember each
study phase scene along with its name. In the test phase, participants were taken
through entirely new settings, some of which had the same spatial layout as an
earlier toured scene from the study phase. For example, a clothing store scene
may have the same arrangement of elements relative to one another as an ear-
lier toured bedroom scene. In short, an otherwise novel scene in the test phase
may share a spatial configuration with a scene from the study phase. No sound
accompanied the viewing of the test phase videos.

To establish the same configuration of elements from study to test without
explicitly duplicating the objects, a grid layout was used to create spatially
mapped but otherwise novel scenes as shown in Fig. 1.

GRID AQUARIUM RECEPTION AREA

Fig. 1. (A) Grid Used to Create Same Spatial Configuration; (B) Sample “Aquarium”
Study Scene; (C) Sample “Reception Area” Test Scene Corresponding to “Aquarium”
Study Scene [10].

In this paradigm, participants complete two study-test blocks. Each study
phase contains 16 study scenes; each test phase contains 32 test scenes, with
16 corresponding to studied scenes and 16 corresponding to unstudied scenes
in their spatial layout. There are four experiment versions for counterbalancing
purposes (to counterbalance the stimuli across the different possible conditions
across participants) (Figs. 2 and 3).
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ALLEY HALLWAY

Fig. 2. Sample “Alley” Study Scene and Configurally Similar “Hallway” Test Scene
[10].

COURTYARD MUSEUM

Fig. 3. Sample “Courtyard” Study Scene and Configurally Similar “Museum” Test
Scene [10].

Prior research with this paradigm has established that participants will more
often feel a sense of familiarity from a novel test scene that shares a spatial
layout with a study scene than from one that does not, even when they cannot
pinpoint the source of the familiarity, [10,11,26,30] The present study sought
to use the same paradigm but in conjunction with measuring eye gaze features
while participants completed the virtual tour task. The specific tours used in the
present study were those used by Okada et al. (2023) in their Experiments 2a
and 2b.

Participants. Participants for this study were 61 undergraduate students at
Colorado State University enrolled in a psychology class and participating in
exchange for course credit. Sample-size was based on Experiments 2a and 2b of
[30].
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Procedure. Participants were brought into a test room where they sat at a desk
with a computer connected to an eye tracker and webcam.1 At the beginning of
the experiment, the eye tracker was calibrated for each participant.

Once the task began, participants were asked to watch a series of study
videos where they were pulled through various scenes as previously discussed in
the familiarity task. Once the test phase began, participants were instructed to
hit the ‘up key arrow’ on the keyboard at any point that they felt a sense of
familiarity. This key was labeled with a bright yellow sticker to make it easier
for participants to find. Partcipants were instructed to keep their finger on the
key, ready to press it, so that they would not need to look down at the key. The
task took participants around an hour to complete. All participants completed
two study-test blocks, watching a total of 96 videos, each under 30 s long.

Eye Tracking and Feature Generation. In this work, we utilize the Tobii
Pro Fusion eye tracker and PyTrack, an end-to-end open-source solution for the
analysis and visualization of eye tracking data [19]. This eye tracker captures 250
images per second (250 Hz) and has two built in pupil tracking modules. PyTrack
was used to extract parameters of interest such as blinks, saccade count, average
pupil size, etc. (Fig. 4).

Fig. 4. Eye Gaze Features

3.2 Data Preprocessing

Participants reported 698 instances of familiarity via self-report. It is possible
that the act of self-reporting could corrupt our findings, since patterns could
1 A photo of the experiment hardware can be found in [36].
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emerge like participants looking down to identify the up key. To negate this
possibility, we removed a 2 s buffer of data from the time before the button was
pressed. We identified this buffer by examining videos for any sign of participants
looking down to self report- from our analysis, we concluded that we needed a
minimum buffer of 1.5 s, but we extended that to two seconds as a precaution.
We then examined the 1 s window of time before the two second buffer and used
this window to extract eye gaze features. An image of this timeline can be found
in Fig. 5. Unfortunately, to extract features we needed at least three seconds of
data prior to the key press (the two second buffer and the one second window).
Of our 698 instances of self-reported familiarity, only 263 had three seconds of
time before the button press - this is likely because familiarity onset much more
rapidly than we anticipated.

VIDEO BEGINS KEY PRESS VIDEO ENDS

FAMILIARITY BUFFER

1 SEC 2 SEC

Fig. 5. Familiarity Instances Timeline

We generated negative instances by randomly sampling test scenes where
participants did not report experiencing familiarity. To create a balanced dataset,
we sampled the same amount of negative instances per participant as we had
valid positive instances. This resulted in a dataset with 263 valid instances of
familiarity and 263 instances negative instances. All of these instances were one
second long.

3.3 Training and Evaluation

We used Hyperopt for distributed hyperparameter optimization in our model
search [2]. Among the classification algorithms we evaluated were AdaBoost,
Naive Bayes, Logistic Regression, Support Vector Classifier, Random Forrest,
and K-Nearest Neighbors. We trained and tested each machine learning model
using Leave-One–Participant-Out Cross-Validation. For this evaluation protocol,
n is equal to the number of participants in the dataset. We train each model on
n-1 participants and test on the participant that was left out of training. This
process is repeated until every participant’s samples have been used as the test
set. Evaluation metrics are averaged across all n folds.

We selected our final model by identifying the model with the highest average
Cohen’s Kappa across all n folds [14]. Cohen’s Kappa ranges between -1 and
1, where 0 is chance performance (the equivalent of random guessing), perfect
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performance is 1, and -1 corresponds with perfectly imperfect performance (the
classifier always predicts the opposite label).

3.4 Results

Using the Support Vector Classifier (SVC) algorithm, we trained a machine
learning model that identified familiarity with a Cohen’s Kappa of 0.22 (SD =
0.42) and an F1 score of 0.56 (SD = 0.23). This performance is in line with other
predictors of internal cognitive states, such as mind wandering [5].

Table 1. SVC Model Results

Model Buffer Window Cohen’s Kappa F1 Score Accuracy

SVC 2 s 1 s 0.22 (0.42) 0.56 (0.20) 0.61 (0.21)

The high standard deviation values among metrics, as shown in Table 1,
reflect a large amount of variation among participants. This mixed performance
indicates individual variation in eye gaze patterns that emerge as one experi-
ences familiarity. Additionally, the amount of instances reported by participants
seems to affect the models performance. Participants that reported only one or
two instances of familiarity ended up on the polar ends of the Cohen’s Kappa
distribution. However, the majority of participant’s kappa scores range from 0
to 0.65, as can be seen in Fig. 6.

Fig. 6. Distribution of Cohen’s Kappa Scores
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4 Virtual Reality Familiarity Dataset

4.1 Materials and Procedure

Familiarity Task. The VR experiment’s structure closely resembled the pre-
viously described two-dimensional study in Sect. 3.1, encompassing both the
“study” and “test” phases. However, in this version of the task, due to the
need to measure eye movement patterns, static versions of the scenes used in
Okada et al.’s (2023) Experiment 3 were created [30]. Participants were not
being walked through the scenes. Instead, they were placed in the center of a
scene and had the ability to turn their heads to look around from that position.
Additionally, participants were not probed after every scene ends. Instead, they
were instructed to press the button on the handheld VR remote controller to
indicate they are experiencing the sense of familiarity. Each scene, on average,
is 46 s long.

Participants. Participants for this study were 26 undergraduate students at
Colorado State University enrolled in a psychology class and participating in
exchange for course credit. Sample size was based on Experiment 3 of [30].

Procedure. Participants were brought into a test room where they sat in a
chair in the center of the room. They were asked to sit for the duration of the
experiment to prevent motion sickness. While sitting, the participant was fitted
with the HTC Vive Pro Eye headset and instructed on how to position the ear
phones to adjust the sound level. Once fitted and wearing the VR headset, the
participant was given the VR hand controllers and instructed on their general
use. The participant was then taken through a calibration procedure for the eye
tracking component of the study. The calibration procedure involved adjusting
the interpupillary distance for the participant then running a procedure that
instructed the participant to look in specific directions at particular moments
in time while the eye tracker tracked their eye movements and automatically
calibrated the tracking to their movements.

Once the experimental procedure began, participants were sequentially
placed within each scene for a fixed duration. Within each scene, the partici-
pant had the ability to explore their surroundings by turning their head to look
around. For the study portion of the experiment, participants were instructed
to: Do your best to try to remember that scene along with what its name is.
While viewing each of these scenes, a voice will play through the VR headphones
telling the name of the scene. For example, while viewing a golf course, the voice
would say “This is a golf course. Golf course.” Try to also remember the name
so that you can convey this later on if asked about earlier-viewed scenes. After
the study phase ended, participants were asked if they needed a break from the
VR immersion.

For the test portion, before the scenes began to play, participants saw the
instruction: “If the scene starts to feel familiar to you, push the button under
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your THUMB to indicate that it feels familiar. Try to do this AS SOON as
you start to feel a sense of familiarity with the scene. Specifically, if the scene
reminds you of a specific scene that you viewed earlier. Let the experimenter
know what that scene is that this scene is reminding you of. Sometimes, a scene
may remind you of a similar-looking scene from earlier. Whenever this happens
(even if you did not push the button) please tell the experimenter the name of
the earlier-viewed scene. Even if the test scene did not remind you of a specific
earlier-viewed scene.” When participants pressed the button to indicate famil-
iarity, the experimenter was made aware through a message logged to the Unity
terminal. Participants were then asked if they could identify possible reasons for
the familiarity, and were continuously reminded that sometimes they may be
able to identify a reason for any perceived familiarity with a scene and other
times they may not. Most of the answers that participants gave regarding the
source of their familiarity corresponded to earlier viewed scenes. However, some
participants indicated some scenes reminded them of other locations, such as “a
friend’s basement.” These answers were logged on paper by the experimenters
and recorded on a microphone. Similarly to the two-dimensional familiarity task,
participants completed two blocks of the study and test phases.

Eye Tracking and Feature Generation. The HTC Vive Pro Eye is a virtual
reality headset with built-in infrared-based eye tracking technology developed by
HTC Corporation. Prior research suggests that the HTC Vive Pro Eye validly
measures eye movement metrics of interest to scientists [35]. The headset was
used to collect eye tracking data within Unity from the participants while they
were in the virtual environments designed for this experiment. Eye tracking
data was collected using the SRanipal software development kit (SDK) version
1.3.6.8 for Unity provided by the HTC Corporation [1]. Previous work has shown
timestamped eye tracking data from this device collected with Unity and the
SRanipal SDK can be used for accurately assessing saccadic eye movements
[38].

The SRanipal SDK allowed us to easily record the following eye measure-
ments: pupil position, pupil diameter, eye openness, gaze origin, and gaze direc-
tion. The data was collected into a buffer at roughly 120hz in a dedicated thread
using the SRanipal callback registration function, and the buffer was written to
a file in the form of comma-separated values (CSVs) at the end of each scene.
Each time eye tracking data points were collected, we also recorded the current
Unix timestamp from the computer running the program using the DateTime
struct. While the SRanipal SDK does provide a timestamp data point, previous
work has shown that this timestamp has been inaccurate and error-prone in
previous versions of the SDK [38]. While bugs relating to the timestamp may
have been fixed in the current latest version of the SRanipal SDK, we opted
to use the system time rather than confirm that the issues have been resolved.
Additionally, using the Unity ActionBasedController class, we recorded whether
the participant was pressing the button on the HTC Vive Controller that they
were instructed to press to indicate a sense of familiarity.
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This data collection approach allowed us to generate two CSV files per par-
ticipant, one for each block, each containing nearly one hundred thousand times-
tamped rows of data. Each row contained the eye measurements described above,
the status of the familiarity indication button (pressed or unpressed), and the
current VR scene the participant was in at that point in time. We acquired a
row of data every 8.33 ms on average throughout the experiment.

Similarly to the methods described in Sect. 3.1, PyTrack was used to extract
parameters of interest [19]. Table 2 shows descriptive statistics for a portion of
eye gaze features. All of eye gaze features generated from this experiment can
be found listed in Fig. 4.

Table 2. Descriptive Statistics of Eye Gaze Features

Feature Familiarity Non-Familiarity

Mean SD Min Max Mean SD Min Max

Fixation Count 5.60 2.99 0.00 7.00 5.91 3.10 0.00 8.00

Fixation Duration (ms) 30.91 16.60 0.00 204.00 33.27 19.48 0.00 229.00

Saccade Count 3.23 1.63 0.00 4.00 3.23 1.67 0.00 4.00

Saccade Duration (ms) 48.87 36.12 0.00 316.00 43.19 36.77 0.00 236.00

Microsaccade Count 0.21 0.50 0.00 3.00 0.23 0.51 0.00 3.00

Microsaccade Duration (ms) 1.64 3.65 0.00 15.50 1.85 3.89 0.00 20.00

Blink Count 0.71 0.70 0.00 3.00 0.83 0.70 0.00 3.00

Blink Duration (ms) 24.19 39.12 0.00 232.00 32.18 48.50 0.00 298.00

4.2 Data Preprocessing

Participants reported 538 instances of familiarity. On average, the button indi-
cating familiarity was pressed approximately 15.29 s into a scene (SD = 9.11).
To extract features based on reported familiarity, we retrieved data from the
moments preceding participants’ button presses. We discarded a short buffer
prior to the button press as has been commonly used in other model detection
attempts [5,17,23,37]. This way, the model prediction is not based on the physio-
logical patterns from the act of making the report, but rather the patterns of eye
data leading up to the report. However, the discarded buffer was shorter since
participants were immersed in the VR environment while wearing the headset
(rather than seated in front of a screen)—in the two-dimensional experiment,
some participants looked down (possibly to confirm they were pressing the cor-
rect button), and the size of our buffer was extended to ensure this action was
filtered. Further discussion of these buffer windows can be found in Sect. 4.4.

To generate negative training instances, we randomly sampled test videos
where participants did not report familiarity. To create a balanced dataset, we
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generated the same amount of negative instances per participant as we had
reported positive familiarity instances. This resulted in a dataset with 1,076
entries, 538 of them being positive familiarity instances and 538 of them being
negative familiarity instances. All of these instances range from being 1 to 3 s
long depending on the window size being experimented, as further discussed in
Sect. 4.4.

4.3 Training and Evaluation

Similarly to the two-dimensional study, we used Hyperopt for distributed hyper-
parameter optimization in our model search [2]. Among the classification algo-
rithms we evaluated were AdaBoost (AB), Naive Bayes (NB), Logistic Regression
(LR), Support Vector Classifier (SVC), Random Forrest (RF), and K-Nearest
Neighbors (KNN). All of these models were trained using Leave-One-Participant-
Out Cross-Validation. We guided our model search using the highest average
Cohen’s Kappa across all folds. More details on this validation protocol and the
evaluation metric can be found in Sect. 3.3.

4.4 Buffer and Window Size Experiments

No Buffer. To cover all the possible instances of familiarity, and to determine
how far out the eye-pattern indicators of subjective familiarity extend ahead
of the button-press, we conducted experiments sampling various window sizes.
These windows ranged from 1–3 s pre-button-press. Additionally, to address the
possibility of the model learning eye movement patterns that might be associated
with the VR hand-controller button-press itself, we conducted a model search
with and without using a buffer. When we sampled the 1 s of data from before
the button press, without using a buffer, the model results were extremely good
and did not resemble other prior work attempting to identify internal cognitive
states using eye tracking [5,15].

Our Random Forrest models for the “no buffer” experiments generates a
Cohen’s Kappa score of 0.71 for 1 s of data before the button press, as can be seen
in Table 3. Because these metrics are suspiciously high when compared to prior
work on detecting subjective states with eye gaze patterns, we concluded that a
buffer period was needed between the familiarity window and the button press.
However, exactly what that buffer period should be is not known. Although
cognitive processes are known to occur in fractions of a second [16] and the
button-press itself is thought to occur within 100 ms [31], the exact millisecond-
level timing between experiencing subjective familiarity and pressing a hand-held
VR controller button is not known. Therefore, we erred on the side of caution
and used relatively large windows.

Buffer. Once deciding on use of a buffer, we moved forward experimenting
with various window sizes. The further out the window was from the first second
that preceded the button press, we found that our model performance had a
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Table 3. No Buffer Model Search Results. Participants are evaluated in a leave-one-
participant-out paradigm and the average (Standard Deviation in parenthesis)

Window Model Cohen’s Kappa F1 Score

1 s RF 0.71 (0.15) 0.85 (0.10)

2 s RF 0.18 (0.18) 0.59 (0.09)

3 s AB 0.14 (0.17) 0.57 (0.09)

significant drop in accurately classifying instances. From here we explored how
different window sizes impacted model performance. We found that the window
of 1 s along with a 500 ms buffer produced results that most closely align with
prior work investigating the relationship between internal cognitive states and
eye gaze patterns and our previous two-dimensional experiment.

As we increased the window size from 1 s to 3 s, we found that our best model
results began to drop in correlation with increased window size. An illustration of
these 1–3 s windows samples in a timeline format can be seen in Fig. 7. There are
a number of possible reasons for this finding, including 1) that eye gaze patterns
related to the onset of familiarity occur rapidly with respect to the subjective
sensation and participants are able to rapidly push the button the moment they
sense familiarity (within a tight time-window), 2) that as we were expanding
the familiarity window, we began sampling moments of eye gaze patterns where
participants were not experiencing familiarity, or 3) that the closer in to the
button-press the window is, the more likely it is that eye gaze patterns reflect
the fact that the participant is engaging in pressing the VR hand-controller
button. The exact model evaluation metrics can be seen in Table 4. Although
cognitive processes tend to occur in fractions of a second [16] and research sug-
gests that a button-press occurs within 100 ms [31], because we cannot be certain
at what point in the temporal stream the eye gaze patterns reflect the sensation
of familiarity versus the act of pushing the VR hand-controller button, We con-
tinued our analysis using the 500 ms buffer along with 2 s of eye gaze data as a
conservative approach.

4.5 Results

Using the KNN algorithm, our best model resulted in a kappa value of 0.18
(SD = 0.14). Additional evaluation metrics can be seen in Table 5. While this
Cohen’s Kappa value is slightly lower then the best model’s value for the two-
dimensional experiment, the standard deviation value is significantly lower. This
means that overall the model was not predicting a high level of confidence for
certain participants and with extremely low confidence for others. Figure 8 shows
the distribution of kappa values, which looks relatively normal.

Finally, we were interested in exploring which features were significantly dif-
ferent between positive and negative familiarity instances. To do this we con-
ducted hypothesis tests and found significant differences between positive and
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Table 4. Buffer-Window Model Search Results. Participants are evaluated in a leave-
one-participant-out paradigm and the average (Standard Deviation in parenthesis)

Buffer Window Model Cohen’s Kappa F1 Score

250 ms 1 s AB 0.17 (0.13) 0.59 (0.07)

2 s LR 0.17 (0.22) 0.59 (0.11)

3 s LR 0.14 (0.20) 0.57 (0.10)

500 ms 1 s KNN 0.14 (0.17) 0.57 (0.09)

2 s KNN 0.18 (0.14) 0.59 (0.09)

3 s AB 0.13 (0.15) 0.55 (0.08)

1000 ms 1 s RF 0.16 (0.15) 0.58 (0.08)

2 s RF 0.17 (0.20) 0.59 (0.10)

3 s LR 0.17 (0.22) 0.17 (0.11)

BUTTON
PRESS

VR SCENE BEGINS VR SCENE ENDS

FAMILIARITY WINDOWS BUFFER

1 SEC2 SEC 1 SEC3 SEC

Fig. 7. Familiarity Windows Timeline

negative familiarity instances. The significantly different features included: par-
ticipants’ average fixation duration, average blink count, average blink duration,
average saccade duration, and average pupil size. Figure 9 shows the duration
features and Fig. 10 shows the size feature.

5 Discussion

We investigated the possibility of automatically identifying when a person is
experiencing a sense of familiarity, an internal cognitive state associated with
feelings of curiosity and information seeking behaviors [26], using physiological
eye gaze features. The results from both our two-dimensional and more immer-
sive three-dimensional virtual reality (VR) experiments indicate that the inter-

Table 5. KNN Model Results

Model Buffer Window Cohen’s Kappa F1 Score Accuracy

KNN 500 ms 2 s 0.18 (0.14) 0.59 (0.09) 0.59 (0.07)



Automatically Identifying Familiarity Using Eye Gaze Features 305

Fig. 8. Distribution of Cohen’s Kappa Scores

Fig. 9. Significantly Different Feature Duration

nal subjective state of familiarity does manifest through the eyes. The ability
to detect the state of sensing familiarity through eye gaze patterns is akin to
detecting other internal cognitive states like mind wandering [3,5,22,28].
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Fig. 10. Significantly Different Feature Size

5.1 Key Findings and Implications

The successful identification of familiarity using eye gaze patterns, as evidenced
by the Cohen’s Kappa values obtained in our models, suggests a tangible link
between physiological responses and subjective cognitive states. Particularly
noteworthy is the use of eye tracking technology in both 2D and more immersive
3D VR environments, showcasing its versatility and potential for broader appli-
cation. The ability to detect when a person is experiencing familiarity can have
significant implications for developing intelligent systems, especially in educa-
tional technology. Intelligent tutoring systems, for example, could leverage this
technology to adapt content delivery based on the learner’s sense of familiarity-
driven curiosity [26], potentially enhancing learning outcomes.

These results represent a significant step in the field of Human-Computer
Interaction and Cognitive Science, and open new avenues for future research.

5.2 Comparative Analysis of 2D and More Immersive 3D VR
Environments

The difference in the Cohen’s Kappa values between the 2D and more immersive
3D VR setups (0.22 vs. 0.18) might be attributed to the distinct nature of
interactions in these environments. VR’s more immersive nature might elicit
more natural and varied gaze patterns, particularly given that participants could
turn their heads to look around within each 3D scene, impacting the model’s
prediction capability. This disparity underscores the need to tailor eye tracking
methodologies and algorithms to the specificities of the interaction environment.

5.3 Limitations and Future Work

Despite the promising findings, there are limitations to this study - most of
these limitations stem from the need for additional research to gain a deeper
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understanding of the subjective sense of familiarity as it relates to eye gaze. For
example, pupil diameter at stimulus onset as a function of eventual downstream
reporting of subjective familiarity was not examined in the present study; it is
possible that pupil size occurs upstream of the subjective sense of familiarity.
For example, Ryals et al. (2021) examined pupil size for a short time window
extending forward from stimulus onset as a function of eventual reporting of a
tip-of-the-tongue state or not and found robust pupil size differences, whereby
larger pupil diameter following stimulus onset was associated with the feeling of
a word being on the tip of the tongue [33]. It is as yet unclear if the same would
hold true for the subjective sense of familiarity, as we only examined pupil size
for a short time window extending backwards from the response button press.
Thus, there is more to be learned about the physiological responses associated
with the subjective sense of familiarity.

Also, while consistent with other works automatically identifying internal
states [3,5], the high standard deviation in model performance suggests sig-
nificant variability in individual eye gaze patterns—this variability complicates
efforts to integrate automated detection into AI [7]. The constraint of data col-
lection (only instances with a three-second window prior to reporting familiarity
were used) might have limited the scope of our analysis—future research should
aim to hold the button press constant across the familiar and unfamiliar response
options (such as by requiring a button press the moment a scene is deemed famil-
iar by pressing the right hand controller button, or unfamiliar by pressing the left
hand controller button). Future research could also eliminate the button press
altogether, using a probe-based methodology instead; while this would eliminate
the ability to assess the experience of familiarity the moment it occurs for a
person, it would allow for an ability to assess whether differences between scenes
that elicited a sense of familiarity and scenes that did not can be detected by
machine learning algorithms.

Although the study’s sample sizes were based on prior behavioral research
using these 2D and more immersive 3D VR methodologies [30], there was no
precedent for computing the needed sample size for eye gaze data from these
paradigms. Thus, the sample size may have been relatively small for eye gaze
data, particularly in the more immersive 3D VR experiment, which could affect
the generalizability of the findings. Further research could also explore the inte-
gration of other physiological measures, like heart rate or skin conductance [5],
to enrich the detection of cognitive states.

Finally, the largest question that looms from this work is the feasibility of
distinguishing distinct types of internal states. Ideally, an intelligent tutor will
be able to identify not only that a user is experiencing an internal state but
also determine what specific internal state is occurring, e.g., familiarity, curios-
ity, tip-of-the-tongue states, or mind wandering. Future research should aim to
determine if machine learning algorithms can be trained to differentiate different
types of internal subjective states.
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6 Conclusion

In conclusion, this study demonstrates the potential of using eye tracking tech-
nology to detect a person’s subjective sense of familiarity, an important cognitive
state. While there are challenges to be addressed, the findings lay a foundation
for future research and practical applications in HCI and cognitive science.
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Abstract. This study conducted a prospective exploration to investigate humans’
experiences with self-deepfaked voices, specifically the differences between AI-
generated, self-deepfaked, and authentic human voices in the hedonic and prag-
matic contexts. Our result shows that, despite participants consistently preferring
human voices across all tasks, their experiences between authentic human voice,
self-deepfaked, and AI-generated voices, and between hedonic and pragmatic
contexts can be different. Self-deepfaked voices outperformed in hedonic scenar-
ios, providing enriched listening experiences. On the contrary, self-deepfakes and
AI-generated voices exhibit their different potentials in pragmatic contexts. The
findings could inspire the potential application of deepfakes to create a proper
social experience between humans and AI.

Keywords: Deepfakes · Human-AI Interaction · Self-Deepfaking · Voice
Experience · Story-listening · Customer Service

1 To the Positive Aspect of Deepfakes

Deepfakes, facilitated by generative adversarial networks (GANs), generate convincing
yet potentially unreliable, manipulated, or misleading media content, encompassing
images, audio, and videos. Analogous to the dual AI models within GANs, two primary
research foci emerge: the creation of deepfakes (e.g. [5, 24, 62]) and their detection or
prevention of them (e.g. [15, 21, 58, 68]).Coined in the context of content fabricationwith
privacy concerns [19, 57, 68], the term ‘deepfake’ has triggered rapid ethical debates
in recent years. In response to the surge in nonconsensual and unauthorized use of
synthetic content, extensive research has arisen to devise effective methods for deepfake
detection [15, 28, 67].However, the advancing landscapeofAIhas introducedheightened
challenges in discerning between authentic and fabricated content.

Beyond the ethical concerns and malicious use of deepfake, discussions surrounding
its positive applications are also on the rise [8, 10, 30, 51, 56, 65]. Indeed, the deep-
fake technology, formerly denoted as “face swapping,” can be traced back to its initial
purpose of rectifying the asynchronous lip movements and the audio discrepancies [7].
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Modern deepfake applications in the movie industry have gone far beyond. For exam-
ple, “Deepfake actors” are now performing for authentic actors to save time and money
[1]. Research also found deepfaked movie reproduction can yield a remarkably realistic
movie experience [42]. For creating scenes where the actors are no longer alive, deepfake
provides a realistic clone to make them possible [24, 25, 54]. Furthermore, owing to eth-
ical concerns surrounding deepfake’s authenticity, its application for reflective or even
critical purposes has emerged as an expressive avenue in new media and art, fostering
inquiries into humans’ social identity [39].

An alternative suggestion for deploying deepfake technology is education and con-
sultancy using deepfaked avatar instructors [26, 51]. Its potential benefit may lie in the
learning motivation enhanced by an avatar’s appearance and behavior style [26] or by
practicing prosocial interaction with a deepfaked respondent [36]. The perception of a
persona regenerated by deepfake could also invite biographical imagination and inspire
the creative process in design practice [30, 31]. Moreover, deepfake-empowered imagi-
nation could also extend to enhancing one’s self-image. Similar to creating illusions in
virtual reality (VR) to support behavioral therapy [16, 35], deepfakes maymanipulate an
individual’s self-image, facilitating psychological self-modeling and coaching of one’s
behavioral skills [10, 69].

From a pragmatic perspective, deploying deepfakes on self-image could involve
fewer ethical concerns and bring valuable effects.Aderived research objective is people’s
experiencewith their deepfaked selves. However, there are only limited empirical studies
related to this subjective, and this study should provide an insightful exploration with
the following conditional settings of self-deepfaking: (1) deepfaked self’s voice vs. AI-
generated human voice vs. authentic human voice, (2) voice experience in hedonic and
pragmatic scenarios.

2 Review of Related Works

2.1 Experience and Preference of Another Self

The perception of another self has historical roots in gothic literature, epitomized by
the “Doppelgänger” (double goer in English). Originally conceptualized as an affliction
jeopardizing one’s spiritual uniqueness [66, 70], the advent of modern technology, such
as VR, has demystified the interaction with one’s Doppelgänger. Nevertheless, an explo-
rative study found that users’ perception of another interactive self in VR remains an
eerie experience [23]. In a survey of different speculative scenarios related to deepfakes,
researchers also identified the rejective reaction to AI-generated clones when challeng-
ing humanity [33]. This negative experience is also related to the uncanny-valley effect
of an analogous human [12, 45].

However, there is also the psychological theory of similarity-attraction and
dissimilarity-repulsion theory, which explains why people prefer interacting with and
learning from homogeneous targets [37, 38, 59]. In the task of crafting game avatars,
studies found a pronounced preference for an idealized self over a robot avatar, especially
among individuals with higher self-esteem [20]. In a pedagogical context, self-modeling
by envisioning one’s successful future has been established as a strategic approach to
augment one’s physical and social skills [10, 14]. When users are observing them as a
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meaningful target to imitate, self-deepfaking could serve as an effective coaching tool.
For example, studies found that employing idealized self-data can serve as a strategy
to improve performance [6, 53]. Researchers found positive outcomes when using self-
deepfaking in exercising and training public speaking [10]. Noteworthy is a study using
self-deepfaking for coaching dancing, which shows no significant difference between a
human coach and a deepfaked self [65].

2.2 Perception and Experience of Voices

Voice is a complex media in interpersonal interaction that carries information, identity,
and attitudes and functions as an “auditory face” [2, 3]. Voices in interaction also involve
reflexive qualities that shape social relationships, such as voice as self-enhancement to
raise attractiveness [27], vocal competence to promote trust [49], and self-perception
of voices to activate emotional regulations [11]. In an interactive voice response exper-
iment, researchers identified the voice qualities that could influence the evaluation of
the information, such as formality and voice gender [40]. The inherent differences of
subjects influence voice preferences. A well-known mechanism is people’s preferences
for heterosexual voices (e.g. [18]). The context of communication plays an essential role
as well. For example, studies identified low-pitched male voices as related to perceived
trust in first impression [64], while under the economic context, higher-pitched female
voices are evaluated as more trustworthy [48].

With the empowerment of AI technology, the quality of synthetic voice has gone far
beyond IBM 7094’s Daisy Bell. For example, the voice quality of today’s text-to-speech
(TTS) applications has been proven to be very close to humans’ voice performance
[9]. In human-robot interaction, the likeness of a robot’s voice to human beings sig-
nificantly enhances its users’ technological acceptance [17, 55]. Like humans’ voice
preferences, robots’ voice characters also influence users’ preferences and perceived
attractiveness [43, 60]. The results are, however, not consistent. It is not clear whether
humans’ preference for synthetic voice is fixed in our nature or has cultural differences.
Some studies found that users prefer robots with female (high-pitched) voices and eval-
uate them as more attractive and pleasurable in interaction [43, 44]. However, in a study
of voice assistants and the correlated gender differences in voices (male, female, and
gender-ambiguous voices) and listeners, researchers identified trait ascription bias in
our evaluation of synthetic voices and no significant difference in trustworthiness [63].
A more complex research studied robots’ voices and users’ preferences under differ-
ent contexts. They found higher acceptance of male and child voices of service and
companion robots and male and female voices of educational robots [13].

3 Experiment

To our research objective about self-deepfaking, psychological studies found our narcis-
sistic nature in the evaluation of voices, by which participants evaluated voices similar
to theirs as more attractive [29, 52]. However, it is unclear whether we would prefer
a voice similar to ours. Considering the possible gender differences and the differ-
ences caused by the context, this study explored female participants’ experiences with
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three voices: deepfaked voices of themselves, AI-generated voices, and authentic human
voices (RQ1) under two scenarios (RQ2), story-listening and customer service. The two
scenarios correspond to the hedonic and pragmatic contexts.

The participants were not informed that they would interact with deepfaked and AI-
generated voices until they finished the experiment. This leads to our interest in whether
the awareness of synthetic voices would influence people’s evaluation (RQ3).

Our research engaged twelve female international students (N= 12). The participants
included native English speakers (N= 6) and other regions in Asia and Europe (N= 6)
with fluent English ability (C1 or higher).

3.1 Task 1: Hedonic Scenario – Story Listening

Three types of voices were prepared, including self-deepfaked, AI-generated (based on
a random participant’s voice), and authentic human voices (the first author’s voice). The
participants were invited to two tasks in the lab on another day. The first task included
three local folktales of a genre of ghost stories in English but narrated randomly with
three different voices. Participants were asked to listen to the stories and then evaluated
their experiences after each story. The evaluation includes the overall experience, emo-
tionality, closeness, and attractiveness. In addition, the User Engagement Scale (UES)
[46, 47] and the Narrative Engageability Scale (NES) [4] were used. UES contains four
constructs: focus attention, perceived usability, aesthetic, and reward factor. Among
them, perceived usability is removed due to its inapplicability in our case. NES includes
ease of accepting unrealism, curiosity propensity, ease of being engaged despite adverse
surroundings, emotional engageability, and presence propensity. All items were evalu-
ated on a 7-scale Likert scale. After the evaluation, an interviewwas conducted to survey
the participants’ experiences during the task.

3.2 Task 2: Pragmatic Scenario – Customer Service

Following a 10-min break, the participants engaged in the second customer service task.
Like the first task, three scenarios were formulated, with each employing one of the
voice modalities randomly. Three scenarios include (a) checking the shipping status of a
computer order and requesting expedited delivery, (b) returning a defective computer and
arranging for a home pick-up return, and (c) resolving technical issues with a computer
that randomly shut downafter beingupdated.Necessary background information, such as
order information and technical problems, along with clear task goals, was provided for
participants in each task. A pre-trainedChatGPT model generated the texts in the second
task. By connecting toElevenLabs using their APIs, participants’ speech was recognized
as text for ChatGPT, and ChatGPT’s texts were converted into speech. The human
voices were the pre-recorded voice files. ChatGPT produced all possible responses and
then narrated and recorded by the second author beforehand. The researcher played the
corresponding file in response to the participants’ dialogue during the task.

The whole system was hidden, and the participants were told that they were speak-
ing with an online customer service. Evaluations in the second task include overall
experience, speaker’s competence, trustworthiness, and, in addition, the Client Satisfac-
tion Questionnaire (CSQ) [32] and Service Quality Questionnaire (SERVQUAL) [50].
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SERVQUAL includes multiple constructs, and four aspects were selected: reliability,
responsiveness, credibility, and empathy (understanding/knowing). Since our customer
service was ready in hand and the service content was pre-trained in our model, other
constructs, such as access, tangibles, and communication, were omitted. All items were
evaluated on a 7-scale Likert scale.

After the questionnaire survey, a second interview similar to the first one was con-
ducted to understand the participants’ experience and their capability to detect AI and
deepfakes. After the interview, all participants were informed about the truth of using
deepfakes and AI.

4 Results

4.1 Qualities of Different Voices in Two Scenarios

Overall, there is no significant difference between native and non-native English speak-
ers. In the story experience, an overview of all evaluations can be found in Fig. 1. The
human voice is rated significantly higher than AI-generated voice in all aspects and
higher than self-deepfaked voices in emotionality (t[11] = 2.27, p = 0.44), attractive-
ness (t[11] = 2.31, p = 0.41), and narrative engagement scale (t[11] = 2.27, p = 0.05).
A general tendency that self-deepfaked voice performs better than AI-generated voice
can be observed from the descriptive analysis (Fig. 1). However, the difference between
AI-generated voices and self-deepfakes is statistically not significant.

In the customer service task, the human voice exhibits a generally superior per-
formance compared to the other two voice modalities, as depicted in Fig. 2. However,
statistically significant differences are observed in specific aspects. The human voice
exhibits higher overall experiences than the AI-generated voice (t[11 = 2.22, p = 0.48).
The human voice also demonstrates higher competence compared to the self-deepfaked
voice (t[11] = 2.41, p = 0.03), higher trustworthiness than both self-deepfaked voice
(t[11] = 2.71, p = 0.02) and AI-generated voice (t[11] = 2.79, p = 0.02). In addition,
the human voice receives higher ratings in client satisfaction (CSQ) compared to the AI-
generated voice (t[11] = 2.44, p = 0.03) and higher service quality score (SERVQUAL)
than self-deepfakes (t[11] = 3.30, p = 0.01).

In summary, the human voice emerges as the most desirable in both scenarios. There
is a potential, albeit statistically insignificant, for self-deepfakes to excel in the hedonic
context. However, no discernible difference between self-deepfakes and AI voices in the
pragmatic context is identified.

4.2 Factors of Deepfake Detection

Two participants (P3 and P5) in the story-listening task and four (P3, P5, P6, P10) in the
customer service task reported recognizing that their voices had been deepfaked. The
realization predominantly occurred during the task, prompted by moments of suspicion,
as exemplified by inquiries such as “Is that my voice?” Given our interest in discerning
distinctions between self-deepfakes and AI-generated voices, coupled with the fact that
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Fig. 1. Scores of the story experience among all voice modalities

Fig. 2. Scores of the customer service experience among all voice modalities

the same researcher generated the human voices, we computed participants’ relative
scores for deepfakes and AI voices by referencing the scores for human voices:

RelativeScoredeepfake/AI =
OriginalScoredeepfake/AI

OriginalScorehuman_voice

The translated results are illustrated in Figs. 4 and 5. Notable statistical significances
emerge, particularly in the story-listening task, where aWilcoxonTest shows that partici-
pants who are not aware of self-deepfakes (N= 10) score a significantly higher closeness
than AI-generated voice (Z = 2.80, p = 0.01) (Fig. 3-left). Although not attaining statis-
tical significance, Fig. 3-right shows a contrasting trend in emotionality, closeness, and
attractiveness. These two participants, who recognized their deepfaked voices during the
task, rated lower scores for their deepfaked voices.

On the contrary, in the customer service task, participants who identified their self-
deepfaked voices (N=4) did not score their ownvoices lower. The perceived competence
is even higher than the AI-generated voices (t[3] = 4.20, p = 0.03), and self-deepfakes
are generally scored higher than AI-generated voices (Fig. 4-right).

4.3 Other Quantitative Details

Figure 5 and Fig. 6 show detailed analyses of the questionnaires used in our experiment –
UES and NES for engagement evaluation in the story-listening task and SERVQUAL
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Fig. 3. Relative scores according to participants’ self-deepfake detection (story-listening)

Fig. 4. Relative scores according to participants’ self-deepfake detection (customer service task)

for the service quality in the customer service task. The result of UES is consistent with
the general evaluation of the three voice modalities. In NES, what inspires us is that the
curiosity propensity of self-deepfaked voice is significantly higher than AI-generated
voice (t[11] = 2.30, p = 0.04). In SERVQUAL, human voice exhibits significantly
better performance than AI-generated voices and self-deepfakes in assurance (t[11] =
3.32, p = 0.01 and t[11] = 2.32, p = 0.04, respectively) and reliability (t[11] = 3.55, p
= 0.01 and t[11]= 2.75, p= 0.02, respectively). However, no difference in empathy and
responsiveness is observed, where the three voice modalities demonstrate remarkably
similar scores.

When using relative scores to evaluate participants with different deepfake-detection
performances, we get similar results. We can identify significantly higher curiosity
propensity scores (Z = 2.80, p = 0.01) in self-deepfakes for participants who did not
recognize deepfakes.

4.4 Qualitative Result

To gain deeper insights into the participants’ perceptions, we conducted a thematic
analysis of the interview data, unveiling themes supported by participants’ narratives.



318 C.-J. Chang and W.-C. Chien

Fig. 5. Scores of each construct in UES (left) and NES (right)

Fig. 6. Scores of each construct in SERVQUAL

Detecting Deepfakes. During the post-study interviews, eight out of twelve participants
(P1, P2, P3, P5, P6, P7, P10, P12) reported confidence in identifying synthetic voices,
though less than half have recognized them successfully. When asked about their expe-
riences, participants mentioned that computer-generated voices often lack emotion and
sound monotone, “Perhaps the tone or the speed and whether some words have been
stressed or not [...] Personally, I think robotic voice is more flat” (P1).

Interestingly, one participant highlighted the difficulty in recognizing synthetic
voices during customer service conversations because she was concentrating on the
task assignment to be solved. “When someone really is eager to solve their problem,
they are more focusing on their own voice and their own problem rather than the other
person” (P12).

The participants who really recognized the deepfakes revealed their strategies, for
example, by comparing them to other self-experiences. “like everyone has a different
way of speaking, so I did hear the way I speak […] For me, it would take a while, but I
would definitely be able to detect my own voice” (P3). Another participant attributed her
recognition to her proficiency in distinguishing different accents, “where is she from?
I really want to know where that accent is from. […] That sounds familiar, right, that
made me very curious. […] I was like wondering, […] I had a feeling. I would say, did
they take my voice and make it AI?” (P6).

Significantly, among the subset of participants (N = 4) who identified their self-
deefaked voices in the pragmatic context, two individuals were consistent with those
who had earlier recognized their voices in the hedonic context, suggesting that they
were particularly attentive during the subsequent interactions.
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Emotionality of Voice and Its Effects on Perceived Closeness and Attractiveness. The
AI-generated voice was, in fact, a deepfaked voice of another random participant. There
should not be any technical differences. However, participants reported closer feelings
and more emotional and richer expressions in their deepfaked voices, although they did
not identify them as their own voices. “The third folklore [self-deepfake] was definitely
more emotional and I like that one better. It’s just sounds softer, and then the pacemaybe?
[...] The first one [AI-generated voice], my least favorite. It’s like, yeah it’s not like a
grown up talking to a kid” (P2).

Emotionality of Voice and Its Effects on Perceived Closeness and Attractiveness. The
AI-generated voice was, in fact, a deepfaked voice of another random participant. There
should not be any technical differences. However, participants reported closer feelings
and more emotional and richer expressions in their deepfaked voices, although they did
not identify them as their own voices. “The third folklore [self-deepfake] was definitely
more emotional and I like that one better. It’s just sounds softer, and then the pace
maybe? [...] The first one [AI-generated voice], my least favorite. It’s like, yeah it’s not
like a grown up talking to a kid” (P2).

Why Participants Dislike Their Own Voices in the Pragmatic Context. Drawing upon our
literature review and results of the first task, it could be posited that self-deepfaked voices
have greater potential than AI-generated voices. However, from a statistical standpoint,
no clear distinctions emerged between self-deepfaked voice and AI-generated voice in
the second task. Through the interview process, certain cues were discerned, revealing
why self-deepfakes were undesirable.

“Usually return issue is so annoying so she made it very easy even though the voice
was like a robot. I was just satisfied because she [AI-generated voice] made it easy.
Everything was just like step by step by step, no blockage. […] I think if it’s a real
human, then I am more empathetic. Like, okay, yeah, you have too many things to do, it’s
fine for you to be busy […] If it’s a computer I’m like the computer should be efficient
like it shouldn’t have that much blockage in my opinion if it’s made well” (P2).

There appears to be a positive correlation between a cold and unfamiliar voice and the
perception of professionalism, coupled with a tendency to avoid bureaucratic nuances.
Participants may find it more comfortable to engage in arguments with a robot-like
entity. This observation aligns with the statistical findings, where, in the pragmatic
scenarios, human voices scored higher in assurance and reliability, but not in empathy
and responsiveness.

5 Discussion

While the human voice significantly scored higher than other modalities, a noteworthy
observation is that most participants did not recognize the nature of AI models. Even
if they did, it was primarily attributed to the participants recognizing their own voices.
From the ethical perspective, reiterated by numerous studies, deepfakes can convincingly
lead to distortion of the truth. The distortion could be particularly pronounced in contex-
tualized interaction, where not everyone can maintain a focus on distinguishing authen-
ticity from manipulation. Besides, our findings suggest that, despite potential awareness
deficits, individual preferences and intuition may exhibit heightened sensitivity.
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Overall, human voices scored significantly higher than other voice modalities. In the
hedonic task, deepfaked self-voice tends to be more desirable than the deepfaked voice
of other strangers. Some statistically significant findings emerge, including the closeness
feelings and curiosity propensity (when participants were not aware of self-deepfakes)
in the hedonic context and competence in the pragmatic context (when participants were
aware of self-deepfakes). Participants’ qualitative data supports this result.

The difference between self-deepfakes and AI-generated voices appears differently
in the hedonic and pragmatic contexts. Within the hedonic scenario, participants char-
acterized self-deepfakes as more emotionally resonant, consistent with our theoretical
review. Voices, when familiar, can convey richer information, thereby engendering a
more captivating listening experience.

While self-deepfakes are potentially more desirable in the hedonic context, they do
not seem to have the same advantage in the pragmatic context. As some participants
disclosed in the interview, when engaged in pragmatic goals, individuals may perceive
higher competence from an unfamiliar and impersonal voice (AI-generated voice). The
more detached interpersonal experience could facilitate communicating factual infor-
mation without imbuing personal emotions into the interaction. Consequently, in the
dimensions of empathy and responsiveness within the service quality questionnaire, all
three modalities have almost identical scores.

Two participants recognized their voices during the story-listening task, and intrigu-
ingly, they evaluated their own voices as unfavorable. A plausible explanation for this
could be the peculiar experience of hearing alternate self-narrating fictitious stories akin
to the negative Doppelgänger encounter.

It should be noted that the low scores are only observed in evaluating the perceived
voice experience (emotionality, closeness, and attractiveness). In contrast, the evaluation
of stories’ engagement (UES and NES) remains comparable to the other two modalities.
Conversely, the pragmatic context exhibits a different pattern. The participants who
recognized their own deepfaked voices evaluated their voices better on average.

6 Conclusions

From the aspect of causality, ‘faking’ implies creating a deceptive appearance, suggest-
ing something different from reality. However, from a managerial standpoint that views
presentation as a dynamic process, ‘shaping impression’ emerges as a more fitting con-
cept when contemplating deepfake technology. Under this scope, the presented study
furnishes empirical evidence about how people perceive self-deepfakes in the hedonic
and pragmatic context. The result shows contextual differences in individuals’ prefer-
ence for self-deepfakes or AI-generated voices. We also identified the “side effects”
in people’s experience when they discover the existence of faking during the interac-
tion. Depending on the context, the effect can be very different. These findings should
inspire designers to apply deepfakes in positive usages and avoid negative effects with
some fundamental understanding. For example, the integration of self-deepfaked voices
in creating virtual self-avatars, agents, or a chatbot holds the potential for constructive
applications in social or educational domains.

Due to its intricate experiment settings, this study grapples with limited sample
size, rendering the interpretation of statistical data less reliant on significant features as
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solid evidence. However, the descriptive analyses and the qualitative results still provide
interesting insights. When reflecting on the experiment design, several considerations
arise. (1)Wehavemultinational participants tomitigate cultural bias, yet itmay result in a
loss of cultural context. (2) The experiment utilizes English, benefitting from a relatively
higher development in AI models. AI models for other languages, such as Chinese, may
have different performance qualities. (3) The current hedonic scenario lacks interactive
elements, potentially yielding different results compared to an interactive one.

Finally, we wish to have a healthy and fair future with AI technology.
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Abstract. Social isolation, resulting from various factors, has become a preva-
lent concern in today’s society. This study explores the potential of tactile inter-
action as a remedy for social isolation. By employing data mining to understand
pandemic-induced emotional conditions and identifying the negative emotions in
need of healing, and by using experiment, we introduce the “Emotional Nourish-
ment Project.” This project establishes a virtual world, named “Emotional Nour-
ishment,” within a real-world context, simulating a doomsday scenario. In this
context, we have designed an interactive device that materializes emotional states
through physical interactions. The device incorporates hardware and software
components, utilizing Arduino IDE for programming. The rationale behind this
endeavor lies in its situational relevance, enhanced participation, and ability to
emphasize the impact of emotional interactions. Through this project, we aim
to shed light on the profound significance of tactile interaction in healing social
isolation.

Keywords: Tactile Interaction · social isolation · data mining · experiment ·
emotional nourishment project

1 Introduction

Social isolation, characterized by a profound deficit in social interaction, transcends age
boundaries and manifests as a multifaceted issue influenced by diverse factors includ-
ing developmental disabilities, economic disparities, and the pervasive repercussions of
the COVID-19 pandemic. Within an era marked by relentless advancements in digital
technologies and immersive virtual experiences, the landscape of human interaction is
undergoing a profound transformation. The prevalence of virtual companionship and
digital connections has surged, prompting a paradigm shift in individuals’ perceptions
and engagements within their social milieu. These technological strides offer unparal-
leled convenience and accessibility, but concurrently, they raise a pressing concern: the
potential erosion of tangible, real-world social interactions and the looming specter of
exacerbated social isolation.

Our inquiry commences with an exhaustive review of extant literature, affording
an encompassing comprehension of pivotal facets relating to social isolation, body lan-
guage, emotion, physical touch as a healing modality, and the untapped potential of
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tactile interaction in mitigating social isolation. This comprehensive literature review
constructs a robust framework for understanding the intricate interplay between social
isolation, the nuances of body language, the healing potential of physical touch, and the
prospect of tactile interaction as a means of alleviating social isolation while bolstering
emotional well-being. These erudite insights furnish the bedrock for further forays into
this burgeoning domain of research.

Subsequently, we introduce a multifaceted data mining approach tailored to scruti-
nize the emotional dynamics exhibited by individuals in the throes of the COVID-19
pandemic. This methodological construct seamlessly interweaves both quantitative and
qualitative analyses, thus enabling an exhaustive exploration of the spectrum of emo-
tions that find expression within the digital realms of social media. The quantitative facet
of our analysis centers on the evaluation of specific keywords and the quantification of
prevalent sentiment trends inherent in social media discourse. In parallel, our qualitative
analysis plunges into the intricate tapestry of microblog content, unearthing emotional
subtleties and contextual nuances.

Concomitantly, we employ an experiment to collect data, all ensconced within the
realms of qualitative research. This innovative strategy orchestrates the active involve-
ment of participants in shaping the research game experience, thereby concurrently
yielding authentic and valuable user information.

The ensuing Results and Discussion section dissects the outcomes of our data min-
ing analysis, offering an insightful panorama of the public’s sentiments and responses
during the COVID-19 pandemic. The dataset overview, prominent themes, and temporal
analysis collectively weave a narrative that underscores the multifaceted nature of public
discourse during a global crisis. Notably, certain emotional states and thematic elements
resonate more robustly with denizens of social media platforms, engendering pertinent
insights for the effective handling of emotional and social aspects within the framework
of public health crises and initiatives aimed at mitigating social isolation.

Subsequent to this analysis, we proffer the “Emotional Nourishment Project,” an
ingenious tactile interaction design fusing technology, psychology, and storytelling to
submerge participantswithin a dystopian narrativewhere emotional connections burgeon
as essential for survival. The intricate design of wearable and data collection devices,
interwovenwithArduino programming, transmutes abstract emotions into tangibleman-
ifestations, thereby affording participants the ability to visualize and comprehend the
profound impact of tactile interactions.

In summation, this paper serves as an elucidative exposé of the innovative approach
undertaken by the “Emotional Nourishment Project” in addressing the prospective con-
sequences of a technology-driven, socially isolated future. By delving into the intricate
connecting tactile interactions, emotional bonds, and the essence of human survival, this
research aspires to bestow invaluable insights upon the domains of human-computer
interaction and emotional well-being, thereby enriching the scholarly discourse in these
arenas.
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2 Literature Evaluation

2.1 Social Isolation

Social isolation can manifest in early life when individuals grapple with unique identity
issues, often keeping them hidden due to shame or guilt stemming from childhood
experiences.Additionally, developmental disabilities, such as learning impairments,may
lead to social isolation, impacting self-esteem and fostering a sense of being different
(Hetherington 1975; Malti et al. 2012; Preece 2006).

In middle-aged and older age, social isolation can result from a complex interplay of
factors. These factors include aging, declining physical function, hearing impairment,
and challenges in communication for individuals with autism. Additionally, factors such
as living alone, unemployment, substance abuse, economic disparities, and low self-
esteem contribute to feelings of isolation (Hetherington 1975; Bernabei et al. 2014;
Webber and Fendt-Newlin 2017; Crompton et al. 2020; Davey 2020; Herttua et al. 2011;
Hjalmarsson and Mood 2015; MacDonald and Martineau 2002).

The COVID-19 pandemic has intensified social isolation through lockdowns, social
distancing measures, and the paradoxical role of digital technology in substituting in-
person interactions. This has had a particularly pronounced effect on younger genera-
tions. The pandemic has led to psychological issues such as depression, anxiety, and
post-traumatic stress disorder. Factors such as separation from loved ones, misinfor-
mation, financial insecurity, and stigmatization have further exacerbated mental health
problems, especially among healthcare workers (Sim 2020; Wu et al. 2005; Mohanty
2020). The economic impact, fueled by business closures, has caused insecurity and
stress, particularly for daily wage workers (Mohanty 2020). Social media, despite facil-
itating connectivity, has also become a source of stress due to the proliferation of false
information (Mohanty 2020).

The consequences of social isolation are multifaceted and encompass psychological,
emotional, and societal effects. These consequences include an increased risk of mental
health issues such as depression, anxiety, and post-traumatic stress disorder, negative
impacts on self-esteem and self-worth (especially among individuals with learning dis-
abilities or those who feel different from others), barriers to effective communication
(particularly among the elderly and individuals with hearing impairments), marginal-
ization and misunderstanding of individuals with autism and communication barriers,
economic disparities leading to restricted social circles and isolation, a cycle of social
withdrawal driven by low self-esteem and a desire to avoid judgment, the exacerbation
of psychological and psychiatric disturbances during the COVID-19 pandemic, social
media-related stress and the spread of false information, and economic insecurity and
stress resulting from the pandemic’s economic impact.

2.2 Body Language and Emotion

A comprehensive understanding of human emotions and their expression is vital for
exploring the potential of tactile interaction in addressing social isolation. Robinson
(2008) identifies three key criteria for mental experiences that constitute emotions: a
strongmotivating subjective quality (e.g., pleasure or pain), a response to real or imagined
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events or objects, and themotivation of particular kinds of behavior. Emotions are distinct
from sensations, feelings, and moods in their combination of these attributes (Table 1).

Body language, a form of non-verbal communication, continuously conveys individ-
uals’ emotions and feelings. It is closely linked to one’s emotional state (Panksepp 1998).
Depending on their emotional state, individuals can exhibit various body language ges-
tures, reflecting interest, boredom, frustration, happiness, and more (Birdwhistell 2010;
Panksepp 1998).

Body language plays a pivotal role in the communication process, providing cues
that help discern different aspects of an individual’s mental state. Birdwhistell (2010)
noted thatwhilewords constitute only 7%of communication, non-verbal communication
accounts for a significant 55%. Numerous studies have highlighted the close relationship
between body language and individuals’ emotional states, often referred to as emotional
body language (Panksepp 1998). Researchers like Wallbott (1998) have analyzed body
language cues and their connection to various emotional states, uncovering distinct
patterns in body movement and posture corresponding to different emotions.

Recent research has shown that body poses are more effective than facial expressions
in discerning intense positive and negative emotions (Aviezer et al. 2012). Additional
studies have supported the notion that intense emotions can be more accurately recog-
nized through body language cues (Gao andMaurer 2009;Marneweck et al. 2013). Con-
sequently, body language cues can serve as a valuable means to determine individuals’
emotional states.

Table 1. Type of Emotion

Kind of emotion Positive emotions Negative emotions

Related to object properties Interest, curiosity, enthusiasm Indifference, habituation,
boredom

Attraction, desire, admiration Aversion, disgust, revulsion

Surprise, amusement Alarm, panic

Future appraisal Hope, excitement Fear, anxiety, dread

Event-related Gratitude, thankfulness Anger, rage

Joy, elation, triumph, jubilation Sorrow, grief

Patience Frustration, restlessness

Contentment Discontentment,
disappointment

Self-appraisal Humility, modesty Pride, arrogance

Social Charity Avarice, greed, miserliness,
envy, jealousy
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2.3 Physical Touch for Healing

The role of physical touch in emotional healing is essential to consider when address-
ing social isolation. It is deeply rooted in human development and communication,
offering potential solutions to the challenges posed by isolation. Physical touch holds
paramount significance throughout the human lifespan, exerting a profound influence on
human development, communication, bonding, and emotional healing (Mintz 1969). Its
importance spans from infancy to adulthood and is embedded in therapeutic traditions.
Physical touch exhibits exceptional efficacy in treating a range of psychological con-
ditions, including depression, stress, anxiety, and dissociation. It is notably effective in
alleviating post-traumatic stress disorder (PTSD) (Field 2003; Westland 1993). Tactile
interactions, such as hugging and massage, have been empirically linked to stress reduc-
tion. Studies have shown that these interactions can significantly reduce psychological
stress levels and cortisol production, while simultaneously alleviating physical tension
(Sumioka et al. 2013; Light et al. 2005).

Tactile interactions play a pivotal role in enhancing emotionalwell-being by fostering
and strengthening interpersonal emotional connections. These interactions have been
instrumental in improving depressive symptoms, mitigating loneliness, and fostering
positive developments in social and communicative skills, particularly in children with
autism (Field 2019; Silva et al. 2015). Tactile stimulation, particularly through massage,
has garnered recognition for its efficacy in relieving various forms of pain, including
chronic pain. Such tactile interactions stimulate the release of endorphins in the brain,
aiding individuals in coping with pain more effectively (Scherder et al. 1998; Suzuki
et al. 2010). Tactile interactions contribute to immune system enhancement by reducing
inflammation and bolstering the vitality of immune cells. This augmentation of immune
function enhances the body’s resistance to illnesses, including common colds and other
ailments (Galanakis et al. 2015).

Throughout history, touch has been integrallywoven into various healingmethodolo-
gies. Two notable approaches, the Rubenfeld Synergy Method and the Rosen Method,
converge touch and verbal therapy elements to foster profound healing experiences.
The Rosen Method, developed by Marion Rosen in the 1930s, intricately intertwines
touch and verbal communication to address emotional and physical tension (Bennett
1996; Macy 2015). Similarly, the Rubenfeld Synergy Method, founded by Ilana Ruben-
feld, combines touch, talk, and movement to facilitate emotional release and healing
(Rubenfeld 1985).

These methodologies provide a strong foundation for the potential therapeutic bene-
fits of tactile interaction, particularly in addressing social isolation. They underscore the
importance of physical touch in promoting emotional well-being, mitigating psycholog-
ical distress, enhancing communication, and fostering healing. Tactile interactions offer
an avenue for individuals to experience emotional healing and connectedness, making
them a valuable resource for those grappling with social isolation.

2.4 Technology and Tactile Interfaces

The integration of tactile interfaces into technology holds promise for addressing social
isolation, as it allows individuals to experience physical touch remotely. This section
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reviews the existing research on tactile interfaces and their potential applications in mit-
igating the effects of social isolation. Tactile interfaces, also known as haptic interfaces,
enable users to receive or transmit tactile sensations through technology. These interfaces
can simulate various forms of touch, such as pressure, vibration, and texture, creating a
multisensory experience. The field of haptics has seen significant advancements in recent
years, leading to the development of tactile feedback devices for various applications.

Tactile interfaces have been explored for their potential to enhance remote commu-
nication and social interaction. Researchers have developed haptic devices that enable
users to send and receive touch signals over the internet. For example, the Hug Shirt,
developed by CuteCircuit, allows wearers to send hugs to each other through the shirt’s
embedded sensors and actuators (Koroniotis et al. 2015). Similarly, the Tactile Internet,
an emerging concept, envisions ultra-low-latency communication that includes haptic
feedback, potentially enabling users to share touch sensations in real time (Schneider
et al. 2019). These developments in tactile communication technologies open up new
possibilities for addressing social isolation. Individuals separated by physical distance
can experience a sense of presence and connectedness through remote touch interactions.
This has the potential to benefit various groups, including long-distance couples, family
members separated by geography, and individuals in need of emotional support.

Tactile interfaces have also found applications in healthcare and therapy, offering
the potential to address emotional and psychological needs. For example, haptic devices
have been used in telemedicine to enable healthcare professionals to remotely assess
patients’ conditions by palpating their bodies (Erol et al. 2016). In the field of mental
health, researchers have explored the use of haptic feedback in therapeutic interventions.
The use of haptic devices to provide comforting touch sensations during virtual reality
exposure therapy for PTSD has shown promise in reducing symptoms (Rizzo et al.
2015). Additionally, tactile interfaces have been used in the field of autism therapy. Some
studies have investigated the use of haptic feedback to enhance social communication
skills in individuals with autism spectrum disorder (ASD). For example, haptic feedback
devices have been used to provide real-time social cues and reinforcement during social
interactions (Escobedo et al. 2012).

These applications demonstrate the potential of tactile interfaces in addressing the
emotional andpsychological needs of individuals, particularly thosewhomayexperience
social isolation. By providing remote access to comforting touch sensations and thera-
peutic interventions, tactile interfaces can play a role in improving emotional well-being
and reducing the negative effects of social isolation. In conclusion, this comprehen-
sive literature review lays the foundation for understanding the multifaceted aspects of
social isolation, the role of body language and emotion, the importance of physical touch
for healing, and the potential of tactile interaction in addressing social isolation. These
insights provide valuable context for the exploration of tactile interaction as a means to
alleviate social isolation and promote emotional well-being.
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3 Research Approach and Methodology

3.1 Data Mining

In this study,we employed a python-based datamining approach to explore the emotional
dynamics of individuals during the COVID-19 pandemic, focusing on the potential of
tactile interaction for social isolation healing (Fig. 1). Sina Weibo was selected for our
primary data source due to its larger user base, flexibility, lawful, publicly accessible,
and transparency. A specific timeframe, spanning from January 1 to January 6, 2021
was selected as a critical phase of the pandemic. Our study’s data collection process
centered on retrieving pandemic-relatedmicroblog data fromSinaWeibo. The procedure
comprised the following steps:

1. Keyword Selection, where we chose both negative and positive emotion keywords
along with indirect pandemic-related terms.

2. Keyword-Based Searching, involving automated Python scripts to comprehensively
search using these keywords.

3. Data Screening and Compilation, which filtered relevant microblogs based on criteria
such as posting date and content relevance, focusing on original posts.

4. Data Storage in CSV format for structured storage.
5. Data Cleaning to ensure accuracy and consistency.
6. Data Privacy and Ethics, with sensitive information anonymized.
7. Data Analysis Preparation for subsequent statistical and sentiment analysis.

Fig. 1. AI-Based Data Mining Techniques

3.2 Experiment Design

Our primary aim was to explore physical interactions that could elicit positive emotional
states. The study included fifteen participants, evenly split between five females (N
female = 5) and five males (N male = 5), over three days, with five participants each



Emotions: Investigating the Vital Role of Tactile Interaction 333

day (as shown in Fig. 2). Each day spanned three hours, with tasks ranging from 5 to
15 min. A 10-min pre-test introduction and a 30-min post-test interview phase were
incorporated.

Concurrently, three researchers conducted parallel experiments. Participants under-
went interviews to understand game rules and task explanations. Each participant then
drew a card with a physical interaction challenge, including actions like offering a
thumbs-up, holding open doors, complimenting first entrants, handshakes, or hugs. After
each task, participants and strangers involved received rewards and friendly gestures like
high-fives or hugs.

Subsequently, participants were interviewed to evaluate their emotional states, expe-
riences, and opinions on positive physical interactions’ influence on emotion regulation.
They also proposed physical interactions suitable for wearable designs. Researchers
closely monitored participants throughout, recording task completion times, success
rates, reasons for success/failure, and evoked emotions.

Fig. 2. Experiment (Note: All people in the picturewere informed and agreed to be photographed)

4 Results and Discussion

4.1 Emotions During the COVID-19 Pandemic

In this section, we explore the results of our data mining analysis, aiming to gain a
comprehensive understanding of the public’s sentiments and responses to the pandemic,
as reflected in their interactions on SinaWeibo. In our dataset, which encompassed a total
of 4,916 tweets, we examined the emotional dimensions related to the pandemic. Within
this dataset, we identified 601 valid messages that pertained to emotions, distributed
across various themes: 1) Tension and Pandemic: 348 articles. 2) Anxiety and Pandemic:
192 articles. 3) Depression and Pandemic: 28 articles. 4) Isolation and Pandemic: 19
articles. 5) Loneliness and Isolation during Pandemic: 14 entries.

Within the extensive pool of posts examined, we examined those that exhibited the
highest engagement metrics, such as likes, comments, and retweets. Among these, it
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was strikingly apparent that discussions centered around the theme ‘Pandemic at Home’
garnered the most substantial user engagement. This finding underscores the saliency
and relevance of this topic within the larger discourse on social media platforms during
the pandemic. The level of engagement can be attributed to several factors, including
the content’s emotional resonance, its informational value, and its novelty within the
context of pandemic-related discussions.

Regarding emotional states related to the pandemic, “Pandemic and Staying Home”
emerged as the most prominent theme, accounting for a substantial portion of both text
entries (approximately 63.95%) and image entries (63.02%) (Table 2). This substantial
representation highlights the widespread discussions regarding home confinement and
remote work during the pandemic. The theme “Pandemic and Social Distancing” also
received significant attention, constituting approximately 23.82% of textual content and
26.89% of visual content. This finding emphasizes the importance of conversations
surrounding social distancing measures in the context of the outbreak.

Table 2. Dataset Related to Text and Picture

Category Text Entries Picture Entries Text % Picture %

Pandemic and
Staying Home

3,144 1,692 63.95% 63.02%

Pandemic and Social
Distancing

1171 722 23.82% 26.89%

Tension and
Pandemic

348 162 7.08% 6.03%

Anxiety and
Pandemic

192 72 3.91% 2.68%

Depression and
Pandemic

28 19 0.57% 0.71%

Isolation and
Pandemic

19 12 0.39% 0.45%

Loneliness and
Isolation during
Pandemic

14 6 0.28% 0.22%

Conversely, topics related to emotional states, such as “Tension and Pandemic,”
“Anxiety and Pandemic,” “Depression and Pandemic,” “Isolation and Pandemic,” and
“Loneliness and Isolation during Pandemic,” exhibited relatively lower counts of posts,
ranging from 0.22% to 7.08% for textual content and 0.45% to 2.68% for visual content.
These lower proportions suggest that discussions of these emotional states were less
prevalent in the public discourse compared to themes like staying at home and social
distancing. Emotions During the COVID-19 Pandemic.

The temporal analysis of these keyword combinations revealed noteworthy trends
(Fig. 3). For “Pandemic and Staying Home” and “Pandemic and Social Distancing,”
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discussions remained relatively stable over time, with occasional minor fluctuations.
“Tension and Pandemic” and “Anxiety and Pandemic” exhibited notable peaks in dis-
cussion on January 4th, implying that specific events or circumstances on that date may
have triggered heightened discourse on tension and anxiety. Conversely, topics related
to “Loneliness and Isolation during Pandemic,” “Isolation and Pandemic,” and “De-
pression and Pandemic” were less frequently discussed, possibly indicating that these
deeper emotional states were less prominent in public discourse or were discussed in
more private or smaller community settings.

Furthermore, an examination of the proportion of text and image posts by keyword
group revealed that “Pandemic and StayingHome” dominated the conversation, account-
ing for the majority of posts (approximately 63–64%) (Fig. 4). “Pandemic and Social
Distancing” represented 23.8–26.9% of the discussion, demonstrating its significance as
a topic of interest. While “Tension and Pandemic” had a smaller presence at 6.0–7.1%, it
indicated the presence of discussions concerning tension during the pandemic. “Anxiety
and Pandemic” comprised 2.7–3.9%, underscoring the extent of concern surrounding
anxiety within pandemic-related discussions.

Despite their lower prevalence in the dataset, topics like “Loneliness and Isolation
during Pandemic” and “Isolation and Pandemic” generated relatively higher interaction
rates, including likes, comments, and retweets on social media (Table 3). This sug-
gests that these keywords resonated with the audience and elicited notable emotional
responses. These themes shed light on concerns related to social isolation, isolation dur-
ing the epidemic, and the emotional repercussions of these experiences. The heightened
engagement and emotional response to these topics may be attributed to the profound
impact of social isolation and the significant changes in daily life during the pandemic,
indicating the relevance of addressing these aspects in public discourse.

Table 3. Dataset Related to Loneliness and Isolation

Keyword
Group

Number of
Posts

Total Likes Total
Comments

Total Retweets Proportion of
Total Posts

Loneliness
and Isolation
during
Pandemic

14 546 255 261 0.28%

Isolation and
Pandemic

19 798 224 249 0.39%

“Depression and Pandemic”, and “Isolation and Pandemic” have higher average
comments, suggesting that posts associated with depression and isolation during the
pandemic prompted more discussion among users compared to other topics (Fig. 5).
The topic of “Pandemic and Social Distancing” has a relatively balanced distribution of
average likes, comments, and retweets, indicating that it is a topic that engages users in
multiple ways.While the average of “Pandemic and Staying Home” likes are noticeable,
the comments and retweets are lower in comparison to the “Depression and Pandemic”
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and “Isolation and Pandemic” categories, which could suggest that while the topic is
popular, it might not incite asmuch conversation or be shared as frequently. The category
of “Tension and Pandemic” has a moderate level of engagement across likes, comments,
and retweets, indicating a consistent level of interaction with posts related to tension
during the pandemic. The category of “Anxiety and Pandemic” shows the lowest levels
of average engagement across all three types, which might suggest that while the topic
is relevant, it may not resonate as strongly as others or it may not provoke as much inter-
action on social media. The category of “Loneliness and Isolation during the Pandemic”
is not visible on the bar chart, which might indicate very low average engagement rates
or possibly no data for this category within the dataset used for this chart.

Fig. 3. Time Trend of Posts for Each Keyword Group & The proportion of Text Posts and Image
Posts by Keyword Group & Average User Engagement for Each Key Word Group

The data suggests that topics related to “Depression” and “Isolation” during the
pandemic seem to generate more conversations among users, as reflected in the higher
average number of comments. Meanwhile, “Pandemic and Staying Home” is a popular
topic, but it doesn’t necessarily lead to as much discussion or sharing. The relatively
lower engagement for “Anxiety and Pandemic” might reflect different user behavior
towards this emotion or topic on social media. Overall, this chart provides insights into
which aspects of the pandemic experience are most engaging for users on social media,
with emotional topics like depression and isolation promptingmore interaction, possibly
due to their deep personal impact.

In summary, the dataset encompasses a diverse array of thematic categories related
to the pandemic and its emotional and social dimensions. “Pandemic and StayingHome”
and “Pandemic and Social Distancing” emerged as prominent themes, while emotional
states like “Tension,” “Anxiety,” “Depression,” “Isolation,” and “Loneliness” exhibited
comparatively lower prevalence but generated substantial engagement in their respective
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discussions. Thesefindings underscore themultifaceted nature of public discourse during
the pandemic and emphasize the importance of addressing emotional and social aspects
in the broader conversation surrounding public health crises and social isolation healing
efforts.

5 Design of the Tactile Interaction Game: The Emotional
Nourishment Project

In the practical implementation of this study, we established a virtual world and invited
participants to engage with this experience through interactive devices that are central
to conveying the study’s core theme: the significance of tactile interaction for social
isolation healing. This project, aptly named “Emotional Nourishment,” revolves around
the creation of a virtual doomsday scenario within a real-world context.

5.1 Background of Emotional Nourishment Project

In this envisioned future world, advancements in communication and virtual reality
technology have reached unprecedented levels, enabling individuals to easily acquire
all their necessities, including virtual companionship. The allure of these perfect virtual
relationships gradually leads people to forsake real-world social interactions, immersing
themselves entirely in the realm of virtual technology.

However, a catastrophic event unfolds as a scientific experiment spirals out of control,
resulting in the dissemination of a virus throughout the digital network, impacting the
entirety of human society. This virus inflicts irreversible damage upon the human nervous
system, severely impeding individuals’ ability to perceive and experience emotions.Con-
sequently, people can no longer derive the emotional sustenance they require or generate
emotions through virtual existence. Concurrently, this virus also engenders a terminal
illness impervious to medical intervention. Stripped of emotional impetus, afflicted indi-
viduals languish and deteriorate akin to withering plants, ultimately succumbing to their
ailment.

Extensive research has revealed that the only means for humans to regain emo-
tional perception and vitality is through physical contact with one another. However, the
emotional energy generated by such physical interactions is finite and gradually wanes
as individuals engage in their daily lives. Once this emotional energy is depleted, the
afflicted individual’s fate is sealed, leading to their demise. This widespread terminal
malady has exacted a heavy toll on humanity, resulting in a significant loss of lives.

In a desperate bid for the survival of the human race, scientists are compelled to
undertake extensive modifications of the human body, culminating in the initiation of
the “Emotional Nourishing” project. The centerpiece of this endeavor is the transparent
device integrated into the human heart. Extending from this device are emotion collec-
tors, distributed throughout various parts of the body. Emotions coursing through these
physical connections are manifested as “nourishment,” which is subsequently collected
and stored within the heart through the “emotional nutrient” device. This innovative
system allows individuals to visualize their remaining emotional “nutrients” through the
device. The depletion of these emotional reserves signals the impending conclusion of
a person’s life.
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5.2 Storyboard of Emotional Nourishment Project

To enhance participants’ immersion in the worldview and provide a more direct experi-
ence of the “emotional nourishment” device, we have integrated specific scenes and
narratives involving the “emotional nourishment” device within the context of the
overall worldview. These dynamic storyboards are divided into five distinct mod-
ules, each employing brief animations to effectively convey the concept of “emotional
nourishment.”

1. Awakening from a Virtual Dream: Participants emerge from an alluring virtual realm
that hides an emptiness within.

2. The Withering of Emotions: They witness emotionless individuals deteriorating,
highlighting the virus’s fatal effects.

3. Transformation of Hearts: Their hearts transform into transparent receptacles to
collect “emotional nourishment,” underscoring survival’s reliance on emotional
sustenance.

4. Touch and Emotional Exchange: Through tactile interaction, like hugs and hand-
shakes, participants exchange and accrue “emotional nourishment.”

5. Nourishing the Emotional Plant: The “emotional nourishment” feeds an emotional
plant, symbolizing emotional restoration and rejuvenation, replenishing life’s vitality.

Fig. 4. Storyboard of “Emotional Nourishment” project

The gathered “emotional nourishment” is channeled into nurturing an emotional
plant, which thrives and radiates a comforting emotional warmth. This symbolizes the
restoration of emotions and the revival of individuals, filling the once-empty vessels with
renewed vitality.

This strategic incorporation of dynamic storytelling within the “Emotional Nour-
ishment” project aims to provide participants with a more tangible and experiential
understanding of both the overarching worldview and the operational dynamics of the
“emotional nourishment” device.
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5.3 Device Design for Emotional Nourishment Project

In the context of the “Emotional Nourishment” project, an interactive device has been
designed to offer a tangible manifestation of emotional states through physical interac-
tions. This innovative approach serves as a novel means of comprehending and visualiz-
ing the profound impact of human touch and interpersonal connections. The interactive
device consists of both hardware and software components, with the software component
being programmed using Arduino IDE.

Wearable devices encompass various components worn on the user’s body, which
directly engage with the user and provide immediate feedback. Within this project, par-
ticipants don a transparent device equipped with sensors located at six specific body
positions: the top of the head, shoulders, chest, back, forearms, and hands. These sen-
sors have been intricately designed to detect a range of physical interactions, including
gestures such as hugs and handshakes. Each type of touch triggers the generation of
specific quantities and shades of “emotional nourishment,” symbolizing diverse emo-
tional intensities and qualities. The wearable unit primarily comprises the following
components:

1. Programmable LED Strips: Programmable LED strips serve as visual indicators,
offering feedback to users through color changes and variations in flashing speed,
contingent upon different touch inputs.

2. Touch Sensors: A total of six touch sensors are strategically positioned across
the user’s body, placed to capture physical interactions. These sensors function as
receptors for user input, detecting tactile gestures and relaying the data for further
processing.

The data collection unit encompasses components dedicated to sensing, processing,
and storing or transmitting user input data. Positioned as a transparent container near
the user’s heart, this unit is interconnected with the wearable unit via a catheter. As
users engage in physical interactions, the “emotional nourishment” generated is col-
lected within this container. The quantity and hues of emotional nutrients collected vary
depending on the nature of the interaction, gradually accumulating and visibly increas-
ing to nurture the emotional plant. The data collection unit principally comprises the
following components:

1. Arduino NANO: Serving as the device’s central processing unit, the Arduino NANO
acts as the “brain” responsible for interpreting input data from the touch sensors and
managing data processing.

2. Touch Sensors: These sensors, in addition to their role in detecting physical input,
also serve as indicators for pinpointing the physical interaction points in the data
collection process.

3. Connection Cables: Crucial for data flow and power supply, these cables link the
sensors, responsible for data collection, to the ArduinoNANO,where data processing
takes place.

4. Power Supply: Comprising the 9 V power supply battery and associated circuit com-
ponents, this power supply system is essential for the device’s operation, bridging
both data collection and processing components.
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This innovative device offers users a unique opportunity to witness emotions mate-
rializing as “emotional nourishment.” This visual representation serves as a feedback
mechanism, facilitating participants’ deeper comprehension of the emotional experi-
ences evoked through their physical interactions. By transforming abstract emotional
exchanges into tangible and visible forms, the device effectively reinforces the con-
ceptual link between emotional nourishment and survival, which is at the core of the
“Emotional Nourishment” project.

5.4 Rationale of Emotional Nourishment Project

The rationale behind this design choice can be attributed to three key considera-
tions: firstly, it hinges on situational relevance. By immersing participants in a world
where emotional connections are vital for survival, the dystopian exchange environ-
ment prompts users to contemplate the crucial role of emotional bonds in their lives.
Secondly, it fosters enhanced participation. Situating the experience within a dooms-
day narrative creates an immersive environment that encourages users to engage more
deeply and lends a profound and unforgettable quality to the overall experience. Thirdly,
it serves to emphasize impact. Within this setting, participants can directly witness the
consequences of emotional interactions, thereby underscoring their pivotal role in the
survival and interpersonal communication. Participants actively engage with this world
by physically interacting with one another in exchange for what we refer to as “emo-
tional nourishment.” This engagement transcends mere physical touch, encompassing a
holistic understanding and experience of the emotional connections arising from these
interactions.

In this project, a structured framework has been established to quantify and assess
the significance and depth of various physical interactions in the realm of emotional
communication. This framework employs numerical values to assign specific scores to
each type of physical interaction, reflecting their respective importance and impact on
emotional communication (Table 3). For instance, hugging, recognized for its potent
and direct expression of emotion, has been bestowed with the highest score of 20 points.
In contrast, a handshake, although a recognized social interaction, garners a lower score
of 5 points, indicating its comparatively lesser emotional depth when compared to other
forms of physical contact (Table 4).

The utilization of this numerical approach serves a twofold purpose. Firstly, it pro-
vides a visual representation of emotional nuances, enabling the audience to discern and
appreciate the varying intensities of emotional nourishment generated by different types
of interactions. Secondly, it aims to enhance users’ comprehension and appreciation of
the diverse roles that different forms of physical interaction play in establishing and
sustaining emotional connections.

By ascribing numerical values to these interactions, this framework not only facili-
tates a deeper understanding of the emotional dynamics involved but also underscores
the significance of diverse physical interactions in the context of nurturing and main-
taining meaningful emotional bonds. Through this approach, participants gain valuable
insights into the intricacies of human touch and its pivotal role in fostering emotional
well-being and connection, further reinforcing the project’s objective of healing social
isolation.
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Table 4. Type of Emotion

Trigger action Nourishment color

Touch your head 10 Blue

Hug 20 Purple

Clasp hands 5 White

Arm in arm 10 Orange

Pat one’s shoulder 10 Green

Back slapping 15 Pink

Touch your head 10 Blue

Fig. 5. Scenes of Emotional Nourishment Project

6 Conclusion

Social isolation has emerged as a pervasive concern in contemporary society, often stem-
ming from various factors, including the advent of digital technology and the recent chal-
lenges posed by global pandemics. In response to this pressing issue, this study explores
the potential of tactile interaction as a means to alleviate social isolation. Leveraging
a multifaceted research approach encompassing data mining and experiment, we delve
into the emotional dynamics experienced during the COVID-19 pandemic, with a focus
on identifying negative emotions that require intervention.

The initial phase of our research involves data mining, where we aim to gain compre-
hensive insights into the emotional conditions induced by the pandemic. By analyzing
vast datasets from digital social spaces, we discern the prevailing negative emotions that
individuals grappled with during these trying times. This quantitative and qualitative
analysis forms the foundation for understanding the emotional landscape necessitating
healing. Subsequently, we employ experiment principles coupled with game-based data
collection methods to introduce the “Emotional Nourishment Project.” This innovative
endeavor unfolds within a virtual world that simulates a doomsday scenario within a
real-world context. The project seeks to create an immersive environment where par-
ticipants engage with one another through tactile interaction, emphasizing the profound
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significance of such interactions in mitigating social isolation. Central to the “Emotional
Nourishment Project” is an intricately designed interactive device that materializes emo-
tional states through physical interactions. This device, comprising both hardware and
software components, is crafted to provide a tangible manifestation of emotional con-
nections. By employing the Arduino IDE for programming, we enable participants to
experience and comprehend the transformative impact of human touch and interpersonal
bonds.

The rationale behind this research choice lies in its situational relevance, as it
immerses participants in a world where emotional bonds are indispensable for survival.
It fosters enhanced participation by creating an engaging and immersive environment,
ultimately emphasizing the significance of emotional interactions in healing social isola-
tion.In summary, this study embarks on a multifaceted journey, combining data mining,
experiment, and innovative technology to address the critical issue of social isolation.
Through the “Emotional Nourishment Project,” we aim to shed light on the pivotal role
of tactile interaction in fostering emotional well-being and healing the emotional wounds
inflicted by isolation.
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Abstract. The SitAdapt system is an architecture and runtime system for the
construction of adaptive interactive applications. The system is integrated into
the PaMGIS framework for pattern- and model-based user interface development
and generation. This paper first discusses the relevant related work on rule-based
and situation-aware systems for creating adaptive interactive software. SitAdapt
uses emotion recognition and monitoring of bio-physical signals to better under-
stand the true nature of the situations encountered in user-sessions. The paper also
discusses the software process for interactive systems with adaptive functional-
ity. To study the acceptance of the various possible user interface adaptations an
online user survey was carried out with a subsequent test of the individual pos-
sible adaptations demonstrated for an example from an adaptive travel-booking
application.
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1 Introduction

Adaptive user interfaces can raise the usability and user experience (UX) of complex
interactive systems. The SitAdapt system [10, 11] was developed as an intelligent agent
for observing users and for exploiting situations and user emotions to adapt e-commerce
web applications both, before and at runtime. This allows to offer users an individually
tailored interactive work environment that eases task management and goal accom-
plishment. The SitAdapt observer part uses eye-tracking, facial emotion recognition,
bio-physical data from a wristband, and meta-data from the application during user ses-
sions. All raw data are recorded and stored in a database. Situation profiles with temporal
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situation sequences are extracted from the raw data. At runtime situation rules that trig-
ger adaptations are fired if the parameters of the current situation match the left-hand
side of one or more given situation rules. Situation rules can be domain-dependent or
domain-independent. They are created at development time by using the SitAdapt rule
editor.

This paper discusses, how model-based design combined with an iterative agile
software development process [14] is used for constructing the adaptive parts of a travel-
booking web application that serves as a testbed for evaluating the SitAdapt agent. To
assess the user acceptance and perceived quality of adaptive user interfaces in general and
to evaluate the various types of domain-independent and domain-dependent adaptations
that were implemented for the travel-booking application, we carried out a two-stage
study based on a large questionnaire-based survey and a follow-up experimental lab-
based user study.

2 Design and Construction of User Interface Adaptations

Adaptive user interfaces should improve the quality of interactions and user experience
during online sessions using, e.g., web applications of all kinds. From social media,
gaming, computer-based learning, web-shops, travel- and ticket-booking applications to
b2b and customer relationshipmanagement systems: adaptive user interfaces can support
the productivity and joy of online users, help them to better understand the intentions of
developers, and thus also help software and service providers to achieve their business
goals more rapidly [9]. Section 2.1 introduces some advanced related approaches for
the construction of adaptive user interfaces and the concept of situation-awareness that
has inspired our own research. Our development process will be presented in detail in
Sect. 2.2.

2.1 Related Work

The construction of adaptive interactive systems can be accomplished by carefully
modeling all the required business processes and related interactive tasks and by user
involvement during software development.

When using a model-based user interface development approach in the web appli-
cation development process as we did with SitAdapt, the models, relationships, and
mappings between the various models and between the models and the final user inter-
face are still available and accessible by the target software, when the first application
prototypes have been implemented. Therefore, they can be optimized during an agile
development process with integrated user participation [14, 15] to find out about possible
areas and starting points for modeling adaptive behavior and increasing user experience.
At runtime the implemented applications can access the models and other resources for
creating real-time adaptations and for helping users and software and service providers
in better managing their tasks and achieving their planned goals.

Model-based approaches for building adaptive interactive systems have a long his-
tory and appear in many different varieties. A comprehensive overview on model-based
approaches for intelligent user interface adaptation is given in [1]. The paper also presents
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a conceptual reference framework for defining the structure and architecture of software
systems that support adaptive UIs. The new framework extends the CAMELEON ref-
erence framework [4] for model-based user interface development environments with
components that are necessary for building and running systemswith adaptive user inter-
faces. The framework also helps to classify adaptive UI approaches based on their prop-
erties. Our own model-based approach, the SitAdapt system, interacts with the PaMGIS
framework [6] that follows the earlier CAMELEON reference framework for identify-
ing the relevant models and their inter-relations. For designing real-time adaptations,
SitAdapt focuses on the exploitation of rules and the concept of situation-awareness.

Rule-Based Systems. Using rules for user interface adaptations is a straightforward
concept. The more different input data sources can be exploited by the rules, the more
powerful the resulting systems can become.

Adapt-UI [16, 17], like SitAdapt, offers runtime-adaptivity of the user interface.
The system focuses on context-of-use adaptations when migrating to other devices and
platforms, but alsomanages someuser-related aspects. The system includesmodels of the
user interface, the context, and the possible adaptations. Context-changes are triggered
with adaptation rules. Such rules can cause the display or hiding of pre-modeled UI
elements, change navigation paths in pre-modeled ways, and react to some user-related
aspects that are implemented by accessing a face detection library.

Adaptation rules are also used in [2]. In this approach an adaptation framework was
developed that is based on a detailed problem space model focusing on the context of
use and the temporal aspects of user emotions that trigger the adaptations of websites.
An underlying adaptation architecture performs adaptation cycles on the website. It
consists of components for observing users, administrating the context of use (user,
platform, environment) and possible UI adaptations, executing adaptation rules, and
finally modifying the user interface at the end of an adaptation cycle if necessary. The
architecture was tested with a serious game application. The underlying problem space
model distinguishes between:

• different emotion models, e.g., Ekman basic emotions,
• different emotion sources, e.g., automatically detected peak facial emotion x,
• different temporal inference categories, e.g., inferred fromvalues in the last y seconds,

and
• different temporal application types, e.g., applied if a duration of z seconds was

observed.

Adaptation rules can be defined using the possible attributes of the problem space
classes and can also access the sensors within the adaptation architecture.

Situation-Aware Systems. By adding the concept of situation-awareness with situa-
tions that include and exploit the variability of the cognitive and emotional states of
the user to the adaptation modeling process, a new category of individual adaptations is
made possible. Such applications surpass other applications that only exploit the context
of use. they allow for automatic real-time adaptations that could be better accepted by
critical users, because of their creation ofmore natural behavior, caused by observing and
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interpreting the users’ cognitive and emotional behavior. With SitAdapt situation-aware
adaptations can be modeled by the developer and generated or activated at runtime.

To capture the individual requirements of a situation,Chang in [5] has suggested that a
situation specification must cover the user’s operational environment E, the user’s social
behavior B, by interpreting his or her actions, and a hidden context M that includes
the user’s mental states and emotions. A situation Sit at a given time t can thus be
defined as Sit = <M ,B,E>t . A user’s intention for using a specific software service or
function for reaching a goal can then be formulated as a temporal sequence of n situations
<Sit1, Sit2, . . . , Sitn>, where Sit1 is the situation that triggers the usage of a service or
a task execution and Sitn is the goal-satisfying situation. SitAdapt was inspired by this
view of situations and incorporates all the necessary classes and data structures to store
and exploit situation sequences.

Chang’s model provides a good starting point for the construction of situation-aware
applications. There are two different, but strongly related views on situation-awareness.
Situation-awareness as discussed in [12] and many other approaches, supports the user
to correctly interpret her current situation by letting her focus on the most important
contextual and situation-typical information, e.g., in complex and safety-critical human-
machine interactions. The other view, as taken by SitAdapt, is a situation-analytical view,
where the system is observing the user, the interactive software, and the environmental
andplatform-related context. The system recognizes specific situations and combinations
of situations and adapts the system in real-time to optimize task management and user
experience.

However, for recognizing and evaluating situations, the hidden context M – that
encompasses the user’s cognitive load aswell as the user’s emotions and intentions –must
be made visible and exploitable. A great part of human decision-making is influenced by
emotions and sentiments.Often users cannot spontaneously explain their intuitive actions
because they are not aware of their own current emotional state. Adaptive situation-
aware software systems can use the capabilities of AI based methods and tools that are
able to recognize and interpret the multitude of available emotional and bio-physical
signals. Also, feedback from the application side and contextual meta-data, all of them
changing over time, must be evaluated to being able to select the most fitting rules to
infer a goal-reaching set of adaptations. SitAdapt provides the following infrastructure
for interpreting the available data and clarifying the hidden context:

• Fine grained visual, eye-tracking-based, bio-physical, and emotion monitoring of the
interactive user session together with application feedback and meta-data.

• Storing the resulting raw data in a database.
• Extracting coarse grained situation profiles from the rawdatawith time-stamped event

and event duration data. Linking the application meta-data in situation profiles to the
relevant models of the interactive application provided by the PaMGIS framework.

• Selecting situation rules if typical events or significant attribute value changes arise.
• Moderation of conflicting rules and situation rule firing leading to the generation or

activation of adaptations of the interactive system.

Depending on the complexity and architecture of an adaptive application under devel-
opment, the developer can decide, whether the interactive application is completely or
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partlymodeledwith the PaMGIS resources, or only instrumentedwith suitable interfaces
to use the situation rules provided by the SitAdapt rule editor.

1. Application prototype design and construction: 

a. Requirements analysis 

b. Construction of the domain- and task-models without adaptive 

functionality 

c. User-centered iterative development of domain and user interface 

functionality 

2. Prototype evaluation and discovery of areas that could benefit from adap-

tations: 

a. Scenario-driven, use-lab-based user tests of the prototype moni-

tored with the SitAdapt observer 

b. Test evaluation and discovery of starting points and needs for 

adaptive functionality 

3. Modeling and construction of adaptive functionality: 

a. (Task) model extensions to embed resources for adaptive func-

tionality 

b. Definition of situation rules 

c. Design and implementation of adaptive functionality 

4. Scenario-driven, use-lab-based tests of the integrated adaptivity: 

a. Testing the full SitAdapt functionality and model-infrastructure 

(situation profiles, situation rules, task models, domain models, UI 

models, HCI patterns, user models, context-of-use models, dialog 

models). 

b. If necessary, return to earlier steps and re-iterate. 

Fig. 1. SitAdapt software process for creating interactive systems with adaptive functionality.

2.2 SitAdapt Software Process for Building Adaptive Applications

To build the application and construct the model-infrastructure for enabling adaptations
before and at runtime, to find sensible and helpful adaptations, and for implementing
these adaptations, we use an iterative agile software process with the major phases and
steps shown in Fig. 1.

In earlier papers we have described, how the model infrastructure can be used to
construct the adaptive software parts and to generate the user interface modifications
after situation rules were fired [8, 10].

SitAdapt supports three different categories of user interface adaptations:
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• The user customizes the user interface to his/her personal preferences (adaptable user
interfaces).

• The user interface provides recommendations for adaptations. The user must then
decide whether he or she wants to accept the suggested adaptation or not (semi-
automated adaptive user interfaces), or,

• the user interface automatically reacts to changes in the context-of-use (automated
adaptive user interfaces).

Depending on the adaptation types and the available data about the current user
situation the SitAdapt system can modify the user interface at different times. Before
the first display of the user interface, while the user interacts with the interface, or when
the user later revisits the interface.

The key to defining the adaptive parts of web applications that really improve UX
and goal achievement are steps 2b, 3a, 3b, and 3c of the software process. By evaluating
the test results of step 2a, we can recognize weak points of the overall system design,
detect ambiguous situations in user interactions and predict situations, where sensible
adaptations can assure and help users to stay on their right path through the customer
journey or interactive session. Here we can also define into which category each defined
adaptation falls. This leads to the pre-modeling of alternative sub-task models (step 3a)
that can be used, when situations occur that deviate from the expected user behavior. By
exploiting this knowledge, appropriate situation rules can be defined (step 3b) and the
adaptive software parts of the web application can be implemented.

Finally, in step 4a the full functionality of the implemented application is tested and
evaluated. Depending on the outcome of the evaluation phase the developer can return
to earlier process steps to carry out necessary modifications (step 4b).

3 Studying the Acceptance of User Interface Adaptations

To evaluate the overall SitAdapt approach and at the same time get constructive and
well justified user feedback we are carrying out a two-step user study, based on a large
questionnaire-based online survey and a follow-up experimental scenario-based user
study in our lab.

3.1 Questionnaire-Based Study

To evaluate the current level of knowledge of different age groups about user interfaces
for adaptive systems, an online survey was carried out as part of a pretest. A total of 110
test subjects took part in the period from December 7th, 2023, to January 18th, 2024.
The results of the pretest were incorporated into the usability test in the next step. The
survey design used primary research as an empirical method to collect new, previously
unavailable data. These include, among other things, the connection between technology
affinity and the use of adaptable and adaptive systems.

In the first step, to determine whether there is a significant relationship between the
affinity for technology and the age of the test subjects, the participants were divided into
different age groups based on the different currently perceived generations (see Table 1).
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Table 1. Participants spread across different generations.

Age range Number of participants Percentage

14–28 years old 68 61.82%

29–43 years old 20 18.18%

44–58 years old 10 9.09%

59+ years old 12 10.91%

In our test, a majority of 68 participants were in the 14–28 age range. The group
of the 29–43-year-old is represented by 20, the group of 44–58-year-old by 10, and the
group of 59+ is represented by 12 subjects.

In the second step, the different age groups were asked to provide a self-assessment
of their experience with using digital technologies. The answer options were very expe-
rienced, experienced, little experienced and not experienced. The breakdown of the
respective answers can be found in Table 2.

Table 2. The evaluation of technology affinity according to age groups.

Age range Very experienced Experienced Little experienced Not experienced

14–28 years old 35 (51%) 32 (47%) 1 (1%) 0

29–43 years old 6 (30%) 11 (55%) 3 (15%) 0

44–58 years old 4 (40%) 3 (30%) 2 (20%) 1 (10%)

59+ years old 4 (33.33%) 2 (16.67%) 3 (25%) 3 (25%)

Based on the data from Tables 1 and 2, the Pearson chi-square test [7] was performed
as amethodofmultivariate data analysis. This test examineswhether there is a connection
between the two categorical variables “age group” and “technology affinity” and how
strong this is. The calculations were carried out using the JMP statistical software. An a
= 0.05 was used as the significance level.

This results in a Pearson chi-square coefficient χ2 of 35.378. Since this value is
a non-standardized measure, the contingency coefficient C according to Pearson must
be determined accordingly with C = 0.493. To exclude the influence of the number of
characteristic expressions, the corrected contingency coefficientCcorr is determined. The
corrected contingency coefficient between the age group and the affinity for technology
is 0.569 (56.9%), i.e., there is amoderate connection [13] between the two characteristics
which is statistically significant (p-value < 0.0001).

The next question in the survey deals with the familiarity of the term “adapt-
able/adaptive in connection with digital technologies” in the age groups and whether
a meaning can be assigned to it. The answer option was yes, or no. Table 3 shows the
answers broken down by age group.
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Table 3. Familiarity of the terms adaptable/adaptive by age group.

Age range Yes No

14–28 years old 35 33

29–43 years old 9 11

44–58 years old 3 7

59+ years old 3 19

Based on the answers, thePearson chi-square testwas also carried out here to examine
whether there is a relationship between the two categorical variables age group and
knowledge of the term adaptable/adaptive and how strong this is.

No statistically significant relationship was found in this sample as a p-value =
0.4860 was determined.

Analogous to the different age groups, it was examined whether there is a connection
between affinity for technology and awareness of the term “adaptable/adaptive”. For this
purpose, the groups “very experienced” were combined with “experienced” as well as
“little experienced” and “not experienced”. Amerger was necessary because the number
of participants per individual group was too small (Table 4).

Table 4. Familiarity of terms adaptable/adaptive by technology affinity.

Technology affinity Experienced Not Experienced

Yes 50 0

No 47 13

The result is a Pearson chi-square coefficientχ2 of 12.285 [7]. The contingency coef-
ficient according to Pearson C is 0.317, the corrected contingency coefficient between
the age group and the affinity for technology is 0.448 (44.8%), there is therefore a mod-
erate connection [13] between the two characteristics which is statistically significant
(p-value = 0.0005).

Our pretest showed that there is a connection between the two variables, for technol-
ogy affinity and age groups. The affinity for technology is higher among the younger age
groups than among the older ones. There is also a connection between affinity for technol-
ogy and whether the concept of adaptable/adaptive is known in connection with digital
technologies. Among the technology-savvy participants, 50 out of 97 technology-savvy
users knew this term. The term was completely unknown to non-technical users.

3.2 Lab-Based Experimental Study

To offer individual users the best adaptation option in a specific situation, a use-lab-based
follow-up experimental test study covering usability, user experience and situation-aware
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adaptations is currently underway. The study includes a pretest to determine the target
group class, as well as a test of adaptation options in the context of the travel-booking
portal.

Fig. 2. Color scheme adaptation reacting to user sentiments over time.

The post-test is used to better evaluate and assess user experience perceived by users
during the test. As users go through the booking scenario in our travel portal, their
emotions, gaze motion, heart rate, blood pressure and mouse movements are monitored
using the SitAdapt system. The signals are recorded and evaluated and lead to adaptations
that are aimed at offering users the best possible usability and user experience during
use.

SitAdapt delivers the context-specific adaptation for a recognized situation by firing
appropriate situation rules that were defined at development time with the help of the
rule editor.

In the example in Fig. 2 changing the color scheme indicates that the user has become
excited or nervous.

As a further adaptation to improve user experience, we rely on dynamic help texts,
in this example a help text for car riding (Fig. 3).
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Fig. 3. Help text for car riding.

The next step is to improve the customer journey during the test. We check how
different adaptations are received by the relevant target groups. This includes the option
of displaying a utilization graph of the means of transport on the day of travel as a
decision-making aid. It is also possible to watch a city video of the destination and the
background graphics can be individually adapted to the destination (Fig. 4).

The goal of the current study is to check out the quality of the set of situation rules
created for the travel-booking application and of the triggered adaptations. We also
intend to find out, how these adaptations are received by different user groups.

Fig. 4. Utilization graph and video presentation.

4 Conclusion and Future Work

This paper has discussed the design principles and the software process of the SitAdapt
system for building adaptive interactive systems. We have carried out an evaluation
process with an online survey about the topic of adaptive systems that was focused on
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an adaptive travel-booking system application. The web-application was constructed
using the SitAdapt software process and the situation-aware runtime environment of
SitAdapt. The application serves as a workbench for optimizing the functionality and
adaptive capabilities of the SitAdapt system.

We have also developed further adaptation types to improve the customer journey
in e-commerce environments, e.g., for travel booking. This includes the integration of
dynamic backgrounds, such as a cityscape that matches the connection you are looking
for. Other adaptations provide additional information with a utilization graph of the
different means of transport on the day of travel or tourist information with videos.

To gather background information about the familiarity with the terms adaptable
and adaptive user interface of users with much and with little affinity to technology we
carried out a questionnaire-based study.

The completed adaptive travel-booking test bench application is now undergoing a
scenario-based lab test for further evaluation. The results will be used to raise the overall
user experience of adaptive applications created with the SitAdapt system.

Acknowledgements. The work published in this paper was in part funded by the AI Production
Network Augsburg research project at Augsburg Technical University of Applied Sciences.
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Abstract. Due to the increasing global incidence of cancer, the growing number
of long-term survivors and the prevalence of psychological distress among can-
cer patients, psycho-oncological support is becoming more crucial. Recognizing
the rising demand for psycho-oncological care the “Cancer Counselling App”
project was initiated. As part of this project, a cancer counselling app is being
developed. The development of the app incorporates the investigation a of voice-
based emotion recognition which is enabled through the increasing capabilities of
machine and deep learning algorithms, aiming to support the psycho-oncological
care of cancer patients. The objective of this study is to identify use cases for this
functionality and determine which of them are suitable for enhancing the psycho-
oncological care. Through a literature review and expert interviews, seven distinct
use cases were identified and evaluated. The highest-priority use case for voice-
based emotion recognition is the long-term monitoring of the emotional state of
cancer patients. The functionality should particularly focus on the emotions anx-
iety and distress, along with the psychological disorder depression, to effectively
support psycho-oncological treatment.

Keywords: Affective computing · Cancer counselling · Emotion detection ·
Human-computer interaction · Literature review · Psycho-oncology · Voice
recognition

1 Introduction and Goals

In Germany, approximately half of the population will develop a cancer disease at some
point in their lifetime [1]. Compared to 2020, a prognosticated surge of 40% to over 68%
in global cancer cases is anticipated by 2040, contingent upon the type of cancer [2, 3].
The mortality rate has witnessed a decline attributed to the heightened emphasis of the
medical field on early disease detection and optimized curative treatment modalities [4].
Throughout the trajectory of cancer, approximately one-third of individuals diagnosed
with the disease manifest a psychological distress necessitating treatment, with potential
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persistence beyond the illness. Consequently, psycho-oncological care has evolved into
an integral part of contemporary cancer medicine [5]. Due to the rising global incidence
of cancer, the increasing number of long-term survivors and the heightened prevalence
of psychological distress among afflicted people, psycho-oncological care for patients is
assuming greater relevance. To address the increasing demand for psycho-oncological
care, the project “Cancer Counselling App” was launched. This application will pro-
vide information on psycho-oncological and socio-legal aspects, integrate a video call
function for counselling sessions between patients and experts as well as interventions,
such as relaxation and meditation exercises [6]. An additional experimental function of
the app is individual and voice-based emotion recognition. Emotions significantly deter-
mine a person’s well-being and actions [4]. To interpret a person’s emotions precisely
is a challenging task. Nevertheless, precise identification is imperative for successful
emotion regulation within the context of psycho-oncological care [7]. This requires an
optimization of needs diagnostics, as the challenge of clear communication or diag-
nosis of emotional states is particularly evident, wherein both patients and caregivers
may encounter difficulties in this regard [8]. In overcoming this communication gap,
voice-based emotion recognition emerges as a valuable tool for providing support in
psycho-oncological care. This gives rise to the following research questions: The key
question is: Which use cases of voice-based emotion recognition exist in healthcare and
which are suitable for use in the cancer counselling app to support psycho-oncological
treatment? Followed by the sub-questions: Which use cases for voice-based emotion
recognition exist in the context of healthcare? Which of the identified use cases are
suitable for use in the cancer counselling app? Which emotions and psychological dis-
orders should be the focus of voice-based emotion recognition in the cancer counselling
app? What research needs can be addressed for future research projects in the field of
voice-based emotion recognition for the cancer counselling app?

Within the scope of this paper, a comprehensive literature review will be conducted
to identify various use cases of voice-based emotion recognition in healthcare, with a
subsequent investigation into their distinctive characteristics. The emotions and psy-
chological disorders on which the publications focus is also examined. Subsequently,
the identified use cases will undergo evaluation by experts to determine their relevance
for incorporation into the app. By following this procedure and answering the research
questions, potential use scenarios for voice-based emotion recognition in the cancer
counselling app can be identified, along with the emotions that most effectively sup-
port psycho-oncological treatment and should be focused on. The primary objective of
this paper is to assess the viability of voice-based emotion recognition for the cancer
counselling app, thereby contributing novel insights not only to the project itself but
also to the broader digital healthcare research community. Drawing upon diverse use
cases extracted from the literature, the subsequent expert evaluation will facilitate the
prioritization of these cases. In essence, this research helps to deepen the understanding
of the application of voice-based emotion recognition in healthcare, elucidating how this
technology can be practically employed to enhance psycho-oncology care and assessing
its added value in the treatment of cancer patients.

The paper is structured as follows: Sect. 2 contains the basic principles and terminol-
ogy of the paper to ensure a uniform understanding of the key terms used in this research.
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Section 3 elucidates the chosen methodological approach. The subsequent Sect. 4 delin-
eates the presentation of results, offering answers to the research questions propounded
in the work. Section 4.1 explains the results of the literature research and presents them
in a concept matrix. The identified use cases of voice-based emotion recognition in the
healthcare sector, as extracted from the literature, are expounded upon in Sect. 4.2. This
is followed in the next section by the presentation of the expert interviews and the con-
sequent prioritization of the identified use cases for the cancer counselling app. Finally,
Sect. 5 summarizes the findings, critically reflects on the research methodology used
and addresses future research potential.

2 Terms and Definitions

2.1 Cancer Counselling App

The “Cancer Counselling App” was initiated by the University Medical Centre Freiburg
in 2020. The project is being carried out in cooperation with the Heilbronn University
of Applied Sciences and the Fraunhofer Institute for Systems and Innovation Research
ISI in Karlsruhe. The project involves the development of a mobile application, with
the minimum viable product. A priority is to engage closely with potential users to
understand their perspectives, which are then integrated into the app’s development. The
application aims to provide a valuable set of features including various activities such as
relaxation and meditation exercises, information on psycho-oncological and socio-legal
topics as well as referral options to regional support services. The long-term vision for
the app includes ongoing development and expansion to incorporate additional functions
like the voice-based emotion recognition [6].

2.2 Voice-Based Emotion Recognition

Emotion recognition based on speech and voice signals has recently been the subject of
intensive research and become a focal point in the field of human-computer interaction.
Speech emotion recognition (SER) is particularly emphasized in this domain, involving
the analysis of emotional states based on speech features. Effective feature extraction
plays a relevant role in this context [9]. Various voice features are extracted and processed
to determine a person’s emotional state. The human voice carries valuable information
about their affective state, with characteristics such as pitch, speech rate, speech intensity,
voice quality, and articulation exhibiting distinctive patterns across different emotions
[10]. For instance, heightened states of anxiety, pleasure or anger are often associated
with a loud, fast, and higher-pitched voice, while fatigue or sadness tends tomanifest in a
lower and slower voice.Affective technologies utilize andprocess suchvoice information
and thus recognize emotions [11]. Another facet of SER is the semantic component,
wherein the content of speech is analyzed. Here, the occurrence of certain words with an
emotional reference is counted [12]. Technologies that are used to enable voice-based
emotion recognition are machine- and deep learning methods, such as convolutional or
recurrent neural networks, K-Nearest Neighbor, Support Vector Machines or the Hidden
Markov Model. These methods consistently yield excellent results in the classification
of emotions from voice [13, 14].
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3 Methodology

In alignment with the Design Science Research (DSR) method as delineated by Peffers
et al. [15] the research study follows a systematic progression involving six essential
steps.

According to the first phase, the introduction of the paper formulates the problem of
the research and presents the relevance andmotivation. Concurrently, research questions
are precisely defined, which corresponds to the second phase of the DSR approach.

In the third and fourth step of the DSRmethod, the central artifact is constructed and
developed. First, a structured literature review is conducted to provide a sound basis for
existing approaches to voice-based emotion recognition in healthcare. The procedures of
Khan et al. [16] and Webster and Watson [17] are used to construct the literature review.
The phase model provided by [16] describes a structured methodology for designing
a literature review in five phases. In the phase “identifying relevant publications” the
model can be well complemented by the backward and forward search according to [17].
Furthermore, themethodof [17]was used to process and compare the identified literature.
In addition, the requirement of Brocke et al. [18] for a detailed documentation of the
search processwill be considered. The literature is analyzed using the balanced scorecard
according to Frehe et al. [19]. The results should enrich the artifact of the research
and contribute to the research objective. For the research, scientific databases were
searched using several defined search terms. The databases searched are Association for
Computing Machinery Digital Library (ACM), AIS Electronic Library (AISel), Google
Scholar (GS), IEEE Xplore Digital Library (IEEE) and Science Direct (SD) as well as
the AudEERING Library (AUD). Upon identification of the databases, the search terms
and search filters were defined. The defined search terms (ST) are as follows: ST1:
(“emotion recognition”) AND (SER OR speech OR voice) AND (cancer OR health*
OR oncology), ST2: (“emotion recognition”) AND (SER OR speech OR voice) AND
(cancerORhealthcareORoncology)AND (application*ORsoftwareOR“use case”OR
pro-gram), ST3: (“affective computing” OR “human computer interaction” OR “HCI”)
AND (cancer OR healthcare OR oncology) AND (speech OR voice).

In combination with a requirements analysis via expert interviews, suitable use cases
of voice-based emotion recognition for the cancer counselling app will be evaluated and
a prioritization of use cases will be made possible. This corresponds to the fifth step of
the DSR, which also verifies whether the problem at hand can be solved and the research
question answered. The methodology employed for conducting expert interviews is
described in greater detail in Sect. 4.3.

The final DSR step of the communication is realized through both the presentation
and publication of the research work.

4 Results

4.1 Literature Review

The balanced scorecard according to [19] was used to analyze the search results. The
designated literature databases mentioned in Sect. 3 were systematically examined uti-
lizing the predefined search terms and filters. For ST1 174, for ST2 22 and for ST3 94,
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resulting in a total of 290 search results. Following the scrutiny for duplicates and a
review of titles and abstracts, the originally identified publications were streamlined to
49. One additional source was removed by checking the scientific suitability. The papers
were then checked for content relevance, reducing the number to 21. The literature found
had to be available as full text and provide substantial value to the research to be catego-
rized as relevant. Specifically, it is necessary for the selected papers to address practical
use cases, illustrating how voice-based emotion recognition can be effectively applied
in healthcare applications. Employing a backward and forward search strategy in accor-
dance with [17], an additional two pertinent publications were identified. This brings
the number of relevant articles in this paper to 23 (excluding fundamental literature and
literature pertaining to research methodology). The relevant publications identified form
the basis for addressing the research questions posed in this work.

With the help of a concept matrix according to [17], the sources used underwent a
thematic categorization, revealing a total of seven distinct use cases for the application
of voice-based emotion recognition in healthcare which are addressed by the authors
of the publications (refer to Table 1). Furthermore, the authors focused and addressed a
total of ten focus areas, each centering on specific emotions or psychological disorders
as shown in Table 2.

The concept matrix makes it clear that a predominant portion of the identified publi-
cations, totaling 15, leverages voice-based emotion recognition for long-termmonitoring
purposes, aimed at gauging general psychological health or monitoring specific emo-
tions, moods or symptoms of illness. This is followed by the development and use of
conversational agents, systems with automatic content adaptation and the use of activ-
ity suggestions. Notifications of trusted persons, real-time monitoring and treatment
suggestions are solely mentioned by one to three authors each.

From the examination of the identified literature, it is evident which use cases focus
on analyzing specific emotions and psychological disorders. This is presented in Table 2,
which illustrates the connection between specific use cases and the emotions or psycho-
logical disorders addressed by the respective authors. Publications that do not explicitly
refer to a specific focus are not included in the table. The line “Publication occurrence”
indicates how many of the identified publications have selected a specific emotion or a
specific psychological disorder as the focus of their work. Publications that use a focus
for various use cases are only included once in the total count.

Anxiety and depression are mentioned most frequently. Anxiety is the most focused
emotion, with nine authors emphasizing it, closely followed by depression, which is
mentioned eight times. The third most frequently cited focal points are the identification
of distress and angerwith six authors referring to each of them.Notably, it is observed that
only one positive emotion, namely pleasure, is explicitlymentioned in four of the sources.
The remaining authors focus solely on negative emotions as a focal point for undertaking
appropriate countermeasures. Sadness and behavioral disorders are also mentioned in
four of the publications. Next is frustration which is referred to three times. Attention
Deficit Hyperactivity Disorder (ADHD) as well as the Autism SpectrumDisorder (ASD)
both focused by one publication each.
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Table 1. Concept Matrix

Source Use Case

Activity
Suggestions

Automatic
Content
Adaptation

Conversational
Agents

Long-term
Monitoring

Notification
of Trusted
Persons

Real-time
Monitoring

Treatment
Suggestions

[20] x x

[21] x x x

[22] x

[23] x

[24] x x x

[25] x

[26] x x x

[27] x

[28] x x x

[29] x

[30] x

[31] x

[32] x

[33] x x

[34] x

[35] x

[36] x x x

[37] x x

[38] x

[39] x

[40] x

[41] x x x x

[42] x x

Summed 5 5 8 15 3 1 3

Table two also shows that the use case of activity suggestions is predominantly
employed to monitor anxiety and depression. In automatic content adaptation, the emo-
tion of anxiety is the one that receives the most attention. This is also the case with
conversational agents, where five publications direct their systems towards tracking
anxiety. Six of the publications that integrate long-term monitoring into their systems
focus on monitoring depression. This is closely followed by distress with five mentions.
Notification of trusted persons is most frequently associated with anxiety and depres-
sion, each mentioned twice. Real-time monitoring is only mentioned by one author and
focusses evenly on the emotions of anger, anxiety, pleasure and sadness. The treatment
suggestions occur most frequently in connection with depression.

In the following section, the use of voice-based emotion recognition in healthcare
applications described by the authors in the corresponding publications are presented in
detail.
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4.2 Identified Use Cases

Activity Suggestions. Five of the identified authors incorporate activity suggestions in
their systems like meditation, listening to music or interacting with relatives. The system
described by [21, 36, 37] gather and analyses voice data to suggests activities. Once the
emotion was determined, an appropriate response is generated based on a response tree.
These suggestions draw inspiration from the theory of cognitive-behavioral therapy, aim-
ing to address negative thoughts that often contribute to feelings of depression or anxiety.
The overarching objective is to substitute these negative thoughts with more pragmatic
alternatives. [24] adopts a comparable approach, with an additional feature allowing
for the notification of possible third parties such as relatives or friends. These notified
people also receive activity recommendations on how they can assist the system’s user.
The system monitors the effectiveness of the suggested activities through user feedback
and the development of the user’s emotional state. The suggested activities are those that
can be carried out within the framework of psychological ethics. The system of [41] also
allows third parties to be notified, but only at the highest escalation level if severe mood
symptoms such as depression or suicidal risk are detected. The primary use case centers
around prevention. The application monitors the user’s emotional and psychological
state and upon detection of negative trends, it recommends suitable countermeasures
to forestall further deterioration. The application is also able to autonomously execute
certain immediate activities such as playing music or initiating a chatbot for the user.
This serves both emotional and physical regulation purposes.

Automatic Content Adaptation. Automatic content adaptation refers to the use case
where systems autonomously and promptly execute specific actions. Some authors like to
employ this in combination with conversational agents. The system of [42] is designed
to conduct empathetic dialogues with users, dynamically adjusting its dialogue out-
put based on the classified emotional state. This approach, termed emphatic dialogue,
is designed efficiently using a dataset comprising approximately 25.000 personal dia-
logues for model training. Each dialogue is based on a specific situation wherein the
speaker experienced a certain emotion and the listener actively reacted. [21] adopts a
similar approach. Once a user’s emotion was predicted, an appropriate response is gen-
erated based on a reaction tree inspired by cognitive behavioral therapy. The purpose of
the system is to swiftly counteract spontaneous negative thoughts that often contribute
to feelings of depression or anxiety, substituting these thoughts with more pragmatic
alternatives. The application of [21] is able to perform certain actions independently,
such as playing music and initiating a chatbot. [26] using content adaptation for a voice
assistant, tailoring the processing of user commands depending on their current mood.
[28] extend this approach further. Their system can also adjust the execution of certain
actions according to the patient’s emotions. The difference is that an additional concept
was developed inwhich the system is not used in a voice assistant but as a treatment robot
in clinics. In this capacity, the robot can offer comfort to users, for instance, through a
hug or words of encouragement if they are feeling sad. It is worth noting that the authors
also indicating the potential use of their system in conversational agents as well.

Conversational Agents. About a third of the publications identified mention conversa-
tional agents as amethod for gauging the emotional state of patients through voice. These
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agents aremainly provided throughmobile andweb applications taking the form of voice
assistants and chatbots capable of processing voice data. Some implementations incorpo-
rate virtual avatars to enhance the vibrancy and realism of the agent [30]. This aligns with
the design principles for conversational agents determined by [39]. According to these,
a conversational agent should exhibit high interactivity and realism, enabling meaning-
ful conversations and provide emotional support to encourage regular user engagement.
The conversational agents investigated by [21, 24, 36, 37, 42] collect data by recording
and uploading user voice messages. The system analyses these messages, determines
the emotional state and prompts the agent to respond accordingly. Responses typically
include emotional support or activity suggestions. The study conducted by [37] confirms
that conversational agents are regularly used by the probands, accompanied by a signif-
icant reduction in symptoms of depression and distress. [36] analyzed the same agent
as [37], reaching a parallel conclusion and additionally observing a decrease in anxious
behavior among users. Most of the conversational agents described encompass not only
voice processing of users uploaded voice messages but also provide the option for com-
municating with the agents via text messages. The system suggested by [26] stands as
an exception. It is exclusively voice-based, functioning solely as a voice assistant. The
commands spoken by the patients are continuously recorded and analyzed. This allows
the system to make rapid decisions. For instance, if the user requests the voice assistant
for music, the system will play soothing music if the emotion was previously classified
as anger when the command was given. In parallel, the collected data serves the purpose
of long-term monitoring, offering the potential for accessibility by treating physicians.
This allows healthcare professionals to track the development of the patient’s emotional
state over time.

Long-term Monitoring. Fifteen authors used voice-based emotion recognition for
long-term monitoring. The data collection methodologies vary across publications, but
the common objective is to capture the protracted emotional trajectory of individuals.
While some of the publications focus on general mood, specifically target psychological
disorders such as depression or the emotion distress. Several publications present histor-
ical emotional data to users, fostering increased self-awareness of their emotional states
[31, 36, 38]. Many of these systems grant treating physicians access to the collected
data, allowing them to track the longitudinal emotional development of patients through
graphical representations [23, 32, 33, 35, 40]. This accessibility aims to aid healthcare
providers in diagnosing and making decisions regarding patient treatment. For instance,
the system developed by [20] provides emotional state data for children with ASD, offer-
ing suggestions on how to interact with them. Similarly, the system created by [23] aims
to suggest strategies for handling patients with depression. On a different trajectory, [34]
focuses on tracking the development of distress in patients over time. Other publications,
such as [22, 26, 27, 38], are geared towards the prevention of more severe psychological
disorders, like depression, by early detection through regular monitoring. This proactive
approach is intended to recognize emerging trends and intervene before psychological
disorders escalate.

Notification of Trusted Persons. As previously mentioned, [24] and [41] including the
notification of trusted persons in their approaches. The systems start by recommending
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close contact interactions to improve the user’s emotional state. It also sends notifica-
tions to close friends when a strong negative psychological state is detected and suggests
activities. The system monitors the feedback loop to evaluate its impact on users. Posi-
tive feedback encourages good actions, while negative feedback leads to penalties. The
assistant adjusts its recommendations by suggesting fewer negative actions and helping
to identify reliable contact persons. This is used to encourage the user to interact with
supportive familiar people. [28] are using a similar approach. Familiar persons are also
informed about the emotional state of the user, although that the system does not suggest
specific activities. The application presented in [41] employs third-party notifications
only as a last resort when the user is found to have serious psychological health issues.
In cases where the system detects unusual emotions or potentially harmful behavior in
users with depression or other psychological disorders, the system will timely inform
their doctors, family members and friends.

Real-time Monitoring. The publication by [29] delve into the exploration of real-
time monitoring integrating live video calls into an affective application. The authors
developed a cloud platform that enables online therapy sessions, as part of a project
aimed at transitioning psychological therapy sessions to digital platforms. The platform
is designed as an auxiliary service for health professionals, enabling the creation and
conduction ofmeetings directly on the platform. During remote video sessions, the voice
data of patients is continuously recorded and analyzed. This facilitated real-time emotion
analysis during the conversations to support psychological treatment by making it easier
for professionals to recognize and respond to patients’ psychological health needs. In
addition, it is possible to visualize the emotional progressionduring the video call through
a graph and offering the option of taking notes. The affective data collected during the
sessions is also stored for long-term analyses.

Treatment Suggestions. The final use case identified involves treatment suggestions
for healthcare providers, including medication coordination and therapy methods. [20]
developed an e-health platform dedicated to monitoring the emotional state of chil-
dren with ASD. The system recognizes children’s emotions by gathering voice data at
person-to-person therapy and proposes adjustments for parents and specialists in specific
situations. It also recommends suitable therapy methods for the child. In addition, the
treating physicians receiving the evaluation of affective data and the physiological condi-
tion via the developed platform,which also contains the patient records and updates them
automatically. [28] focuses on suggesting treatment steps for individuals experiencing
depressive moods, aiming for prompt intervention. The emotional health system deliv-
ers personalized feedback and medical advice to users and healthcare providers based
on the patient’s character and emotional status. [33] created a similar system to assist
psychologists in refining the treatment plans for their patients dealing with depression,
significant distress and anxiety symptoms.

4.3 Expert Interviews and Use Case Prioritization

Conducting the Interviews. The literature analysis identified seven use cases for voice-
based emotion recognition in healthcare, examining various emotions and psychological
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disorders. Expert interviews were conducted to evaluate the suitability of these use cases
for supporting psycho-oncological care in the cancer counselling app. The aim was
also to investigate which emotions and psychological disorders should be prioritized
by the function. Guideline-based expert interviews were conducted according to the
recommendation of Bogner et al. [43]. The guideline enables a structured interview and
allows the inclusion of unplanned questions to evoke narratives. This approach enables
the consideration of aspects that may not have been initially covered by the interviewer.
Following the definition according to Meuser and Nagel [44], an expert is someone
within a specific field of activity with privileged access to information, acting as a
functionary rather than a private individual. Experts are sought for their representation
of implicit knowledge and the expert interview is employed to tap into their specific
perspective on the problem.A total of five expert interviewswere conductedwith psycho-
oncologists fromGermany and Switzerland. Due to the physical distance, the interviews
were conducted through online video calls, with each session lasting between 30–45
min. To uphold privacy and data protection standards, the interviews were anonymized.
For a systematic evaluation of the interviews, qualitative content analysis according to
Mayring [45] was applied. The categories were determined using inductive category
development. The goal was to condense and summarize the interview data based on the
predefined research objectives, extracting correlations and insights. The Likert scale was
utilized to prioritize the identified use cases. Experts assigned points on a scale of one
to five to each use case. The results are also expressed verbally for better understanding.
An average value per use case is calculated based on the points awarded by all experts,
whereby the following applies: 0.0–1.4: not useful, 1.5–2.4: less useful, 2.5–3.4: useful,
3.5–4.4: very useful, 4.5–5.0: highly useful. The use cases are deemed suitable for
integration into the cancer counselling app if the average value of a use case is at least
categorized as “useful” or higher. This approach facilitated an objective prioritization of
the use cases.

Use Case Prioritization. The individual evaluation by the experts is depicted in Fig. 1.
The figure illustrates the point allocation by each expert for every use case, alongside
the resultant average values for these respective cases.

Fig. 1. Use Case Prioritization
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The “Long-term Monitoring” use case achieved the highest score and is rated as
highly useful with an average of 4.8 points. Only expert 1 did not award the full number
of points here.While all experts, except for expert 1, assigned the full points, the function
is acknowledged as highly useful by the experts. They highlight its significance for
healthcare professionals in observing the long-term emotional trajectory of patients,
facilitating an assessment of the efficacy of treatment methods. The function is also
considered useful for patients. Additionally, the function is recognized as beneficial for
patients, with expert 2 expressing enthusiasm about its potential as a self-observation
tool to enhance patients’ awareness of their mental well-being.

The use cases “Notification of Trusted Persons” and “Real-time Monitoring” are
both considered to be very useful. In second place is “Notification of Trusted Persons”.
This received an average score of 3.8 points. Notably, the experts express a preference for
the version where trusted persons are notified only in emergency situations, especially
when the patient’s emotional state exhibits significantly negative tendencies, as proposed
by [41]. Consequently, it is stated: “I would rather have the feeling that this is set as
a worst-case scenario. I think it would be very, very helpful if the voice or emotion
recognition recognizes that, OK, someone is so derailed that they might not even realize
it themselves, now it would be useful to call or notify someone.” [Expert 4, personal
interview, 09.01.2024, translated by Leonard Georg Klotz]. Following closely in third
place,with an average score of 3.6 points, is the use case “Real-timeMonitoring”. Experts
1, 4 and 5 each awarded four or five points, expressing openness to incorporating such
a use case in both online and personal therapy sessions. Expert 1 points out that the
function is also interesting because it can reveal aspects of the patient’s emotional state
that the caregiver might have overlooked. Meanwhile, Experts 2 and 3 express interests
in the use case, describing it as practical if available, but they rank it lower in priority
compared to other use cases.

The “Activity Suggestions” and “Automatic Content Adaptation” share fourth place.
Both have an average score of 3.4 points and are therefore considered useful. The “Ac-
tivity Suggestions” are considered very useful by four experts. The advantage mentioned
here is that such a function can provide patients using the app with suggestions on what
to do in certain situations, helping them feel supported. Expert 5 describes it as “[…] a
toolbox that is made available to the patient.” [Expert 5, personal interview, 12.01.2024,
translated by Leonard Georg Klotz]. Expert 2 points out that such a function must be
well-formulated and tested to avoid having an instructive effect and not causing addi-
tional pressure. Expert 2 explicitly emphasizes the relevance of formulating the content
of such functions with experts. There is only one outlier for this use case, expert 4, who
rates the use case with only one point without giving a specific reason for the evaluation.
The “Automatic Content Adaptation” is considered useful, especially for streamlining
the app so that only relevant information is displayed. Expert 3 also finds the function
useful but doubts the need to combine it with voice-based emotion recognition. Alter-
natively, expert 3 suggests that when the app is initially set up, interest fields can be
selected by the users, serving as content filters and enable the same function.

The fifth position is attributed to the use case “Treatment Suggestions”. Experts 1
to 3 each assigned four points. Experts 1 and 3 appreciated the idea of the presence of
a secondary analysis alongside the clinical impression, providing supplementary sup-
port and generating additional treatment ideas. This aspect is perceived as beneficial for
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preparing therapy sessions. In contrast, experts 4 and 5 exhibit a higher degree of skep-
ticism towards the function. While acknowledging its interest, concerns are raised that
some therapists may not perceive this use case as a helpful tool but rather as instructive
and competitive, potentially dictating their course of action.

The sixth and last place is occupied by “Conversational Agents” with an average
of two points, signifying their perceived lower utility. Consensus among the experts
affirms that no conversational agent can replace personal human contact. Experts 1 and
3 express an interest in this option while harboring doubts about the current techno-
logical readiness to develop such a function to meet the quality standards required for
psycho-oncological patients, achieving results comparable to interpersonal communica-
tion. They remain open to the possibility that, with further advancements and optimiza-
tion of language models, such a function could become viable in the upcoming ten years.
Expert 1 underscores that the success of such a use case will also hinge on the extent to
which individuals engage with such technologies, enabling them to serve effectively as
a substitute or bridge for human contact.

Focused Emotions and Psychological Disorders. To determine which emotions and
psychological disorders should be focused on by the voice-based emotion recognition
in the cancer counselling app, the experts were also queried on this matter. They were
prompted to provide insights on the emotions and psychological disorders highlighted
in the identified publications and were afforded the opportunity to supplement their
responses with additional comments.

All experts unanimously concur that the emphasis of voice-based emotion recog-
nition should be on analyzing emotions such as anxiety and distress, as well as the
psychological disorder depression. This prioritization is attributed to the predominant
focus of psycho-oncology on these emotional domains, given their high frequency of
occurrence in cancer patients. The relevance of these three focal points appears to be of
substantial importancewithin the broader healthcare systemand in thepsychological care
of diverse patient populations. This prominence is evident in the literature identified, as
outlined in Table 2. According to the experts, anxiety is triggered by various factors. The
most frequently mentioned are fear of the unknown, concerns about treatment-related
side effects, existential considerations and fear of death. Distress, on the other hand,
is primarily attributed to the organizational burdens imposed by the illness, affecting
both cognitive and vegetative systems. These stressors stem from treatment decisions,
numerous medical appointments, a dearth of information and the manifold uncertainties
accompanying the illness. Experts 4 and 5 both explicitly mention that the distress factor
has the potential to adversely amplify other emotions and, when combined with anxi-
ety, may contribute to the development of depression. Furthermore, the experts concur
that these identified focal points are well-suited for intervention through specific coping
measures in daily life, particularly if recognized by the voice-based emotion recognition.
Implementation of such measures could mitigate the negative effects, aiding app users
in regulating their emotions effectively.

The second level focuses on sadness, pleasure and frustration. Sadness is also clas-
sified by all experts as highly relevant in psycho-oncological treatment. Experts 1, 3 and
5 even rank it as high as anxiety, as it places a heavy burden on the psyche of patients
and their relatives. In addition to anxiety and distress, sadness is also acknowledged for
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its role in fostering the development of depression. In this context, experts 2, 4 and 5
emphasize the relevance of pleasure. Although this rarely occurs, especially in the initial
phase of the illness, it is very important in psycho-oncological therapy. The rationale
behind this lies in redirecting patients’ focus and attention towards aspects of their lives
that still evoke pleasure. This shift in perspective, away from solely concentrating on the
negative effects of the disease, can effectively counteract and mitigate various negative
emotions. It is also useful for voice-based emotion recognition to track the progress
of the patient’s emotional landscape and assessing the efficacy of the treatment. Frus-
tration also frequently occurs in connection with the disease and according to expert
3, swiftly leads to demoralization of those affected, subsequently resulting in patients
rejecting treatment. Timely recognition enables the implementation ofmotivational aids,
which are asserted to be more effective when applied early in addressing and mitigating
frustration.

Opinions differ when it comes to behavioral disorders. Experts 2, 4 and 5 acknowl-
edge their occurrence but consider them less pertinent to recognize. They argue that
these disorders can stem from therapy in various ways, rendering them challenging to
predict and classify. In addition, the occurrence is rather rare. Furthermore, behavioral
disorders are often perceived as protective mechanisms that may naturally ameliorate
over time. Conversely, experts 1 and 3 dissent, asserting that while behavioral disorders
are less frequent than conditions such as anxiety and distress, they remain intriguing due
to their inherent difficulty in identification. Both experts cite addiction as an illustrative
example, underscoring the importance of recognizing such disorders for counsellors to
devise appropriate therapeutic approaches: “For instance, if the software indicates a 60%
likelihood of a patient having an alcohol problem, it provides counsellors with valuable
insights, prompting them to consider additional factors.” [Expert 1, personal interview,
19.12.2023, translated by Leonard Georg Klotz].

The focusses anger, ADHDandASDwere categorized as less relevant. Among these,
anger would occur most frequently, albeit still infrequently. According to expert 2, this
rarity is attributed to the tendency of patients to rarely overtly express anger and often
exhibit reserved behavior even when experiencing anger. The experts agree that ADHD
and ASD are so rare that it is not deemed worthwhile to focus on.

Experts 1 and 5 introduce further focal points that have not emerged from the relevant
literature. Expert 1 and 5 proposes panic as a noteworthy emotion, being themore intense
form of anxiety. Identifying panic, especially with the aid of an emotion recognition
software, is considered relevant for early intervention. Expert 5 also goes into more
detail about hopelessness and the sense of powerlessness, which are also evoked by
anxiety. Powerlessness often accompanies a feeling of being at the mercy of external
forces and is described by expert 5 as one of the most challenging states for patients to
endure.

5 Conclusion and Future Work

The paper focused on evaluation of a voice-based emotion recognition software in the
psycho-oncological care of cancer patients. To assess the suitability of voice-based emo-
tion recognitionwithin a cancer counselling app for supporting psycho-oncological treat-
ment, a central research question and four sub-questions were formulated. To address
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these inquiries, a literature review was initially conducted. This involved searching
selected literature databases using defined search terms and filters, leading to the iden-
tification of 23 relevant publications that explored use cases of voice-based emotion
recognition in healthcare. Complementing this approach, expert interviews were car-
ried out to pinpoint suitable use cases, understand their potential benefits for the cancer
counselling app and determine which emotions and psychological disorders should be
focused by the function.

A total of seven use cases for voice-based emotion recognition in the cancer coun-
selling app were identified. Through expert evaluations, the prioritization of these use
cases was achieved. The outcome indicates that six out of the seven identified use cases
are considered suitable for implementation in the cancer counselling app, thereby aid-
ing in the support of psycho-oncological care for patients. The sole exception is the
“Conversational Agents” use case, deemed unsuitable at present. This determination is
attributed to doubts regarding the technical feasibility in achieving a suitable quality,
coupled with expert criticism citing the lack of human contact. Based on the prioriti-
zation, the “Long-term Monitoring” use case emerges as the recommended choice for
the initial implementation of voice-based emotion recognition in the cancer counselling
app. The experts agree that the use case is highly useful for both the treating doctors and
the patients. This use case holds the potential to contribute to an unfiltered understanding
of the long-term effectiveness of psycho-oncological treatment measures. For patients,
it is suitable as a valuable self-observation aid, fostering heightened awareness of their
mental well-being. The remaining five use cases, namely “Activity Suggestions”, “Auto-
matic Content Adaptation”, “Notification of Trusted Persons”, “Real-time Monitoring”
and “Treatment Suggestions” received favorable ratings, categorized as both “useful”
and “very useful”. They are also deemed suitable for implementation in the cancer coun-
selling app. It is proposed to implement and test these successively based on the use case
prioritization, creating the possibility of combining multiple use cases within the cancer
counselling app. The expert interviews were instrumental in determining the emotions
and psychological disorders that should be the primary focus of voice-based emotion
recognition in the cancer counselling app. The system is recommended to focus on
monitoring the emotions “anxiety” and “distress” as well as the psychological disorder
“depression”. The progression of these aspects should be visualized through long-term
monitoring. The experts rationalize this focus based on the frequency with which these
focal points occur in psycho-oncological patients, aligning with the primary scope of
work in psycho-oncology. The emotions of sadness, pleasure and frustration are also
classified as highly relevant, albeit of secondary importance for voice-based emotion
recognition. After the initial implementation of the function, these should also be gradu-
ally included in the data collection to complement long-term monitoring and further use
cases. The consideration of including the analysis of behavioral disorders is also pro-
posed, given their potential significance in indicating appropriate treatment strategies.
However, the initial focus should not be on the inclusion of this aspect. This decision
is driven by the lower frequency of occurrence of behavioral disorders compared to the
aforementioned emotional and psychological disorders.

The present study was not conducted without limitations. It should be critically
noted that a selective literature analysis was undertaken and not all publications in the
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field of research pertaining to voice-based emotion recognition in healthcare could be
considered. Consequently, it is important to recognize that only centralized use cases
of voice-based emotion recognition in healthcare were addressed in this paper. Addi-
tionally, the guideline-based interview method employed in the study has its inherent
limitations. The participating experts represent individual entities with subjective opin-
ions that may be influenced by their own subconscious biases, potentially impairing the
objectivity of the results. This limitation extends to the qualitative content analysis of
the interview results. The approach of inductive categorization requires interpretation by
the researcher, introducing an element of subjectivity. Different researchers may form
distinct categories, making it challenging to standardize data analysis and potentially
impacting the reproducibility of the results.

Further research is imperative to assess the practical viability of voice-based emotion
recognition in the cancer counselling app. A future study could involve implementing
the highest prioritized use case for voice-based emotion recognition as a prototype. This
would necessitate identifying emotion-recognizing software, evaluating its precision in
recognizing emotions and psychological disorders and determining its suitability for the
intended use case in supporting psycho-oncological care. In the evaluation phase, it is
crucial to assess whether the identified focal points of anxiety, distress and depression,
classified as the most relevant by experts, can be accurately determined by the software
and whether the function can be technically realized within the app. Another area for
future research lies in the collection of affective data. This paper outlines the use cases
utilized in the pertinent literature for applying affective voice data in emotion analysis. In
subsequent research, an examination is necessary to discern available methods for col-
lecting affective data, investigate them comprehensively and evaluate the most suitable
ones for integration into the cancer counselling app. Considerations such as methods
for data collection, practical implementation, user acceptance and data security aspects
warrant thorough investigation in this context.
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Abstract. An increasing number of people are experiencing mental stress in their
daily lives. In particular, in the field of psychology, past events are easily recalled
in relation to the current mood. In this study, we aim to clarify whether supporting
the recall of previous pleasant experiences can enhance a positive mood. In our
previous study,weproposed avoice-based lifelogging application “LaughterMap”
to enable logging and checking of previous laughter scenes in a map format.
The proposed visualization method for pleasant memories can help in recalling
the memories. In this study, we conducted an experiment to verify the effect of
presenting past laughter experiences by laughtermap onmoods. In the experiment,
we compared the laughter map with a random map that provides the previous
conversation cut out randomly. This paper reports on the change of mood obtained
with positive and negative affect scale and temporary mood scale scales, along
with the questionnaire results in the experiment. Experimental results suggests
that the laughter map increased positive moods, such as liveliness, compared to
the random map.

Keywords: Lifelogging system ·Memory of laughter ·Moods in
human–computer interaction (HCI) · Recall support

1 Introduction

In recent years, an increasing number of people have been diagnosed with depression
globally [1]. Memory and judgment skills are impaired in depression, and specific cog-
nitive tendencies for recalling past events may be observed depending on the mood. In
particular, the mood-state-dependent effect is well known [2], in which positive moods
aremore likely to trigger positivememories and negativemoods aremore likely to trigger
negative memories. In cases in which a mood-state-dependent effect is observed, past
negative memories tend to be recalled when the person feels depressed. The subsequent
worsening of the negative mood results in additional negative memories being recalled.
This repetition may result in chronic depression and cognitive distortion. To avoid this
chain of negative memory recall, external triggers to change the mood are necessary.
In addition, previous studies have revealed that positive memories can be a promising
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method for improving the mood [3]. Most studies on the information engineering field
have focused on supporting the recording and recall of past events [4, 5]. However, it is
possible that a mechanism to support positive memory recall could promote recall and
mood improvement.

Therefore, we examine to promote the recall of positive memories by reflecting on
daily pleasant experiences to improve the negative mood. In maintaining positive mental
health and living a fulfilling life, it is important to recall not only conscious enjoyable
experiences such as unique leisure activities but also unconsciously pleasant events in
daily life. In addition to extraordinary pastimes such as traveling or dining with others,
we occasionally experience unconscious enjoyment in casual conversations with family
and friends or in interesting events during our daily lives. Recalling these small positive
experiences can effectively increase self-efficacy and help re-evaluate self-worth and
life.

In our research group, we proposed “Laughter Map” that accumulates audio data
about situations of laughter occurrence in the user’s life and presents them as the past
positive events with laughter in the form of a map to recall them [6]. The proposed
system records an audio for 5 s before and after laughter is detected and the location
of its occurrence. When users reflect on their past experiences, they can confirm the
corresponding voice data by selecting the data on the map. In a previous study [6], we
showed that the interface in our proposed method presenting past laughter experiences
on a map is useful for memory recall. However, we did not examine the effect of recall
using the proposed method on the mood. In addition, because laughter has the effect of
inducing another laughter, presenting information on laughter experiences can generate
a positive mood.

Thus, in this study, we examine the effect of presenting laughter in “Laughter Map”
on enhancing a positive mood and reducing a negative mood by comparing a method
of presenting the audio of past conversations randomly. The effect is verified based on
the scale measuring the mood (i.e., positive and negative affect scale (PANAS) [7] and
temporary mood scale (TMS) [8]). We compare the scores of measuring before and
after the recall. This paper reports the comparison of mood changes caused by recall
using “Laughter Map” and a random voice map, along with the results of a questionnaire
regarding the impression of the recall.

2 Related Works

Studies on lifelogging technology have been conducted to record daily events [4]. For
instance, Kinoshita et al. used a small camera attached to the body to record daily
events [5]. A major feature of lifelogging is that information on experiences outside
of the conscious mind of the user can be recorded. Thus, this method can be used to
obtain information on unconscious pleasant experiences in daily life. However, because
existing lifelogging methods assume that all daily activities are recorded, considerable
information is accumulated. Therefore, developing amethod for extracting the necessary
information from the log data based on the purpose of use is critical. In other words, to
support past pleasant memory recall, it should be selectively extracted and visualized
simply to reduce cognitive costs. In this study, we consider using the “laughing sound”
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information as a trigger to encourage the recall of pleasant memories in daily activities
based on information from voice-related lifelogging.

Numerous studies have been conducted on information systems that aim to promote
laughter by focusing on its effects. Fushimi et al. proposed a camera system that captures
natural smiles by inducing laughter through the presentation of laughter sounds [9]. They
found that using the laughter of children as the shutter sound when capturing pictures
elicited laughter from the filmed subjects. Tsujita et al. [10] revealed that the system
for inducing intentional smiles can improve the mood state and encourage smiling. The
results of these studies revealed that such mechanisms that trigger new experiences with
laughter can enhance positivemoods. In the proposedmethod, laughter is used as a trigger
to explore pleasant memories unconsciously experienced during daily activities. In daily
life, unconscious laughter can occur when experiencing positive events. The aggregation
of pleasant memory information related to laughter from life records is realized using
such laughter as a cue. This study investigates whether experiences that are not clearly
recognized as being pleasant in themind of an individual can be re-examined as “that time
was fun” when the voice data with the laughter sound are presented. In this approach,
the method of improving the mood using actual event log information is yet to be studied
comprehensively in the engineering domain.

3 Concept of Laughter Map and Prototype System

3.1 Laughter Map

In this section, we explain a concept of a voice-based lifelogging method, namely
“Laughter Map,” which was proposed in our previous study [6]. Laughter Map is an
application that accumulates audio information on laughter experiences in the daily life
of a user and presents them on a map (Fig. 1). The audio data presented to users include
the conversation before and after the timing of the laugh, which is extracted from audio
lifelog data recorded in daily life. Concretely, the application extracts audio data from 5 s
before the start of the laughter to 5 s after the end of the laughter, and records them with
location information of the laughter. By presenting the audio including the 5 s before and
after the laughter, users can easily grasp the context of laughter occurrence and review
it. The accumulated information on the laughter experience is presented in the map form
on the mobile application, where pins are displayed at the location where the laughter
occurred (Fig. 2). By tapping the pins on the map, the user can confirm the date and
time of the laugh and its audio data registered there. (The right screen of Fig. 2). This
user interface enables users to recognize the frequency of the laughter experiences on
the map, and to review the recorded laughter experience by listening to the audio.

3.2 Prototype System

This section describes the prototype system constructed based on the concept of the
laughter map. Because the prototype system used in the experiment in this study
improved the user interface and function partially used in the previous study [6], we
explain only a brief outline and the changes.
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Fig. 1. Overview of the proposed system, Laughter Map.

Fig. 2. Example of proposed system screens (map is zoomed in as shown on the right)

The prototype system comprises three components: a recording personal computer
(PC) andmicrophone for recording location data and audio simultaneously, a smartphone
for retrieving global positioning system (GPS) location data, and a processing PC with
a graphics processing unit for extracting audio and generating the map view for the user.
The software comprises three main parts: the information processing part that obtains
audio and location data, the audio extraction part that detects and extracts laughter from
the acquired audio data, and the information presenting part that creates a display content
for visualizing the audio and location data on a map. (Fig. 3).
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In the information processing part, the program acquires both audio from a micro-
phone connected to a PC and location data from a smartphone. While running the pro-
gram, it always records audio data, which is stored as a WAV file. Simultaneously, the
GPS location information of the smartphone is also always recorded along with the time.

In the audio extraction part, the detecting model proposed by Gillick et al. on GitHub
[11] is used to detect the laughter segment from the pre-recorded audio file. Thereafter,
the audio is extracted from an extended interval of 5 s before and after the detected
segment. In a previous study [6], when laughter is detected consecutively, the audio data
per the laughter is extracted as separate data. Consequently, multiple voices with similar
content are registered at the same location. The consecutive laughter is considered to
be occurring within the same context; thus, displaying these separately may reduce the
ease of understanding the context and operability of the application. Therefore, if audio
segments extracted by triggering a laughter overlap even partially, they are combined
into a single audio.

The information presenting part dynamically generates an HTML file based on the
audio files and location obtained by the information processing and audio extraction
parts. The extracted audio is presented by pins on the map and a user can tap the pins to
check the time and audio data related to the laughter. The audio play can be controlled
by a seek bar. To make it easier to understand the distribution of laughter experiences,
when the map is reduced in size, the application shows the number of audios registered
within a certain range rather than showing every pin (the left and center figure of Fig. 2).
This mechanism is implemented using MarkerClusterer, a library of Google Maps.

Fig. 3. System configuration
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4 Experiment

4.1 Purpose and Hypothesis

This study aims to examine the effect of recall using the “Laughter Map” on the mood.
The system extracts an audio based on laughter and presents the audio information
including speech and the laughter. Reviewing the voice information of the laughter
experience with laughter sounds is considered to recall the pleasant mood of the event
at that time, and could thereafter lead to an increase in positive moods and a decrease in
negative moods. Therefore, in this experiment, the following hypothesis will be verified:

• Reflection using a Laughter Map induces positive mood improvements.

4.2 Experimental Settings

This experiment aims to verify the effect of using the Laughter Map to recall past
experiences on the mood. The characteristic of the Laughter Map is to extract audio
data based on the detected laughter. Therefore, as a comparison condition for verifying
the effect, we set a condition in which audio information acquired by a method without
considering laughter is presented on a map. Specifically, we conduct a comparison
experiment of the two conditions:

• Laughter condition: Participants recall by reviewing the voice information extracted
based on laughter on a map, that is, using the “Laughter Map.”

• Random condition: Participants recall by reviewing the voice information extracted
at random on a map.

The system used under the laughter condition is the prototype system described
in Sect. 3. The system used under the laughter condition displays audio information
including laughter at the location where the laughter occurred on the map. In contrast,
the systemused under the randomcondition extracts audio information from the recorded
audio data at a random time such that the length of the audio data is equal to those of
each audio data under the laughter condition. This system also displays them at the
locations where the audio was recorded on the map. Therefore, the number of pins
and the total lengths of audio information displayed on the map under the laughter and
random conditions are similar.

4.3 Procedure

The experiment was conducted in pairs of participants. We designed the experiment
composed by two phases: creating pleasant memories including laughter experience and
experiencing two types of the system to recall them. The experiment was conducted over
three days: On the first day, they walked in pairs while talking together to have laughter
experience and create memories, and thereafter, they recall them on the second and third
days using the system under each condition. The second and third days were set one
week after the first day.

On the first day, we explained the procedure of the experiment and obtained consent
from the participant to participate in this experiment. Thereafter, each of the two partici-
pants wears a pin microphone and carries a recording PC and a smartphone in the bag to
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record the voice and location while walking. The walking was for approximately 30 min
on a model course prepared in advance on campus at Ritsumeikan University. Because
this task is intended to provide participants with an experience including laughter, pairs
comprising close friends participated in this experiment. We asked them to walk while
conversing freely with each other.

On the second and third days of the experiment, we asked each participant to visit the
laboratory individually to recall the experience of the first day, and this was performed
consecutively for each participant. The experimental procedures for the second and third
days were similar, but the systems used to recall were different, that is, in each of the
days, the laughter or random conditions were applied. To avoid order bias, the order of
the conditions applied was swapped for each participant. The time to recall using the
systems was 5 min. Before and after the recall, a questionnaire about the current mood
was administered. Thereafter, the participants were asked to answer a questionnaire
about their impressions of the recall using the system, and an interview that asked about
their impressions of the recalled content and any change in mood was performed.

4.4 Evaluation Item

On the second and third experimental days, the participants were asked to respond to
questionnaires asking about theirmood before and after they recalled reviewing informa-
tion provided by the application. Based on the results of the questionnaires, we analyze
changes in their mood before and after they used the systems. Two types of mood ques-
tionnaires were used, the Japanese version of the PANAS [7] and TMS [8]. PANAS
comprises eight positive and eight negative mood scales. Each item is rated on a six-
point Likert scale (from 1 “do not feel” to 6 “feel very strongly”). TMS comprises six
factors with three question items. Each question item is rated on a five-point Likert scale
(from 1 “strongly disagree” to 5 “strongly agree”).While the PANASmeasures themood
from the two factors of positive/negative mood, the TMS measures it from six factors:
tension, depression, anger, confusion, fatigue, and vigor. In this experiment, we intended
to evaluate the difference in mood before and after the recall of past experiences; thus,
we asked the participant to respond to the TMS questionnaire immediately before and
after the recall. Specifically, the questionnaires were completed in the order of PANAS
to TMS before the recall and TMS to PANAS after the recall.

After completing the post PANAS, the participants were also asked to answer a
questionnaire about their impressions of the recall using the system, and an interview
about what they recalled and changes in their mood. This questionnaire was based on
the questionnaire in [12] to evaluate recall and impressions of the system. Table 1 lists
its questionnaire items. Each question in Table 1 is on a five-point Likert scale, with a
score of one indicating “not at all applicable” and a score of five indicating “extremely
applicable.”This paper reports the results obtainedwith thePANAS,TMS, and additional
questionnaire.
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Table 1. Questionnaire items

No Question content

Q1 I can recall the scenes when those events happened

Q2 I can recall several points and narrate them in detail

Q3 I can recall those events one after another

Q4 I can talk about those events like a story

Q5 I feel as if I am watching the event just now

Q6 I am feeling the same type of emotions as when I experienced the event

Q7 The emotion is positive

Q8 The emotion is negative

Q9 I think this system is easy to reflect the past events

Q10 I think this system is easy to recall the past pleasant events

Q11 I think it is enjoyable to reflect on this system

Q12 I want to continue using this system in the future

5 Results

In this experiment, 20 students at Ritsumeikan University (2 × 10 pairs, 14 males and
6 females) participated in the experiment. This section shows the results and analyses.

5.1 Results of the PANAS and TMS on Mood Changes

Figure 4 shows the boxplots of the results of the PANAS answered before and after the
recall on the second and third days. From the responses to the 16 items in the PANAS, the
total score of the eight items for the positive affect factor is denoted as PANAS_positive,
and that of the eight items for the negative affect factor is denoted as PANAS_negative.
We performed a two-factor repeated measures ANOVA under the conditions and pre-
post factors. Consequently, while the scores of PANAS_negative do not have significant
differences for any of the factors, those of PANAS_positive have significant differences
between pre-post factors. In both items, each interaction effect is not significant. Thus, it
is considered that recalling the past experience via voice data promotes a positive mood
regardless of the laughter and random conditions.

Figure 5 shows the boxplots of the results of the TMS answered immediately before
and after the recall. Each of the 18 items of the TMS questionnaire corresponds to
one of the following factors: “tension,” “depression,” “anger,” “confusion,” “fatigue,”
or “vigor.” Each factor comprises three items. In the TMS results, we calculated the
sum of the scores of the three items for each mood factor. Hence, the score for each
mood assumes a value from 3 to 15. We performed a two-factor repeated measures
ANOVAunder the conditions and pre-post factors. Consequently, there are no significant
differences in any mood factor between the laughter–random condition. In contrast,
there are significant or marginally significant differences between the pre-post factors



384 M. Shigi et al.

Fig. 4. Boxplots of the results of PANAS and p-values in analysis of variance (Pre: before recall,
Post: after recall, *p < 0.1, **p < 0.05).

Fig. 5. Boxplots of the results of TMS, and p-values in analysis of variance (Pre: before recall,
Post: after recall, *p < 0.1, **p < 0.05).

for the “depression,” “confusion,” “fatigue,” and “vigor” moods in the ANOVA results.
In these questions, mean scores become more positive after the recall. For the “fatigue”
and “vigor” moods, the interaction effects are also marginally significant or significant
(“fatigue”: p < 0.1, “vigor”: p < 0.05).

For “depression” and “confusion” moods, the difference between pre-post scores is
significant and the interaction effect is not observed in the ANOVA result. Thus, it is
considered that the recall of the past experience improves these moods regardless of the
experimental condition. The reason for the higher score for “confusion” before the recall



Does the Voice-Based Lifelogging Method “Laughter Map” 385

could be the large amount of information given to the participants owing to the expla-
nations and cautions about the experiment. Because the interactions have a marginally
significant or significant difference for “fatigue” and “vigor” moods, respectively, in
the ANOVA result, we performed a simple effect test to identify the differences in pre-
post factor under each experimental condition. For the “fatigue” mood, the differences
between the pre-post scores are significant under both the laughter and random condi-
tions. This suggests that recall of the past experience, regardless of the system used,
may decrease “fatigue.” However, for “fatigue,” the difference between pre-post scores
under the laughter condition is larger than that under the random condition. There is a
similar trend for “vigor.” Furthermore, for the “vigor” mood, there is a significant dif-
ference between pre-posts under the laughter condition, while no significant difference
is confirmed under the random condition. From these results, it can be deduced that the
recall by listening to the voice data including laughter reduces “fatigue” and promotes
the “vigor” mood.

5.2 Results of the Additional Questionnaire

We analyze the results of the additional questionnaire summarized in Table 1.For each
question, a one-sided t-test was performed to examine the difference between the mean
values under the laughter and random conditions. Table 2 summarizes these results.
Notice that because Q8 is a question asking the degree of negative feeling, a score closer
to 1 implies a more positive result.

No significant differences were observed for Q1–Q4 and Q9, which ask about the
ease and clarity of recall. As summarized in Table 2, the differences in these mean values
are small. These results suggest that there are no differences in the impression of the
ease and clarity of the recall under either condition. It is considered that this may be
attributed to the information represented on the map, such as locations and surrounding
environment, which were useful keys for recalling memories in addition to voice data.

Similarly, there are no significant differences for Q6–Q8, which ask about the emo-
tion the participants felt at the recall. The laughter condition has a slightly higher score
of mean values than the random condition with a minor difference. This questionnaire
was administered only once, after the experiment. Therefore, the responses only consid-
ered the instantaneous emotions after the experiment. For the analysis of the emotional
effects, it is important to know whether there was a change in emotion throughout the
process of experiencing the system. In this perspective, the results of the time-series
changes observed in the PANAS and TMS results are more reliable. In these scales,
there are no items for which the factors of the system differences are significant, and
the results are consistent with those of these scales. For the evaluation of the mood,
the results using the mood questionnaire, the PANAS and TMS, are considered more
reliable, and we focus on the results presented in the previous section.

In contrast, items with a significant or marginally significant difference are Q5, Q10,
and Q11. For all of these items, the laughter condition has a higher score of mean values
than the random condition. Q5 asks about the ease of visualizing the past scene. The
reason that the laughter condition has a more positive score for Q5 is not clear, but
the presentation of the audio information including laughter may have strengthened the
sense of re-experiencing compared to the random condition. Q10 and Q11 ask about the
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Table 2. Results of questionnaire analysis (five-point Likert method, *p < 0.1, **p < 0.05)

No Laughter Random p-value

Mean SD Mean SD

Q1 4.55 0.58 4.40 0.88 0.19

Q2 3.70 0.75 3.80 0.38 0.25

Q3 3.95 0.58 3.95 0.68 0.50

Q4 3.40 1.09 3.35 1.08 0.43

Q5 3.65 1.61 3.25 1.25 0.04**

Q6 3.60 1.31 3.45 1.10 0.25

Q7 4.40 0.88 4.20 0.69 0.13

Q8 1.55 0.89 1.75 0.83 0.18

Q9 4.60 0.25 4.45 0.79 0.24

Q10 4.40 0.67 4.10 1.04 0.06*

Q11 4.50 0.58 4.05 1.00 0.01**

Q12 3.95 0.79 3.85 0.77 0.25

ease of recall of the pleasant events using the system and the enjoyment, respectively.
Although there is no significant difference for Q12, as the scores are higher than 3.0,
both systems under the two conditions are evaluated positively for use.

6 Discussion

We discuss the results as concerns the hypothesis of this experiment, “Reflection using
a Laughter Map induces positive mood improvements.”

The results of the mood assessment using PANAS demonstrate that there is a sig-
nificant difference (p < 0.05) between the pre-post scores in PANAS_positive, and its
post score is higher than its pre-score. Thus, we can assume that using the system to
recall the past experiences promotes a positive mood regardless of the using systems.
However, because there is no interaction, the PANAS results do not confirm the effect
of presenting the audio with laughter in this experiment. Similarly, there is a marginally
significant difference (p< 0.10) or significant difference (p< 0.05) between the pre-post
for the “depression” and “confusion” moods on the TMS, and no interaction exists. This
also suggests that regardless of the audio information presented, the recall on the past
experiences has the effect of reducing thedegree of feeling “depression” and “confusion.”

In contrast, a significant difference (p< 0.05) is found between the scores of the pre-
post for “vigor” and “fatigue,” further confirming the interaction effect. The improvement
degree before and after the recall is greater under the laughter condition than under the
random condition for these two mood factors. Moreover, a significant difference (p <

0.05) between the pre-post is confirmed only under the laughter condition for “vigor.” In
other words, it is assumed that presenting audio information extracted based on laughter
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during recall enhances the degree of the “vigor” mood. Because the laughter condition is
shown to be more effective on the positive “vigor” mood particularly, this result supports
the hypothesis of this experiment.

In addition, from the results of the additional questionnaire, it is shown that a
marginally significant difference (p < 0.10) is confirmed for Q10, “I think this sys-
tem is easy to recall the past pleasant events,” and a significant difference (p< 0.05) for
Q11, “I think it is enjoyable to reflect on this system.” For these questions, the laughter
condition has higher mean scores than those of the random condition. The reason for the
results of Q10 is considered that the Laughter Map makes it easier to recall the pleas-
ant events because it extracts voice data related to laughter. Moreover, because Q11, in
particular, has a significant difference between the conditions, we assume that the sound
of laughter including voice data provided in the Laughter Map can promote enjoyment.
Therefore, the results of Q10 and Q11 in the additional questionnaire revealed certain
trends that suggest partial alignment with the proposed hypothesis.

7 Conclusion

We verified the impact of “Laughter Map,” which is a voice-based life-logging appli-
cation that accumulates audio information where laughter occurs and enables a user to
review them on a map, on the improvement of the user’s mood. In the experiment, we
compared the proposed “Laughter Map” to an application that provides past audio infor-
mation extracted at random. The results demonstrated that presenting audio information
related to laughter is effective in promoting a positive mood such as “vigor.”

However, several participants said that they could not understand the difference
between the two systems. In addition, some participants answered in the interview, “I
don’t like my voice” or “It is easier to recall when the other person’s voice is present.”
Thus, our future work is to design an interface or develop a function such that the user
recognizes their laughter experience comfortably.
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Abstract. The role of a vocal minority versus a silent majority in Sentiment
Analysis and Opinion Mining is examined and compared in two cases, namely
in a familiar domain of national elections and domestic politics and in a less
familiar domain from a different country and language community concerning
public opinion in foreign policy. In the first case, the integration of the vocal
minority versus silent majority factor in Sentiment Analysis and Opinion Mining
generated correct results, corresponding to the national election outcome. In the
second case, it is discussed how a smaller “snap shot” dataset produced results
reflecting tendencies expressed in politics and public opinion in conjunction to
the parameters of the socio-cultural and language community concerned.

Keywords: Sentiment Analysis · Opinion Mining · vocal minority · silent
majority · national elections · foreign policy

1 Scope and Approach

The present approach focuses on the role of a vocal minority versus a silent majority
in Sentiment Analysis and Opinion Mining in both domestic and foreign politics. In
particular, the case of processing and evaluating data from a familiar domain concerning
national elections and domestic politics involves the detection, processing and evaluation
of the factors of vocal minority versus a silent majority.

In contrast, we present a typical example of processing and evaluating sample data
from a less familiar domain concerning public opinion in a different community regard-
ing foreign policy, where lack of sufficient world knowledge may hinder the detection,
processing and evaluation of the factors of vocal minority versus a silent majority.

The targeted usage of the Greek General Election data is the analysis of the relation
of tweets and election results and the possible prediction of election results with the aid
of Twitter.
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The targeted usage of the smaller dataset of German tweets on foreign policy is the
determination of whether a sample - “snap shot” of twitter data may provide correct
insights on trends in politics and public opinion to an outsider as an interested party.

However, it is observed that, despite the differences in both the content, relative
size and the targeted usage of both cases of twitter data, the processing and evaluation
produced correct results. Specifically, in the case of the Greek General Elections, the
inclusion of the factors of vocal minority and silent majority rendered percentages that
reflected the outcome of the Greek General Elections in 2019.

In the case of the sampleGerman tweets on foreign policy, the evaluation confirms the
worries and concerns involving issues on foreignpolicy such as theUkraineCrisis/Russo-
Ukrainian War, at least within in the subset of the general public that is politically active
and/or sensitive to issues in foreign policy.

In this case, it should be taken into consideration that the degree of interest in foreign
policy issues may differ between citizens of different countries, especially in countries
where there are no immediate or possible threats to national borders and the security of
the surround geographical area. Germany and the country’s citizens fall into the latter
category. Therefore, the determination of public opinion and social trends regarding
foreign policy from tweets in German news does not provide an immediate and clear
view on whether the opinions expressed are those of a vocal minority and the concerned
few or whether they, indeed, reflect to a satisfactory extent, the silent majority. However,
as previously stated, the evaluation confirms the worries and concerns involving issues
on foreign policy, at least within the community of users involved or actively interested
in Politics and Journalism.

The correctness in the results in both cases of twitter data is primarily due to the
decisions taken in respect to sampling andquality of data analysis in combinationwith the
vocal minority versus a silent majority factor. In the case of the Greek General Election
data, sampling involved the detection, processing and evaluation of the factors of vocal
minority versus a silent majority, along with linguistic and socio-cultural parameters
depicting positive, negative or neutral opinion. In the case of the German tweets, the
samples were based on tweets on German news media platforms, along with linguistic
and socio-cultural parameters depicting positive, negative or neutral opinion and irony.

2 The Greek General Elections Data and Sentiment Analysis

The Greek General Election data involves the implementation of a Sentiment Analy-
sis technique for tweet datasets in the Greek language. The case under consideration is
datasets related to the 2019 general parliamentary elections inGreece. The elections took
place onSunday 7 July 2019.Of the political parties that participated, six (6) of themwere
elected members of Parliament (MPs). The Greek political parties are “New Democ-
racy” (Liberal-Conservative, Center-Right Wing), “SYRIZA” (Left Wing), “KINAL-
PASOK” (Social-Democratic Party), KKE (the Communist Party), “EllinikiLysi” (Right
Wing – Far Right/ Right Wing Populist) and Mera25 (Left Wing - “European Realistic
Disobedience Front”).

The processing and evaluation concern a lexicon-based technique for sentiment anal-
ysis on 5 datasets consisting of tweets. Two approaches have been followed: 1. Sentiment
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analysis is implemented on each dataset without distinguishing between users posting
content. 2. Sentiment analysis is implemented on each dataset after having made the
distinction between active and inactive users. Active users (“vocal minority”) are those
who produce a large amount of content in a short period of time and inactive users
(“silent majority”) are those who produce little or no content. Each dataset refers to one
of the political parties that managed to elect Members of Parliament (MPs) in the 2019
elections. Using this implementation, plausible answers regarding the following research
question are targeted: “Is there a correlation between (a) the overall sentiment of a set of
election-related tweets and (b) the social trends that characterized the election? And, if
so, (c) to what extent does this correlation exist?”. This research question was addressed
in similar approaches regarding national election results in other countries and language
communities [2, 9], including Germany and German voters [10].

Regarding the implementation of the Sentiment Analysis application, the program-
ming language used to write the code for the application is Python [15]. For the graphs
presented, the Tableau tool has been used. Tableau [18] is a data visualization and
business intelligence software. It allows users to connect to various data sources, includ-
ing excel spreadsheets, SQL databases, and web services, and then create interactive
visualizations, dashboards, and reports [12].

2.1 Datasets

The data used for the implementation comes from Twitter. For the formation of the
datasets, the tool “snscrape” has been used. Snscrape [1] is a scraper for social networking
services. The Snscrape tool is compatible with several platforms such as Facebook,
Twitter, Instagram, Mastodon, Reddit, Telegram, VKontakte and Weibo. As a first step,
data collection and processing involve the identification of tweets for each political party.
Of all the political parties that participated in the 2019 elections, data was collected only
for the 6 that managed to elect members of parliament. The search performed in the
present analysis and implementation concerned both specific hashtags as well as specific
terms. Specifically, for each political party under study:

1. Tweets were searched based on specific hashtags. If a tweet contains even one hashtag
from those searched, then it is stored in the dataset.

2. Tweets were searched based on specific terms. If a tweet includes even one term in
its text from those searched, then it is stored in the dataset.

Tweets for each political party from 24/06/2019 to 07/07/2019 (13 days in total), i.e.,
up to two weeks before the start of the election, are searched for. For each hashtag and
term, there is a limit of 10000 tweets, so as not to create huge datasets. It is not impossible
to have the same tweets in 2 or more datasets, as there is a possibility that they share
the same hashtags or terms. The snscrape tool does not return retweets, i.e., tweets that
have been republished by other users. Based on this process, for each political party, two
(2) datasets are created which are then merged into one. For each individual political
party, a specific search has been performed.We note that the names of Party Leaders and
their variations, as well as the Party names and their variations are commonly linked to
the Hashtags concerning the respective parties. Mottos including a specific Party name
are also linked to the respective Hashtags, as well as particular programs, organizations,
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and parliament members-politicians [12]. Each tweet can include more than one of the
above hashtags. This factor led to the existence of many duplicate tweets, which were,
subsequently. Deleted from the respective datasets. Also, the large number of hashtags
does not implymany tweets. It is worth noting that, in addition to the name of the political
party (in all its Internet variants), a search has been performed based on the name of its
political leader and/or other prominent figures. [12].

Each tweet has a unique field, its ID. Before processing, duplicates based on the ID
have been removed. The removal of the duplicates results to the respective number of
tweets for each political party. Using Python’sWordCloud library [16], a wordcloud was
formed, with a dataset for the 100 most frequent terms in each dataset. [12].

According to the twitter data collected The New Democracy (ND) party starts from
quite low in the number of daily tweets, but from the beginning of the second week of
the election period it manages to reach a maximum of 4.933 tweets per day, closing at
3.446 tweets daily one day before the elections. The SYRIZA party (SYRIZA) starts
from even lower numbers than the New Democracy (ND) party, but in the 2nd week
of the election it manages to make a spectacular shift, approaching 6131 tweets (its
maximum) and closing at the top with 4398 tweets the day before the elections. The
other political parties (KKE, KINAL-PASOK, EllinikiLysi, Mera25) are limited to low
numbers, failing to exceed 1000 tweets a day, with a few exceptions of KINAL-PASOK,
which has the lead in this set of parties. The last place is occupied by EllinikiLysi’s party
with a maximum number of daily tweets with a maximum of 200 tweets. Unfortunately,
no conclusions can be reached regarding the location of published tweets, as few users
have set a clear and precise location. If similar information were available, an estimate
of the sentiment of tweets for all prefectures of the Greek territory would be possible.
This information would be quite useful in case we wanted to estimate the social trends
of the elections by prefecture and region, beyond the total territory of the country.

The preprocessing process involves a series of techniques for noise reduction in data
input. An important and often used preprocessing technique is the removal of stopwords.
However, it was decided not to remove the stopwords of theGreek language, because the
original text would become even more difficult for syntactic and morphological analy-
sis. Correct verification of syntactic and morphological rules is an auxiliary factor in the
natural language processing task implemented in the present research. The implementa-
tion used is a lexicon-based approach, comprising two basic steps, namely, creating the
emotional lexicons and scanning the texts for each dataset. The lexicon-based approach
concerns the detection and processing of three (3) typical and characteristic categories
of linguistic data expressing sentiment and overall attitude towards a political party (in
Greece), in particular: Mottos (typical of specific political parties in Greece), Negative
statements with the use of negation, Characteristic expressions with irony [12]. If a
negation exists, a method is taken to perform lexicon analysis for the negation. After
processing, the total polarity and sentiment of the text are calculated as a component of
the emotionally charged terms present in the text. At the end, the results for each dataset
are gathered.

In regard to the creation of emotional lexicons, two lexicons have been created in
Greek, one with positively charged terms and the other with negatively charged terms.
As a basis for the two (2) dictionaries, the ones available in [17] are used. At this
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reference, dictionaries of positive and negative terms are available for 81 languages. The
dictionaries used in the application were then enriched with terms from the dictionary in
[6]. This is sentiment dictionary, which has been exploited in another sentiment analysis
application inRprogramming language [6] for theGreek language. In parallel, by reading
and manually estimating the texts of the tweets, we collected other useful terms for
extending and enriching our dictionaries. We also added words that are politics oriented
and have specific emotional content for someone who is familiar with the Greek political
scene - politically charged words that have been considered to assess the sentiment of
each tweet. Processing included the use of the NLP toolkit in [14]is based on [8] and is
the current most complete implementation for the case of the Greek language. Since the
existing Python libraries for Greek language processing produced several errors in the
lemmatization process [10] affecting the accuracy of our model, correction strategies
were determined and deployed [12].

Finally, after parsing all the words of the tweet and assessing the existence of nega-
tion, the overall sentiment of the tweet is calculated, based on the formula depicted in
Fig. 1:

Fig. 1. Calculation of tweet sentiment [12].

where: #positive terms found in the text= sum of all positive terms found in the text,
#negative terms found in the text = sum of all negative terms found in the text, #terms
that make up the text = number of tweet’s terms before preprocessing.

Based on this, three (3) different values are obtained for the results: if overall polarity
> 0, then the sentiment of the tweet is positive. If overall polarity< 0, then the sentiment
of the tweet is negative. If overall polarity= 0, then the sentiment of the tweet is neutral.
This calculation treats each term as equal in its contribution to the estimation of the
sentiment of the text, regardless of its intensity. In other words, for example, although
the adjective “worst” in Greek expresses a negative emotion of greater intensity than the
adjective “bad” in Greek, it is valued in the same way in the calculation of the overall
emotion. In an extension of the present application, a “weight” factor indicating the
intensity of the corresponding emotion could be added. After the sentiment calculation
has been implemented for all tweets in a dataset, the total number of positive, negative
and neutral tweets is calculated for each political party candidate and output result in a
different dataset.

3 The “One Tweet One Vote Approach”

With the “one tweet one vote” approach, we make the following assumption: each
tweet is the product of the publication of a different-separate account. For example, we
assume that if we have 30000 tweets, then 30000 different accounts participate in this
network. This approach is simpler to implement, as it does not distinguish users based
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on their activity but considers them equal. It does not fully correspond to the real-life
situation and “departs” from reality for reasons that will be explained below. Apart from
positive/negative/neutral tweets, in our implementation we also use a number of other
data for sentiment analysis such as the number of “likes” and retweets of a tweet, the
ratio of positive/negative tweets overall for a political party.

In the “one tweet, one vote” approach, the case of “likes” and retweets does not fully
confirm the outcome of the election. In both cases (total and average), SYRIZA is first
in the ranking and with a difference compared to the others, which can be explained by
the fact that it was in government before the election result. We are able to conclude that
“likes” and retweets (in absolute number and percentage) are a measure of popularity
for those who post the tweets, without specifying its content (whether it is negative,
positive or neutral). In other words, the more retweets and “likes” the tweets that have
a reference to an entity or organization accumulate, the more popular it is within the
network. Thus, they can be a safe criterion for detecting and assessing social trends.
However, we cannot draw safe conclusions about election results based on these factors.
The graph in Fig. 1 shows a complete picture of the overall sentiment of tweets regarding
political parties. For this, we need to dwell on some observations-conclusions: SYRIZA
is the political party that gathers the most tweets of negative sentiment, almost twice as
many as positive tweets. This fact is indicative of the social trends expressed in the 2019
general elections. SYRIZA was defeated in the election and came in 2nd place. ND has
the most positive tweets. This data is indicative of the social trends expressed in the 2019
elections, as ND emerged victorious in 1st place. Considering that each positive tweet
is considered a positive vote for the respective political party, the sub-graph of positive
tweets confirms the ranking in the 2019 election results for 4 first political parties.

All political parties, regardless of the number of tweets they collect, have a relatively
similar quota of positive, negative and neutral tweets. Neutral tweets are first in num-
ber and percentage, followed by negative and then positive tweets. Also, their growth
throughout the election period, as shown in Fig. 2, follows a similar rate. From this data
we can draw the following conclusions: It is true that a large volume of tweets come from
news sites that produce informative content, which is most often of neutral sentiment.
Based on this fact, the predominance of neutral tweets for all political parties is justified.
It is observed, based on the predominance of negative tweets over positive ones, that
the use of twitter is more for negative criticism and denunciation of an organization or
entity than to endorse and/or support its position or stance. This phenomenon is more
pronounced in the debate on twitter about political issues, which can be observed from a
close reading of the datasets. The negative tweets are dominated by themood of criticism
and trolling towards the respective political organization or entity. The ND and KKE
parties have the highest percentage of positive tweets. This fact confirms the result of the
elections, as on the one handND came out victorious, increasing its electoral percentage,
while on the other hand KKE had the smallest percentage losses compared to the other
parties. The EllinikiLysi and SYRIZA parties have the highest percentage of negative
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tweets. In general, on twitter the EllinikiLysi party does not have a high visibility and
appeal, having an audience from social categories that do not use this social media.
SYRIZA has a high percentage of negative tweets, which is confirmed by its defeat in
the elections and its loss of votes.

Fig. 2. Positive/negative tweets ratio per political party [“one tweet, one vote”] [12]

Another metric that could be used to compare the results is the ratio of posi-
tive/negative tweets for each political party. This metric enables us to compare results
between datasets that differ in size.We reach the following conclusions and observations:
The KKE and ND parties have a fairly good positive/negative ratio. For about every 8
positives we have 10 negatives. Clearly, this result once again confirms the social trends
expressed in the elections, with ND emerging victorious and the KKE having the small-
est losses compared to other parties. The SYRIZA party has a fairly low percentage,
with only 1 positive tweet for every 2 negative ones. This confirms the result, as this
party suffered a defeat and fell to 2nd place.

A characteristic example of sentiment-charged words and expressions from the data
is the positively-charged term “αυτoδυναμία” (absolute parliamentary majority), far
superior in frequency (1466 times) to other positively sentiment-charged terms. The two
most common characteristic examples of negatively charged terms with the highest fre-
quency aret he negative diminutives of the first name of the then leader of the opposition,
Kyriakos Mitsotakis [12] (Fig. 3).
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Fig. 3. Number of tweets per political party in general approach

4 Vocal Minority Versus Silent Majority

Since social media users do not have equal participation in network platforms [7] and
users display different online behavior, twomain user groups are distinguished. They are
basedmainly on the rate of content production, the vocal minority, which produces many
tweets and is composed of a few users, and the silent majority, which instead produces
little or no content, but involves many users. In terms of the structure of tweets, the
vocal minority produces tweets more with links, mentions, hashtags, with the purpose
of spreading opinions widely, unlike the silent minority, which has no such purpose.
The behavior of the vocal minority is more similar to the behavior of media, political,
official or unofficial supporters of political parties. Any attempt to analyze for datasets
with such characteristics should consider the different characteristics and different user
groups that are, objectively, shaped by their Twitter usage. For this reason, sentiment
analysis was performed in two phases: 1) phase 1 approaches users as equals (i.e. that
they produce equal content) 2) and 2) phase 2 approaches users based on the number
of tweets they have posted during the election period and separates them into vocal
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minority and silent majority. For phase 2, a threshold equal to 26 tweets in total has
been, subjectively, selected. This means that, if a user has posted more than 26 tweets in
the 13 days of the election period, he/she is included in the vocal minority. Otherwise,
he/she is included in the silent majority. In both phase’s 2 approaches, apart from the
positive/negative/neutral tweets, in our implementation we use a number of other data
for sentiment analysis such as the number of “likes” and retweets of a tweet, the ratio of
positive/negative tweets overall for a political party.

4.1 Vocal Minority

In the “vocal minority” approach, we have similar results for political parties to the “one
tweet, one vote” approach in both absolute numbers and percentage terms. Once again,
SYRIZA manages to come out 1st party in “likes” and retweets, reiterating that these
data do not express negative or positive sentiment, but are an indicator of popularity.
And in the case of the vocal minority, the SYRIZA party is first in terms of “likes” and
retweets, either in absolute number or percentage.

The picture of the overall sentiment of tweets regarding political parties for the vocal
minority approach involves the following observations-conclusions: The SYRIZA party
is in 1st place in the tweets of negative sentiment. However, in this case, it manages
to significantly reduce the difference from ND. Specifically, in the “one tweet, one
vote” case, the difference between SYRIZA and ND is 2,762 tweets, while in the vocal
minority, the difference is reduced to only 470 tweets. Once again, the defeat of SYRIZA
in the elections is confirmed. The ND party has the most positive tweets, widening the
gap with SYRIZA. In the case of the “one tweet, one vote” approach, the difference
between ND and SYRIZA is 944 tweets, while in the vocal minority it is 1,103 positive
tweets. In this case too, however, the ND’s lead in the elections is verified. In the case
of the vocal minority, assuming that each positive tweet is considered a positive vote for
the respective political party, the sub-signature of positive tweets confirms the ranking
in the 2019 election results for 4 first political parties. All political parties, regardless
of the number of tweets they collect, demonstrate a relatively similar quota of positive,
negative and neutral tweets and in the case of the “vocal minority” [12]. Neutral tweets
are first in number and percentage, followed by negative and finally positive tweets in
this case as well. Also, the growth of all tweets throughout the election period follows
a similar rate. From this data we can draw the following conclusions: The ND party has
a lead also in this case in positive tweets. Next comes the KKE. Once again, the social
trend expressed in the elections of 2019 for these political parties is confirmed [12].

4.2 Silent Majority

In the case of the “silent majority”, for the data of “likes” and retweets, we have the same
ranking as the other two approaches (general, vocal minority). Once again, SYRIZA
manages to come out 1st party in “likes” and retweets, reiterating that these data do not
express negative or positive sentiment, but are an indicator of popularity. The SYRIZA
party is first in terms of “likes” and retweets, either in absolute number or a percent-
age, in the case of “silent majority”. The overall sentiment of tweets regarding political



398 G. Trachanas et al.

parties for the silent majority approach is summarized in the following observations-
conclusions: The SYRIZA party is in 1st place in the tweets of negative sentiment. In
this case, however, the difference increases by far compared to the case of the “vocal
minority”. In particular, it reaches 2,292 negative tweets, while in the case of the “vo-
cal minority”, the difference between SYRIZA and ND was 470 negative tweets. The
SYRIZA party manages to take the lead in positive tweets, reversing what we have
observed in the other 2 approach cases. It manages to get a difference of 159 positive
tweets.

All political parties, regardless of the number of tweets they collect, show a relatively
similar quota of positive, negative and neutral tweets and in the case of the “silent major-
ity”. Neutral tweets are first in number and percentage, followed by negative and finally
positive tweets in this case aswell. From this datawe can draw the following conclusions-
estimates: The ND party is first in percentage terms in terms of positive tweets. This data
confirms the social upward trends that ND had in the 2019 elections. In the case of silent
majority, it has some differences in terms of comparison based on the positive/negative
ratio metric. In particular, we proceed to the following conclusions-observations: The
ND party emerges 1st in this approach with a slightly smaller percentage, taking this
position from the KKE. Approximately, for every 8 positive tweets, we have 10 negative
tweets [12].

Fig. 4. Positive/negative tweets ratio per political party [Silent majority] [12]

5 Sampling German Twitter Data on Foreign Policy – Vocal
Minority or Silent Majority?

In contrast to the Greek General Election data, the German tweets are a typical example
of processing and evaluating sample data from a less familiar domain concerning public
opinion in a different community regarding foreign policy. For an interested outsider, the
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lack of/limited language skills in German and/or insufficient exposure to German socio-
cultural elements may not provide sufficient information for the detection, processing
and evaluation of the factors of vocal minority versus a silent majority.

In this case, the targeted usage of the smaller dataset of German tweets on foreign
policy is the option of providing a sample-“snap shot” of twitter datawhich is, however, as
observed in the present case, sufficient enough for allowing correct information reflecting
trends in politics and public opinion to an outsider. It is worth considering that an
interested party not familiar with the German language and culture may not easily have
access to the remarkable size of German twitter data and respective tools [3, 11, 13],
especially if the interested party is a non-expert in Natural Language Processing systems.

The sample- “snap shot” of twitter data is extracted from German news media plat-
forms. The annotation of “positive”, “negative” and “neutral” tweets, as well as instances
of Irony is based on linguistic and socio-cultural parameters. These parameters concern
the detection and processing of specific words and expressions with inherent connota-
tive features or specific words and expressions that are positively or negatively charged,
depending on the domain type (in this case, Politics and Journalism) and the current
state-of-affairs in politics and public life and public opinion. In contrast to the Greek
data,where opinions and supportwere usually clearly expressed and are linked to specific
slogans, topics and expressions, these features were mostly absent and different types
of word categories and expressions were linked to “positive”, “negative” (or “neutral”)
tweets.

The German data is of 2600 tweets extracted from popular mainstream news plat-
forms. In the particular data set, tweets that were either classified as “neutral” or not
evidently “positive” or “negative” constituted the majority of the data set. In this case,
these tweet categories were observed to compatible to the majority of reactions and
opinions voiced in the media in regard to German foreign policy (the issue of support
with military means/hardware) - whether directly or indirectly linked to the Ukraine Cri-
sis/ Russo-Ukrainian War. In particular, 16% of the data set was classified as “positive”
tweets, 47,7% as “negative” tweets and 36,3% as “neutral” tweets.

Although the data is not considered to have a satisfactory size for efficient Machine
Learning –especially since it involves non-binary values (positive/negative/neutral), it
indicates that such a size may sufficient enough to provide a correct/satisfactory “snap
shot” of the tendencies in public opinion, under specific conditions. Specifically, (a) the
samples are from a reliable source and (b) they are correctly processed.

In regard to requirement (b), detection –identification and evaluation was performed
by German native speakers and/or near-native speakers with a life-time / long time
exposure to German culture and society.We also note that for the language-pair English-
German, the GoogleTranslate online machine translation system produced output rather
close to the original content and information.

In the twitter data set, characteristic examples of negatively marked words are word
categories expressing negative behavior and attitude such as “lie(s)”, “fairy tales”, “con-
fused”, “nonsense” and “ridiculous” (Examples 1–4 in Fig. 4) as well as expressions
related to speech such as “inform yourself” and “open yourmouth” (Example 5 in Fig. 4).
On the other hand, word categories expressing positive behavior and attitude such as
“like”, “trust” and “thank” define positive tweets, with the condition that there are no
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negations or other elements linked to contradiction in their context [11]. In the case
of Example 7 in Fig. 4, the combination of “funny” and “headline” express domain-
specific irony (in a different domain, this combination may be considered positive).
Another type of pointers to irony are out-of-domain named entities and expressions
(Example 8 in Fig. 4).

(1) wer diese Lügerei immer noch glaubt dem kann man nicht mehr helfen.  

[GoogleTranslate: If you still believe this lie, you can't help it anymore] 

(2) Wieder verwechselt. Frieden ist der Zustand, wo die Leute einfach leben. Das, was die 

U(S)A gewinnen will, das ist Krieg. Dabei sterben täglich Menschen und nur dafür braucht 

es Waffen und Munition. 

[GoogleTranslate: Confused again. Peace is the state where people just live. What the U(S)A 

wants to win is war. People are dying every day and only for that you need weapons and 

ammunition] 

(3) Diesen Schwachsinn soll jemand glauben? Die Erfinder solcher Märchenglauben wir sind 

dümmer als die es sind. Dabei machen sich die Amis nur noch lächerlich!  

[GoogleTranslate: Anyone believe this nonsense? The inventors of such fairy tales believe 

we are dumber than they are. The Americans only make themselves ridiculous!] 

(4) Jetzt wird es aber wirklich lächerlich. 

 [GoogleTranslate: But now it gets really ridiculous.] 

(5) Welches Land besitzt ihrer Meinung nach Langstreckenraketen? Und was sind 

Langstreckenraketen überhaupt? Informieren sie sich erstmal, bevor sie den Mund 

aufmachen! 

[GoogleTranslate: Which country do you think has long-range missiles? And what are long-

range missiles anyway? Find out more before you open your mouth!] 

(6) Ich sage es gerne. SIE HATTEN WIEDER RECHT. Danke Herr Masala für ihre 

Einschätzungen. Das gleiche gilt übrigens auch für Claudia Major. Ich traue nur ihnen beiden. 

Ein großer Dank. 

[GoogleTranslate: I like to say it. YOU WERE RIGHT AGAIN. Thank you Mr. Masala for 

your assessment. Incidentally, the same applies to Claudia Major. I only trust you two. A big 

thank you.] 

(7) Das ist mal eine echt witzige Schlagzeile! Ich lache mich gerade echt kaputt! Danke  

[GoogleTranslate: That's a really funny headline! I'm laughing my @ss off right now! 

Thanks] 

(8) Die Beatles mit ihrem Yellow Submarine waren es. 

[GoogleTranslate: It was the Beatles with their Yellow Submarine.] 

Fig. 5. Example of German tweets and unedited output of the GoogleTranslate machine
translation platform.

In regard to requirement (a), it is observed that the percentages gained from the pro-
cessing and evaluation of the data confirms the worries and concerns involving issues
on foreign policy such as the Ukraine Crisis/ Russo-Ukrainian War –at least from the
majority of the user groups “visible” in social media platforms of German “mainstream”
media. In particular, as stated above, for an interested party from the international com-
munity, the question of whether tweets in German news express opinions of a vocal
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(11) Keine Sorge, die Wartung und Pflege muss man ihnen nicht beibringen, auch am 

kompliziertem landen wird gespart.Wird nen 1 way Ticket 

[GoogleTranslate: Don't worry, you don't have to teach them how to maintain and care for 

them, and you save even on the more complicated landings. There will be a 1-way ticket] 

(12) Ob Scholz nein sagt oder nicht, wird an der Lieferung zum Glück nichts ändern! 

[GoogleTranslate:Fortunately, whether Scholz says no or not will not change anything about 

the delivery!] 

Fig. 6. Examples from the majority of German tweets, not evidently “positive” or “negative” and
unedited output of the GoogleTranslate machine translation platform.

minority and the concerned few or whether they reflect to a satisfactory extent, the silent
majority is a factor that should be taken into account (Figs. 5 and 6).

Unlike other countries within Europe or outside Europe, Germany and the country’s
citizens are not, under the present circumstances, a case where there are immediate or
possible threats to national borders and the security of the surrounding geographical
area. Therefore, the factor of an unquestionably high or an unquestionably low degree
of interest in foreign policy issues for the general public - and not for the vocal minority
and the concerned few- should not be taken for granted. A safer indication would be
the opinion of the vocal/silent majority of the community of users – citizens, officials
and professionals alike- involved or actively interested in Politics and Journalism and
voicing their opinions in popular mainstream news platforms.

From the available data, the sampling and processing strategies employed allow non-
native users from the international community to gather correct and satisfactory insights
on social tends – with limited access to large amounts of data and limited time. Thus,
with limited input and saving time, on-the-spot input can be obtained and evaluated.
Therefore, for the domain and natural language (German) concerned, it can be noted
that a relatively limited amount of data may be enough to gain a correct insight and can
reflect the majority of opinions and attitudes regarding social trends. This majority is,
at least, within the community of users involved or actively interested in Politics and
Journalism.

6 Conclusions and Further Research

The role of a vocal minority versus a silent majority in Sentiment Analysis and Opinion
Mining inbothdomestic and foreignpoliticswas examined in twocases of processing and
evaluating data from a familiar “insider” domain and from a perspective of an “outsider”
international interested party. In particular, we presented two examples that produced
correct results, one from tweets regarding German foreign policy and the Ukraine Crisis
/Russo-Ukrainian War - from the perspective of an “outsider” international interested
party- and one from Greek parliament elections – the familiar “insider” domain.

It is observed that the case of the GreekGeneral Elections, the inclusion of the factors
of vocal minority and silent majority rendered percentages that reflected the outcome of
the Greek General Elections in 2019. Specifically, in regard to the twitter data from the
Greek General Elections in 2019, correlations are observed between feelings expressed
on social media about elections and the social trends expressed in the same elections.
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Additionally, relations are observed between tweet metrics and votes. Some metrics
such as the positive/negative ratio and the quota between positive/negative and neutral
tweets allow us to compare datasets of disparate size with each other and draw safe
conclusions. However, there are limitations of Twitter and Social Media for predicting
election outcome for a number of reasons, for example, social media is not fully utilized
by all citizens whomake up the electorate. As a result, the data collected covers relatively
and not fully the electoral preferences of citizens. Furthermore, Social Media accounts,
like twitter, do not show the same activity. For example, there are simple users on one
side and large news agencies on the other posting on the same topics.

For the Greek Election data, the basic challenges confronted involve both the nature
and content of the Greek language and the nature of the content of a text on Twitter.
Typical difficulties and challenges encountered concern issues concerning the efficiency
of existing NLP tools to tackle complex input, such as politically-charged tweets, as
well as the scarcity of efficient resources such as Sentiment Lexicons and dictionaries
for emotionally charged phrases, annotated (labeled) data for Sentiment Analysis in
Greek. Other challenges encountered that were managed include Polysemy, contexts of
words, Irony and Negation, among others [12].

In the case of the sample German tweets on foreign policy, the evaluation confirms
the worries and concerns involving issues on foreign policy such as the Ukraine Crisis/
Russo-UkrainianWar, at least within in the subset of the general public that is politically
active and/or sensitive to issues in foreign policy and expresses opinions on main stream
media.

The case of the sample German tweets on foreign policy calls for an additional
factor to be taken into consideration when processing twitter data: The degree of interest.
Foreign policy issues may vary in respect to the degree of interest between citizens of
different countries, and, subsequently, tweets may not provide an immediate and clear
view on whether the opinions expressed are those of a vocal minority and the concerned
few or whether they, indeed, reflect to a satisfactory extent, the silent majority.

The correctness in the results in both cases of twitter data is due to above-presented
conditions in respect to sampling and correct data analysis and processing, in combina-
tion with the vocal minority versus a silent majority factor. However, the development
of an effective method for managing irony and sarcasm remains a challenge for both
languages concerned.

Further research will investigate whether correct/ satisfactory insights on current
political trends in both domestic and foreign politics can be obtained with relatively
small sizes of data, used as samples –“snap shots” which can be merged and/or enriched
with additional samples, thus creating a series of –“snap shot” input.
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Abstract. In our paper we explore the convergence of Conversational User Inter-
faces, personality psychology, artificial intelligence, and rapid prototyping with
prompt engineering as its central component. This research delves into the field
of empathic computing, aiming to equip technology with the ability to under-
stand and respond to human emotions. Empathic computing represents a sig-
nificant shift in Human-Computer Interaction, aiming to imbue technology with
the capacity to understand and respond to human emotions. Our contribution
involves a multi-pronged approach that integrates user research through interac-
tive workshops, rapid prototyping with no-code platforms, personality & emotion
research. By empowering technology to comprehend and adapt to human senti-
ment, empathic computing holds the promise of making interactions with com-
puters more intuitive, emotionally resonant, and engaging, which is crucial for a
number of application domains.

Keywords: Conversational User Interface · Empathic Computing · Prototyping ·
User Research

1 Introduction

Human-Computer Interaction (HCI) has undergone a remarkable evolution since its
inception, transforming from basic interface design to a complex field that intertwines
technology, psychology, and user experience. The early days of HCI were primarily
focused on making computers accessible and functional, with an emphasis on efficiency
and ergonomics. This erawas characterized by command-line interfaces and basic graph-
ical user interfaces, where the primary goal was to facilitate straightforward tasks and
enhance productivity.

As technology advanced, so did the scope of HCI. The advent of the internet and
mobile computing introduced new dimensions to HCI, emphasizing not just function-
ality, but also engagement and user satisfaction. This shift led to the development of
more intuitive and visually appealing interfaces, as seen in modern operating systems,
websites, and mobile apps. The interaction between users and computers became more
dynamic, incorporating multimedia elements and touch-based interactions.
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In our ever-changing digital landscape, the waywe interact with technology is under-
going a paradigm shift. The emergence of Conversational User Interfaces (CUIs) is
redefining this interaction by allowing us to communicate with technology in natural
language. Whether it’s voice assistants, chatbots or virtual agents, conversational user
interfaces are overcoming the limitations of traditional interfaces andmaking technology
more accessible, efficient and intuitive.

In recent years, the field of HCI has been increasingly focusing on a more holistic
understanding of the user. This includes considering emotional, cognitive, and social
aspects of human-computer interaction. A significant portion of human communica-
tion is non-verbal. According to research, including the well-known work of Dr. Albert
Mehrabian [10], non-verbal cues can account for a large percentage of the overall mes-
sage in personal communication. Mehrabian’s study suggested that about 55% of com-
munication is through non-verbal elements like facial expressions and body language,
38% through tone of voice, and only 7% through actual spoken words. However, it’s
important to note that this can vary greatly depending on the context and the nature of the
interaction. Herein lies the emergence of empathic computing, a paradigm that seeks to
imbue technology with the ability to understand and interpret all communication chan-
nels with the focus on non-verbal ones, considering human emotions as an important
enhancement for the incoming information.

Empathic computing represents a significant leap in HCI, as it aims to create more
intuitive, engaging, and human-centric technology. The growing importance of empathic
computing is underscored by the contemporary demand for technology that can adapt
to and understand the user’s emotional state. This demand is driven by the realization
that emotional intelligence is crucial for creating more meaningful and effective human-
computer interactions. In the context of CUIs, this evolution means transitioning from
systems that merely understand commands to ones that can interpret and respond to the
nuances of human emotions and social cues.

Our research contributes to this evolution. We explore how the CUIs techniques can
be effectively supported by personality psychology and artificial intelligence to create
interfaces that not only understand the user’s instructions but also their emotional state.
This paper delves into the intricacies of empathic computing explaining its different
facets and their interplay. We also demonstrate how the integration of prototyping tech-
niques, with prompt engineering as an enrichment of no-code rapid prototyping, can
contribute to the development of emotionally intelligent conversational interfaces. By
doing so, we aim to bridge the gap between humans with their empathy and technology
with its efficiency, making interactions with computers even more user-centered, more
emotionally resonant and, thus, more engaging, and natural.

2 Related Work

The progress in technologies that recognize human emotions is a key development in
empathic computing, which aims to make machines more attuned to human feelings. As
an example, [6] discusses empathic computing as an emergent paradigm that enables a
system to understand human states and feelings and to share this intimate information.
It also covers the convergence of affordable sensors, embedded processors, and wireless
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ad-hoc networks that make this paradigm possible. Experts have been closely examining
howmachines that converse with us can better understand the complex ways we express
emotions. Recognizing the subtle hints of how we feel and considering the situation in
which emotions are expressed are important steps in this process.

Expanding on this, the research conducted by Poria et al. [17] has made significant
contributions to the field of Emotion Recognition in Conversation (ERC) within Natural
Language Processing (NLP). They particularly highlight the development of emotion-
shift recognition models and context encoders, which have shown promising results in
enhancing AI interactions in both informal and task-oriented dialogues. The ability of
these models to accurately identify changes in emotional states and understand conver-
sational context is crucial for creating AI systems that can engage more naturally and
empathetically with users.

In their analysis, Poria et al. highlight several key challenges that persist in the field
of ERC. A principal concern they raise is the accurate recognition of emotions at an
individual level in scenarios involving multiple participants as it requires distinguishing
and interpreting the emotional states of each speaker accurately. Another significant
challenge identified is the detection of sarcasm in conversations. The complexity of
recognizing sarcasm in conversation lies in the need to understand not only the literal
meaning of words but also the intent and tone behind them.

Multimodal Emotion Recognition. In our exploration of human emotion recognition,
we draw upon the insightful work of Abdullah et al. [18], who have made significant
strides in themultimodal identification of emotions using deep learning techniques. Their
research serves as a foundational pillar in our understanding of how various biological
signals can be harnessed to detect emotional states with enhanced accuracy.

Abdullah et al. have shed light on the multifaceted nature of human communication,
which is loaded with emotional content. They discuss how different speech styles, from
facial expressions to the tone of voice and even physiological responses such as breathing
patterns and skin temperature, are imbued with emotional information. Notably, they
emphasize that often the true message lies not in the spoken words but in the expression
of these words.

Their findings are particularly intriguing when considering the temporal aspect of
emotional responses, which can manifest in physiological signals within a brief window
of approximately 3 to 15 s [19]. Their work is instrumental in informing the direction
of our research, particularly in the pursuit of a nuanced understanding and classification
of consumer emotions.

Facial Emotion Detection Using Deep Learning. A key observation from recent stud-
ies is the significantly high accuracy rates in emotion detection, suggesting thatmachines
are progressively becoming more adept at interpreting human emotions. This advance-
ment is a step towards more natural and intuitive interactions between humans and
machines. However, a prevalent limitation in current Facial Emotion Recognition (FER)
systems is their focus primarily on the six basic emotions (sadness, happiness, fear, anger,
surprise and disgust) [20], plus a neutral state. This approach does not fully encompass
the wide range of complex emotions present in everyday life, which includes a spectrum
of secondary emotions.
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The challenge lies in the FER systems’ ability to detect and interpret these subtle
and compound emotional states. In real-world scenarios, individuals often experience
and express a blend of emotions that can change rapidly and are influenced by context,
personal experiences, and cultural background. The recognition of these secondary emo-
tions is crucial for developing FER systems that can accurately mirror the complexity
of human emotional understanding and responses [21].

Emotionally Intelligent Conversational Agents. Emohaa, a Chinese conversational
agent designed specifically for mental health support, is a pioneering work in the inte-
gration of emotional support systems and the evaluation of emotional awareness [22].
Emohaa integrates a specialized platform for emotional support, allowing users to openly
discuss their emotional issues. This aspect of Emohaa was carefully evaluated to deter-
mine its efficacy in reducing mental distress among participants. The results from this
evaluation were quite promising, indicating a notable reduction in symptoms related to
mental distress, such as depression, negative affect, and insomnia. Particularly intrigu-
ing was the observed benefit on long-term insomnia using Emohaa’s generative dialogue
platform for emotional support. These findings not only highlight the effectiveness of
Emohaa as a mental health tool but also illustrate the broader potential of generative
conversational agents in the field of mental health support.

Rathje et al. [23] explored the efficacy of the latest versions of the large language
model GPT (3.5 and 4) in automated text analysis. Their study spans an impressive range
of 12 different datasets, encompassing various text types and languages. GPT showed
superior performance over traditional English-language dictionarymethods, particularly
in sentiment analysis and discrete emotion detection, often rivaling or even surpassing
fine-tuned machine learning models.

The Role of Emotions in Human-Computer Interaction. Several publications and
research papers discuss the role of emotions in HCI. Here are some references to existing
literature on this topic and a brief explanation of their content. Wadley et al. [7] discuss
the various traditions and interests in studying emotion in human-computer interaction,
such as sensing, expressing, modeling, and understanding emotions. They also address
questions about the relationships between digital technology and human emotion, the
implications of emotion research for design, ethics, and wellbeing, and the future of
emotion in human-computer interaction. Liu et al. [8] explore the challenging task of
emotion assessment in the human-computer interaction interface and discuss the rela-
tionship between emotions and human-computer interaction. Ch. Peter and G. Blyth
[9] mention research on the role of emotion in HCI and how to support emotions in
an effective approach. These references provide insights into the various aspects of
emotions in human-computer interaction, including their assessment, implications, and
future directions.

3 Research Methodology

Our researchmethodology is grounded in amulti-faceted approach that integrates various
elements and steps in the development of an emotional CUI, including scientific research
of the existing results in the area of personality and emotions, prototyping for the early
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evaluation of selected use cases, and user research within interactive workshops. This
methodology is designed to explore and demonstrate the effectiveness of emotionally
intelligent CUIs.

Personality and Emotion Research. A crucial part of our methodology was the in-
depth study of personality psychology and emotion theory. The results of this research
informed the design of our avatars and the development of scenarios about the different
possibilities to detect emotions from human users and to generate emotional responses
for the artificial counterpart. This research also proposed different ways to define per-
sonalities of avatars that should interact with users in different settings. It helped in
understanding how different personality classifications might be used for different CUI
scenarios settings and how the interactions could be optimized formore realistic artificial
emotional intelligence.

Rapid Prototyping. To test our concepts swiftly and effectively, we implemented no-
code/low-code techniques for rapid prototyping. This phase included an exploration of
existing tools for empathic CUI, along with emotion recognition and generation tech-
nologies. Our approach allowed for quick iteration of designs, incorporating feedback
from workshops, and facilitating early technical feasibility assessments. We created
diverse CUI scenarios and avatar personalities to evaluate their efficiency in eliciting
and responding to emotional cues. A key technique in our no-code prototyping was
prompt engineering, which involved designing prompts to enhance the emotional accu-
racy and contextual relevance of CUI responses. This methodical approach significantly
streamlined our development process, enabling efficient testing and refinement of our
empathic computing concepts.

User Research through Workshops. A significant portion of our methodology
revolves around interactive workshops. These workshops were structured to gather qual-
itative data and insights into user preferences, interaction scenario definition for inter-
acting with CUIs. The basis for the early user research is our prototypes for selected
scenarios designed and developed during the rapid prototyping phase. The next two sec-
tions describe in detail how our methodology was applied to get insights from a wide
range of UX and HCI specialists. The aims of both workshops were triple:

• Teaching participants about the current state of the research to get more awareness
about the intricacies of Empathic Computing

• Gathering their experiences and opinion on what are potential benefits and caveats
of emotional CUIs

• Collecting data with interesting and relevant avatar personalities, emotions definition,
promising scenarios, where empathy may play significant role in the CUI

In the first workshop, we engaged participants in creating and refining avatar person-
alities and scenario descriptions for the defined personalities. This hands-on approach
allowed us to gather data on how different personality traits and scenarios influence user
engagement and emotional connection with the avatars. During the second workshop – a
breakout session at the PUSH UX conference – we focused on understanding how par-
ticipants define and recognize emotions. This session helped in collecting data on the
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challenges and strategies in emotion recognition, particularly in the context of diverse
cultural expressions of emotions. The collected data were used for the further fine-tuning
of our emotional CUI prototypes.

Development of a Negotiation Simulator. Central to our research is the development
of a negotiation simulator featuring intelligent, photorealistic avatars. This simulator
serves as a testbed for experimenting with various aspects of empathic computing. The
avatars in this simulator are designed to react with a range of emotions, corresponding
to distinct personality traits, in response to user interactions. This allows for the obser-
vation and analysis of how effectively the CUI engages users in realistic negotiation
scenarios. Our CUI not only processes textual input but also incorporates visual recog-
nition to interpret facial expressions and body language. This dual approach enables a
more holistic understanding of the user’s emotional state, allowing for more nuanced
responses from the avatars. We implemented advanced analytics that evaluate human
performance during interactions with the negotiation simulator. This involves analyzing
user responses, his/her emotional reactions to the avatar’s outputs, and overall negotia-
tion skills. The aim is to train users for different communication situations, to facilitate
them to improve their negotiation skills, to raise their awareness about their emotions
and body language to upscale their overall emotional intelligence. The development of
the negotiation simulator used findings from the personality and emotion research as
well as prompts discovered and tested during the rapid prototyping phase.

The next sections describe how we apply our methodology for user research within
two workshops discussing some characteristics of empathic CUIs with the demonstra-
tion of the prototype for the negotiation simulator as an example of enhanced CUI. This
specific scenario is suited very well for empathic CUI research. To master negotiation
skills, it is vital to increase the emotional awareness and emotion control. This in turn
requires to train different situation with different personality types, including emotion-
ally loaded and different situations, e.g. with hard assertive counterpart. So, different
emotions, both positive and negative, are important to be presented and processed by
such application.

4 Workshop “Exercising Prompt Engineering - Rapid Prototyping
for Conversational UI”

The workshop “Exercising Prompt Engineering - Rapid Prototyping for Conversational
UI,” conducted during the Mensch und Computer conference [11] in September 2023,
was devoted to engaging exploration of the convergence between conversational user
interfaces, empathic computing, prompt engineering and no-code prototyping. The aim
of the workshop was to embark on a journey through the intricate interplay of these
concepts and how they are shaping the landscape of human-computer interaction and
innovation.

During this workshop, participants engaged in an exploration of the crucial aspects
of avatar personalities and scenario descriptions. They exercised the definition of per-
sonalities for avatars, dissecting the nuances of how these digital entities embody distinct
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emotional traits. This process illuminated the intricate art of imbuing avatars with per-
sonalities that resonate with users, further underscoring the empathic dimension of our
research.

Theworkshop startedwith an introduction to CUIs, emphasizing their role inmodern
technology. We delved into the techniques and terms used in the development of CUIs
explaining the main elements of the Conversational UI:

1. Input processing: In CUIs, technologies like Natural Language Processing (NLP)
and machine learning are crucial for understanding user input. NLP breaks down
and interprets human language, allowing the system to understand and process user
requests accurately.

2. Dialoguemanagement:This involvesmanaging the flowof conversation,maintaining
context, and generating appropriate responses. It’s key in ensuring that conversations
are coherent and relevant to the user’s input.

3. Natural language understanding (NLU): NLU techniques are used to extract meaning
and intent from user input. They help the system understand what users are saying,
even when the input is complex or ambiguous.

4. Natural language generation (NLG): NLG is vital for creating human-like responses.
It allows CUIs to generate responses that are natural and conversational, although
producing contextually appropriate and nuanced responses remains a challenge.

5. User feedback and error handling: Conversational user interfaces should provide
clear feedback to the user and handle errors gracefully. This includes acknowledging
misunderstandings and guiding users back to the conversation flow effectively.

6. Integration with other technologies: Integrating CUIs with technologies like search
engines, Large Language Models (like ChatGPT), graphical user interfaces, avatars,
and empathic computing can enhance functionality and user experience, making
interactions more intuitive and engaging.

However, the true essence of these interfaces lies in the integration of empathic
computing. The concept of empathic computing was highlighted during this workshop,
illustrating how it enhances CUIs by enabling them to recognize and respond to human
emotions. This bridges the gap between humans and machines, resulting in interactions
that are not only functional, but deeply meaningful.

ConversationalUser Interfaces significantly enhance user accessibility and efficiency
in computer interactions, while also simplifying the integration and maintenance of new
technologies for development teams. The emergence of no-code prototyping has revo-
lutionized software development, democratizing the creation process. These platforms,
with their user-friendly interfaces and drag-and-drop features, allow even thosewithmin-
imal coding skills to rapidly develop functional applications. This trend has broadened
the innovation landscape, extending it beyond coding experts to anyone with a creative
idea. The presentation highlighted the efficacy of no-code/low-code platforms in swiftly
developing and testing CUI scenarios. In the era of Large Language Models (LLMs,
[5]), prompt engineering has become a pivotal technique in these applications, offering
a gateway to build various assistants with little to no coding expertise, democratizing
the field of technology creation further.



Emotionally Intelligent Conversational User Interfaces 411

Prompt Types

Make a joke about cats
Your task is to generate a comprehensive 
descrip�on of a person, including their complete 
personality defini�ons, zodiac sign, enneagram 
type, and MBTI type. The goal is to create an 
ar�ficial person who behaves consistently with 
their defined personality during dialogues and 
interac�ons with human conversa�on 
par�cipants. The generated descrip�on should 
encompass the following aspects: …

“Can you extract the personality traits, typical likes 
and dislikes from the following personality 
descrip�on: person name – {{Name}}; MBTI type –
{{Mb�}}; profession – {{Profession}; Zodiac sign –
{{Zodiac}}; addi�onal data - {{BackStory}} . “

“Assume you are Donald Trump. Answer the user 
request designated  between < and >.  Extract the 
possible emo�on the user may have. Decide which 
emo�on you should express in reply to the user 
request behaving like Donald Trump. Generate your 
answer in JSON format with the following keys: 
answer, user_emo�on, reply_emo�on. 
< {{UserRequest}} > “

create a summary with 
10 bullet points

generate description 
with formatting

format it as HTML with 
corresponding CSS

Fig. 1. Simple types of prompts

Prompt engineering involves creating precise instructions to drive AI models like
prominent GPT-3.5 or 4 [12]. Well-structured prompts allow us to leverage the versa-
tility of AI to generate tailored content, automate tasks, and even assist with coding
projects. Prompt engineering is especially helpful in no-code development & prototyp-
ing for conversational UI. Prompts can be arbitrarily short or long, simple or compli-
cated, contain multiple attributes, address formatting (Fig. 1). Especially relevant during
implementation: a properly constructed prompt affects the quality of results, such as chat
history, accuracy and completeness of outputs. During our initial rapid prototyping we
used diverse LLM chat platforms, including accessing those LLMs over API. This way
we defined, tested, and fine-tuned even more complicated prompts with more settings,
using prompt templates. For example, using a meta prompt template that generates other
prompts.

To illustrate those concepts, the workshop introduction presented our case study –
the negotiation simulator mentioned in the previous section. Prompt engineering lets to
steer the responses of the avatar toward the defined objectives, settled by the user during
the setup phase, like practicing assertiveness or dealing with objections. The behavior of
the avatar can be specified by a collection of prompts, accomplishing this task without
writing a single line of code. Tailoring the behavior of the avatar to the personality traits, a
user defined for his/her desired counterpart, is also possible with appropriately designed
prompts. By defining such characteristics for the avatar, CUIs can provide empathic and
supportive interactions to promote user well-being and create trusting connections, but
also can challenge the user to control his/her emotional state via learning the triggers for
those reactions.

A crucial aspect in the design of CUIswith personality traits is the diversity of human
personalities. Howdowe actually define human personalities? This is an important factor
influencing the design of empathic CUIs. Different personality types require different
interaction styles and pitches to ensure desired communication. But how can we define
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human personality effectively? One way to do this, often exploited with prompts and
LLMs, is to describe an imaginary parson with the whole backstory and traits required
for the current interaction listed explicitly in the persona description. Such description
may be really long and would take time for user to design and input into CUI.

A common method for characterizing human personalities are the Big Five per-
sonality dimensions [13]. These include extraversion, agreeableness, conscientiousness,
neuroticism and openness. These dimensions can be taken into account in the design
of conversational user interfaces to enable personalized interaction that matches the
individual personality traits of each user (Fig. 2).

Fig. 2. An example of a personality classification with the Big Five

Apart from the Big Five personality dimensions, there are a variety of other models
for characterizing human personalities by only short terms. Examples, that we consid-
ered during our research and combined for avatar personality definitions, include the
MBTI [14], DISC [24], the Enneagram [25], the Hartman Profile [26], and the Keirsey
Temperament Sorter [27]. Each classification alonemay look like not very precise defini-
tion of a persona, as each of these types has very limited number of dimensions and traits
to be used for exact personality description. We suggested to combine types from sev-
eral classifications in one prompt for the person definition. This keeps the prompt short
enough, but still encompassing diversity of possible personalities. Thus, taking these
different dimensions into account enables comprehensive customization of Conversa-
tional User Interfaces to precisely tailor communication and interactions to individual
user preferences and characteristics. Such combination of multiple classifications may
be effective for the definition of an avatar personality for general purpose of commu-
nication scenarios for CUI. For a specific type of interaction, only one model maybe
enough.

Thus, in negotiations, the following types of negotiation play a crucial role: compet-
itive, compromising, avoidant, compliant, and collaborative types [15]. Consideration
of this dimension is of great importance in negotiation application, as different types
prefer different approaches and tactics. In addition, there are other important factors
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in the personality definition for negotiation, such as cultural backgrounds, experiences,
emotional intelligence, and further communication styles that can influence the course
and success of negotiations.

After the discussion of the useful techniques for the development of CUI, we moved
from theory to practice. In the upcoming practical workshop, small groups engaged in
three exercises designed to deepen their understanding.

• creating personality definition for an avatar they would like to negotiate,
• crafting specific negotiation scenarios for the avatar they defined
• designing their own interaction scenario and developing prompts for CUIs to create

meaningful interactions, applying the concepts learned in the workshop.

These exercises on the design of communication scenarios exhibited the intricacies
behind the special kinds of conversations and recognized the need for expert knowledge
during the design of specific CUI. The exercises provided participants with a hands-
on experience in prompt engineering for Conversational User Interfaces that translated
theory into concrete skills.

This process emphasized the intricate art of creating digital entities that embody
distinct emotional traits, resonatingwith users. Theworkshop also focused on the various
types of prompts used in CUIs. This exploration was crucial in understanding the impact
of prompt selection on user experience. Feedback collected during the workshop was
instrumental in refining our approach to empathic computing, ensuring that it aligns with
user expectations and enhances the emotional relevance of interactions.

5 Breakout Session “Empathic Computing: Let’s Play
with Emotions”

Because the core of the empathic computing is emotion recognition and generation, our
breakout session “Empathic Computing: Let’s Play with Emotions”, conducted during
the PUSH UX conference [16] in October 2023, aimed to explore emotion definition
for their digitalization and application in intelligent interfaces. Key topics of the ses-
sion included the integration of empathic computing in CUIs, technologies for emotion
recognition, and the role of non-verbal cues in HCI.

Empathic computing uses artificial intelligence to analyze nuances of voice, facial
expressions, body language, and verbal inputs, and tailor their responses to our emotional
state. The first part of the session explained such theoretical background as Facial Action
Coding System (FACS), Acoustic Emotion Recognition (AER), and body language
marker highlighting their importance in understanding emotions. Practical examples
and exercises were incorporated to deepen the understanding of these concepts. The
session concluded with discussions on the potentials and challenges of computer-based
emotion recognition, as well as broader implications for future applications.

Scientists often talk about six basic emotions. These emotions are basic because
they are seen in many cultures and are also found in other animals. This shows they are
important for survival. The six basic emotions are:

• Happiness.: This is when you feel good. It’s like when you smile or laugh. You feel
happy when good things happen.
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• Sadness: This is the opposite of happiness. You feel sad when bad things happen, like
losing something or someone important.

• Fear: This is being scared. It happens when you think something bad or dangerous
might happen. It helps us stay safe by making us run away or be careful.

• Anger: This is when you feel upset or mad about something. It can be because of
unfairness or when someone does something bad to you.

• Surprise: This is when something happens that you did not expect. It can be a good
or bad thing, but it’s always unexpected.

• Disgust: This is feeling turned off by something. Like when you see or smell
something bad. It helps us stay away from things that might be harmful.

These basic emotions are different from other emotions because they are simpler and
more common. Other emotions, like jealousy or pride, are more complex. They can be
made of a mix of the basic emotions and are not as common in other animals. The basic
emotions are like the main colors, and other emotions are like mixtures of these colors.

FACS [1] is used across many different personal and professional settings. It is often
used in various scientific settings for research. It is also used by animators and computer
scientists interested in facial recognition. FACS may also enable greater awareness and
sensitivity to subtle facial behaviors. Such skills are useful for psychotherapists, inter-
viewers, and anyone working in communications. FACS is a powerful tool for emotion
digitalization that allows tomap facial cues to specific emotions. It contains appr. 30main
action units (AU), 8 head movement AUs, and 4 eye movement AUs. Some examples
for emotion definition via FACS [2] include:

• Happiness/Joy:

– AU6 (Cheek Raiser): This involves the contraction of the muscle encircling the
eye socket. It causes the appearance of crow’s feet and raises the cheeks.

– AU12 (Lip Corner Puller): This is primarily the action of the muscle pulling the
lip corners up and out, typical of a smile.

• Sadness:

– AU1 (Inner Brow Raiser): Involves the muscle which raises the inner part of the
eyebrows, creating a furrowed brow.

– AU4 (Brow Lowerer): This involves the muscles drawing the eyebrows down and
together, often indicating distress or worry.

– AU15 (Lip Corner Depressor): A depressor muscle pulls the corners of the lips
down, a feature of sadness.

• Fear:

– AU1 (Inner Brow Raiser): Involves the muscle which raises the inner part of the
eyebrows.

– AU2 (Outer Brow Raiser): Involves the muscle which raises the outer part of the
eyebrows, often creating a look of surprise or fear.
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– AU4 (Brow Lowerer): This involves the muscles drawing the eyebrows down and
together.

– AU5 (Upper Lid Raiser): Involves the muscle raising the upper eyelid, common
in expressions of fear.

– AU20 (Lip Stretcher): Involves the muscle which stretches the lips horizontally.
– AU26 (Jaw drop): Involves the muscles that lower the jaw.

• Anger:

– AU4 (Brow Lowerer): Involves the muscles which lower and draw together the
eyebrows, creating a frown.

– AU5 (Upper Lid Raiser): Involves raising the upper eyelid, which can intensify
the stare during anger.

– AU7 (Lid Tightener): Involves the muscle which tightens the eyelids.
– AU23 (Lip Tightener): Involves the muscle which tightens the lips.

• Surprise:

– AU1 (Inner Brow Raiser): Involves the muscle which raises the inner part of the
eyebrows.

– AU2 (Outer Brow Raiser): involves the muscle which raises the outer part of the
eyebrows, creating a look of surprise or shock.

– AU5 (Upper Lid Raiser): This involves the muscle raising the upper eyelid, typical
of a look of surprise.

– AU26 (Jaw Drop): This involves the muscles dropping the jaw open.

• Disgust:

– AU9 (Nose Wrinkler): This involves the muscle which elevates the upper lip and
wrinkles the nose.

– AU15 (Lip Corner Depressor): A depressor muscle pulls the corners of the lips
down, a feature of sadness.

– AU16 (Lower Lip Depressor): involves the depressor muscle which lowers the
lower lip, deepening the expression of disgust.

It is well researched that non-verbal cues play a vital role in conveying emotions.
Some computer vision algorithms are trained via Machine Learning to recognize the
whole emotions and individual action units on the face, which can be useful for the defi-
nition of personal or specific complex emotion and feelings, which we performed during
this session. Other computer vision algorithm can also be engaged into the recognition
of another aspect of human emotions expressed through the body language Recogni-
tion of the human postures enhances user experiences by understanding additional cues.
Tool example that was exploited in our study is MediaPipe [3] recognizing body, faces,
and hand landmarks. Unfortunately, there is no any kind of standard similar to FACS
or AER for the emotion definition over the body postures. In our session we asked the
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participants to define some examples of “typical” postures for some selected emotions
to analyze the potential of this input channel for emotion recognition.

Acoustic Emotion Recognition (AER) [4] is another kind of standard that could be
involved in the recognition of human emotions from another channel, voice input. This
system defines emotions over 5 vocal parameters like pitch, intonation, energy, speech
rate, and vocal tension:

• Pitch refers to the fundamental frequency of a person’s voice. The pitch of a person’s
voice is related to the frequency of the vocal cord vibrations when speaking. Pitch
can be defined as the perceived highness or lowness of a sound, and it is typically
measured in Hertz (Hz).

• Speech Rate refers to the speed or pace at which a person speaks. Speech rate can be
defined as the number of words spoken per unit of time, often measured in words per
minute (wpm) or syllables per second. Speech rate is used to assess how quickly or
slowly someone is speaking.

• Intonation refers to the melodic and rhythmic aspects of speech, including variations
in pitch, rhythm, and stress patterns. Intonation can be defined as the pattern of
rising and falling pitch, as well as the changes in speech rate and stress on specific
words or syllables within a sentence. It’s how we use pitch and rhythm to convey
additional meaning beyond the words themselves. To define and analyze intonation
in AER, researchers typically use techniques such as prosody analysis. This involves
extracting information about pitch contours (variations in pitch over time), speech
rate, and emphasis on certain words or syllables.

• Energy refers to the level of vocal energy or intensity in a person’s speech. This
acoustic feature measures how loudly or softly someone is speaking. Energy is often
defined as the amplitude or power of the audio signal. It is usually measured in
decibels (dB) or as a relative measure.

• Vocal Tension refers to the tightness or strain in a person’s voice during speech. It is
a measure of how relaxed or tense a person’s vocal apparatus is when speaking. In
AER, vocal tension is used to analyze how emotions can affect the physical aspects of
speech production. To assess vocal tension in AER, researchers often use techniques
that involve analyzing the spectrogram of the speech signal.

As an example, happiness can be defined via higher pitch, greater energy, faster
speech rate, and more positive - varied and lively - intonation, lower vocal tension;
anger is distinguished via higher pitch, greater energy, faster speech rate, and negative
- sharp and intense – intonation, higher vocal tension. There are other acoustic systems
exist that can define emotions more precisely with much more parameters, which was
not appropriate for our session with user involvement.

The last channel for getting information about the person’s emotion we considered
during this session is verbal communication. Sentiment analysis is an NLP (Natural
Language Processing) technique that categorizes textual inputs into positive, negative, or
neutral sentiment. LargeLanguageModels (LLM) [5] can detect a quite impressive range
of emotions like joy, anger, sadness, far beyond only basic emotions. The challenges in
the verbal emotion analysis is that emotions expressed in phrases can be highly context-
dependent. Analyzing the context in which certain words or phrases are used can help
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determine the intended emotion. For instance, “I’m so excited to see you!” expresses
happiness, while “I’m excited to be done with this” may indicate relief.

Fig. 3. Example of a template used during the session for the definition of emotions (page1/2)
with concluding reflection.

During this breakout session we also considered our prototype of the negotiation
simulator as a practical example, where a CUI used in a negotiation simulator benefits
from understanding emotions, leading to more authentic interactions.

After this theoretical introduction of different capabilities in emotion definition, the
participants were engaged in a practical exercise (Fig. 3). To understand the challenges
and perspectives of emotion digitalization, the participants were first asked to define
emotions as formal as possible with the techniques introduced in the theoretical part
of the workshop. We proposed to choose non-trivial emotions randomly for each small
group. The group discussed which cues define this emotion by defining FACS, AER,
body posture, typical verbal expressions. We collected several templates filled with the
inputs from the session participants with emotion definitions and feedback about the
challenges in the emotion definition (Fig. 4).

At the end of this session, we explored the potentials of emotions definition for CUI,
how they can enhance user experiences, which interaction scenarios would benefit from
emotional interface recognizing emotions from the user.
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Fig. 4. Example of a result of a group exercise – definition of Excitement.

6 Findings from the Workshops Analysis

From the workshops we gathered that effective CUIs must transcend mere textual under-
standing to include emotional intelligence. Participants showed a strong preference for
avatars with relatable personalities, highlighting the need for empathic computing in
CUI design. Incorporating emotions into UI enhances user experiences. However, it also
presents challenges. Analysis of the workshops’ feedback revealed key aspects:

• Avatar Personalities and Scenarios: Users were more engaged with avatars that dis-
played coherent emotional traits, suggesting that personality-infused avatars enhance
user experience. On the other hand, it was discovered that the personality definition
for the counterpart in the CUI settings can be a challenging activity: there are many
ways to define realistic personalities, and the end user may not know classifications
used by professionals like psychologists.

• Prompt Engineering: The selection and design of prompts critically influence user
interaction. Thoughtfully crafted prompts lead to more natural and emotionally res-
onant conversations. Although we unveiled that it can be sometimes confusing for
the user when they define scenarios for CUI to distinguish between what are settings
for the counterpart behavior and what are targets for students. The participants got
awareness of the need for the expert knowledge to be incorporated into the definition
of specific scenarios. Excessive and precise prompts have to be defined for the proper
responses of the counterpart to provide real value for the user.
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• Emotion Recognition Technologies: emotion definition systems like FACS and AER
were shown to be effective for the fine-tuning of emotions identification in addition to
the existing techniques with Machine Learning. It was discussed that only the com-
bination of inputs from different sources (face, body, voice, verbal inputs, potentially
also other) can predict emotions with the level of accuracy close or even better than
emotion recognition by humans.

• Cultural and Contextual Challenges: Recognizing emotions across different cultures
and contexts remains a challenge, underscoring the need for adaptable and sensi-
tive CUI systems. It is relatively easy to define basic emotions, while the expres-
sion of other emotions can strongly depend on the cultural background and personal
experience.

In summary, the intersection of these elements represents a turning point in the evolu-
tion of human-technology interaction. This research empowers us to create connections
that bridge the gap between man and machine, while also providing tools that put cre-
ative power in the hands of many. As we move forward, we should harness the potential
of these advances to shape a world where technology not only understands us, but also
resonates with our emotions and aspirations.

7 Discussion on the Potentials of Empathic Computing for CUI

The integration of empathic computing opens new possibilities for more nuanced and
human-centric interactions between users and technology. As it was discussed with the
participants of the workshops, this approach can transform various domains by enabling
more personalized and emotionally intelligent interactions. Different scenarios were
discovered and described during the first workshop:

• Customer Service: Empathic CUIs can personalize customer interactions, making
them more efficient and satisfactory. By understanding and responding to customer
emotions, these interfaces can handle queries more effectively, leading to improved
customer loyalty and engagement.

• Healthcare: In healthcare, empathic interfaces can provide support and information
in a more compassionate manner. They can be particularly helpful in mental health
applications, where understanding and responding to emotional cues are crucial.

• Education: For education, empathic computing can create more adaptive learning
environments. By recognizing the emotional state of learners, educational software
can adjust the difficulty level and presentation style, enhancing engagement and
learning outcomes.

• Entertainment: In the entertainment industry, empathic CUIs can offer more immer-
sive and interactive experiences, tailoring content to the emotional state of the user,
thus enhancing the overall user experience

These applications highlight the transformative potential of empathic computing in
making technology more responsive, intuitive, and aligned with human emotions and
needs. This shift towards emotionally intelligent interfaces is not just a technological
advancement but also a step towards more humane and user-centric computing.

During our research we also encountered several challenges and limitations:
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• Cultural Variability: Emotions are expressed and interpreted differently across cul-
tures. Our models faced challenges in accurately recognizing and responding to such
diverse emotional expressions.

• Technological Constraints: Current emotion recognition technologies, while
advanced, are not infallible. Misinterpretations of emotional cues, in particular if
some channels are not available for CUI (e.g. if the camera is switched off), can lead
to inappropriate responses by the application.

• Data Privacy and Ethical Concerns: Collecting and analyzing emotional data raises
significant privacy and ethical issues, requiring careful consideration and robust data
protection measures. This will lead to burdens for the development and prototypical
experiments with such types of CUI, arose from the legal and ethical requirements.

• Contextual Understanding: The CUIs’ ability to understand the context of interac-
tions is currently limited, affecting the accuracy of emotional interpretations. More
research on contextual analysis is required that may invoke essential complexity of
the algorithm and inappropriately low performance of the interaction.

To overcome current limitations and advance the field of empathic computing in
HCI, future research could focus on several key areas:

• Advanced Cross-Cultural Emotion Recognition: Research is needed to develop more
sophisticated algorithms that can accurately interpret emotions across different cul-
tures or recognizing social characteristics of the users to derive his/her specific emo-
tion expression. This includes studying non-verbal cues in various cultural contexts
and integrating these insights into CUIs.

• Enhanced Contextual Understanding: Further research should aim at improving the
contextual awareness of CUIs. This involves developing algorithms capable of under-
standing complex language nuances such as sarcasm, idioms, and indirect speech.
It may also include refined computer vision solutions that recognize surrounding
environment that can also influence the way the user responses.

• Privacy-Preserving Emotional Data Analysis: Investigating methods for collecting
and analyzing emotional data while respecting user privacy is crucial. Research could
explore anonymization techniques and user consent models.

• Ethical Frameworks for Emotion AI: Establishing ethical guidelines and frameworks
for the development and deployment of empathic computing systems is essential to
address concerns about emotional manipulation and user autonomy.

• Multimodal Emotion Detection Technologies: Exploringmultimodal approaches that
combine facial and body expressions, voice intonations, textual analysis with fur-
ther channels of information, e.g. physiological markers, for more accurate emotion
recognition can be a significant area of research.

• Longitudinal Studies onUser Interaction: Conducting long-term studies on how users
interact with empathic CUIs over time would provide valuable insights into their
effectiveness and areas for improvement.

These research directions can help in creating more nuanced, culturally sensitive,
and ethically sound empathic CUIs, paving the way for their broader application and
acceptance.
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8 Conclusion

Our research on Emotionally Intelligent Conversational User Interfaces marks a signifi-
cant step in the evolution of HCI, bridging the gap between technology and human emo-
tions. Our workshops and user studies have shown the potential of empathic computing
in creating more intuitive and emotionally resonant interactions. They also created the
awareness about the capabilities and intricacies of digitalization of the human emotions
and empathy. While challenges such as cultural variability and technological constraints
exist, they open avenues for future research. The integration of empathic elements into
CUIs promises to enhance user experience across various domains, making technology
not only more efficient but also more attuned to human needs and emotions.

Disclosure of Interests. The authors are employees of the company siemens ag and own
employee stocks in this company.
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