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Preface

The 23rd Wuhan International Conference on E-Business (WHICEB), an AIS-affiliated
annual conference, took place from May 24 to 26,2024, in Wuhan, China. The conference
hosts were the School of Economics and Management, China University of Geosciences,
Wauhan, China, and Baden-Wiirttemberg Cooperative State University Heidenheim, Hei-
denheim, Germany. The organizers were The Center for International Cooperation in
E-Business, China University of Geosciences, Wuhan, China, the School of Information
Management, Wuhan University, China, and the College of Business Administration,
Ningbo University of Finance & Economics, China. The conference was sponsored by
the Association for Information Systems (AIS), the China Association for Information
Systems (CNAIS), the China Information Economics Society, and Wuhan University of
Communication.

WHICESB is dedicated to advancing scholarly research and fostering networking
opportunities within the e-business sector and related fields. Our goal is to catalyze aca-
demic inquiry and business innovation by facilitating discussions on e-business, global
finance, and the imperative for ongoing innovation. This conference aims to showcase
cutting-edge research, solutions, and methodologies that leverage the Internet as a pow-
erful tool for global commerce. The digital age presents a myriad of challenges, from
technological hurdles to behavioral adaptations, marketing strategies to data analytics,
and concerns over efficacy to security. In recent years, the ABCD Technology—big
data, cloud computing, artificial intelligence, and blockchain—has sparked a new wave
of innovation across manufacturing, business, education, and personal life sectors. This
digital and intelligent transformation is paving the way for a novel digital economy
growth model, redefining “Internet Plus” applications, and enabling businesses to rein-
vent their models from the ground up. In response to this digital and intelligent trend,
companies are actively engaging with new challenges, thereby generating numerous
research opportunities.

This year’s conference theme, “New Challenges and Opportunities for a Digital-
Enabled Intelligent Future,” is designed to ignite robust academic and corporate engage-
ment by integrating e-business and information technology in our increasingly digital and
intelligent landscape, alongside fresh insights and discoveries in service, marketing, and
operational management reform. The conference sought to highlight groundbreaking
scientific research in fields enabled by artificial intelligence, foster cross-disciplinary
studies, and share experiences from various nations and regions. These proceedings
encompass 16 tracks and will be indexed appropriately. The selected best papers from
the proceedings will be recommended to international academic journals including but
not limited to the following: Electronic Commerce Research and Applications, Elec-
tronic Markets, Electronic Commerce Research, Internet Research, Journal of Organi-
zational and End User Computing, Journal of Information & Knowledge Management,
International Journal of Networking and Virtual Organizations, and Journal of Systems
and Information Technology.



vi Preface

The research papers in these proceedings went through a double-blind peer review
process. Papers were accepted based upon a clear research methodology and contribu-
tions to the knowledge of e-business including but not limited to case studies, exper-
iments, simulations, and surveys. The efforts made by our track chairs in reviewing
submissions are really appreciated, which ensures the quality of the proceedings. On
behalf of the conference organization, we thank them for their professional diligence.
They are: Xing Wan, Jiangnan Qiu, and Lin Jia, Advancing Digital Education; Inno-
vations, Challenges, and Opportunities; Yaobin Lu, Ling Zhao, and Jiang Wu, Artificial
Intelligence & IoT(AloT) Enabled Business Innovation; Yi Wang, Yuan Sun, and Si Shi,
Artificial Intelligence and New Ways of Working; Guoyin Jiang, Xiaodong Feng, and
Wenping Liu, Computing and Complexity in Digital Platforms; Dongxiao Gu, Jia Li,
and Yiming Zhao, Data Science and Smart Social Governance; Zhongyun (Phil) Zhou,
Yonggiang Sun, and Xiao-Ling Jin, Digital Enablement and Digital Governance; Xiaobo
(Bob) Xu, Weiyong Zhang, and Fei Ma, Digital Innovation and Social Impact; Ping
Wang, Xiuyan Shao, and Cong Cao, Disruptive Technologies and Digital Transforma-
tion; Xiaoling Li, Lu Wang, and Qing Huang, E-business Strategy & Online Marketing;
Rong Du, Hongpeng Wang, and Peng Wang, Emerging e-Commerce Initiatives Enabled
by Advanced Technologies; Shaobo Wei, Xiayu Chen, and Hua Liu, Emerging Tech-
nologies and Social Commerce; Nannan Xi, Hongxiu Li, Juho Hamari, and Juan Chen,
Engaging Technologies; Zhaohua Deng, Tailai Wu, and Jia Li, Healthcare Service and
IT Management; Haichao Zheng, Yuxiang Zhao, and Bin Zhu, Human-Computer/Al
Interactions; Hefu Liu, Meng Chen, and Zhao Cai, Information Systems and Opera-
tions Management; Zhao Du, Ruoxin Zhou, and Shan Wang, Transformative Digital
Innovations: Education, Sports, and Entertainment.

This year, we received a total of 354 submissions, from which 107 papers successfully
secured acceptance for publication. This results in an acceptance rate of approximately
30.79%. Our proceedings are structured across three volumes. Each paper included
in these volumes has undergone a rigorous review process, involving a minimum of
three double-blind reviews conducted by members of the Program Committee. Again,
we express our sincere appreciation to all members of the Program Committee for
their invaluable contributions, unwavering support, and dedicated efforts throughout
this process.

April 2024 Yiliu Paul Tu
Maomao Chi
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Abstract. This paper investigates two different promotion strategies of e-
commerce platforms, i.e., the cross-store discount strategy and the purchase sub-
sidy strategy. We take the additional utility and the degree of merchant concessions
on price under the cross-store discount strategy into account and analyze how they
affect platforms’ optimal promotion strategy. Result shows that the additional util-
ity is the determining factor of platforms’ strategy choice. More precisely, when
the two platforms adopt different promotion strategies, only when the additional
utility is greater than a certain threshold may adopting the cross-store discount
strategy bring more profits, and the threshold of the additional utility depends on
promotion costs and the degree of merchant concessions on price. When the two
platforms adopt the same promotion strategy, without the consideration of pro-
motion costs, adopting the cross-store discount strategy simultaneously can make
the platforms more profitable. In addition, whether a platform should change its
promotion strategy depends on the value of the additional utility under the cross-
store discount strategy. When the value of that utility is within a certain interval,
both the platforms tend to maintain their original promotion strategy.

Keywords: E-commerce - Platform competition - Promotion strategy -
Two-sided market

1 Introduction

During the Double 11 shopping festival in China, e-commerce platforms usually come
up with various promotion strategies to attract consumers. Online merchants often par-
ticipate in promotion plans of the platform to achieve higher sales volume. For example,
the cross-store discount strategy is a promotion strategy first proposed by Taobao, and it
has been widely adopted by e-commerce platforms. Under this strategy, consumers could
buy products from different online merchants participating in the promotion activity of
the platform, and when the total consumption amount exceeds a certain threshold, they
get discounts. For instance, consumers get a 50 RMB price reduction for every 300 RMB
they pay. This strategy helps the merchants varying across categories, brands and shops
to achieve their sales goals. However, it may have a negative effect on the consumers
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whose consumption amount doesn’t reach the threshold or are tired of searching for
other items on the platform to reach the threshold.

Although the cross-store discount strategy has been adopted by many e-commerce
platforms, some other e-commerce platforms such as Pinduoduo opts for a more direct
promotion strategy, i.e., the purchase discount strategy. Under this strategy, the e-
commerce platform directly subsidizes consumers purchasing products so that con-
sumers need to pay less. Although consumers’ direct perception of the promotion strength
of the purchase discount strategy is weaker compared to that of the cross-store discount
strategy, consumers can get direct discounts in the simplest way, which helps to attract
consumers.

Considering the pros and cons of the above two promotion strategies, i.e., the cross-
store discount strategy is more budget-friendly and the purchase subsidy strategy is
easier to operate, this paper investigates the impact of different promotion strategies on
the pricing decisions and profits of e-commerce platforms. Specifically, on the basis
of the two-sided market theory, whether and when a promotion strategy outweighs the
other strategy will be analyzed.

The rest of this paper is organized as follows. Section 2 presents the literature
review. Section 3 describes the model setup. Section 4 presents the equilibrium results
of the model, and Sect. 5 analyzes and compares the equilibrium results under the
two promotion strategies. Section 6 concludes the paper and provides some managerial
implications.

2 Literature Review

There is a number of research that addresses the issue of promotion strategies in the
field of e-commerce. Many scholars have studied a variety of promotional strategies.
Li et al. [1] explored the effect of hidden-price promotions on consumers’ purchase
behaviors. Song et al. [2] studied the optimal price strategy for the retailers under the
cross-store full-reduction promotion mode with the consideration of speculative con-
sumers. Wang and Zhou [3] explored the impact of e-commerce platform collocation
discount activities on the pricing strategies of dual-channel suppliers and retailers, and
the results showed that the increases in discounts didn’t lead to the increases in profits.
Some other scholars have compared different promotional strategies. Zhang et al. [4]
constructed two price promotion models of price discounts and cash coupons, and took
the merchant’s advertisement investment decision into consideration to explore the opti-
mal price promotion strategy of the platform. Wu et al. [5] analyzed trade promotions
under demand disruption. Three trade promotion types, i.e., off-invoice, scan-back, and
revenue-sharing, were examined, and the optimal promotion decisions were derived for
each strategy. Tong et al. [6] built a three-level hierarchical promotion structure and
evaluated the impact of different platform promotions on sales and conversion rate.
The above literature examines promotional strategies in a non-competitive context,
however, as an important measure to stimulate consumption, the promotion strategy is
also an important competitive approach. Li and Zhou [7] examined a sustainable sup-
plier’s price discount strategy in a competitive environment. Bauner et al. [8] established
a game model between a manufacturer and a retailer owning his own label, and explored
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the coupon placement strategy when they competed. Huang and Bai [9] examined the
context in a supply chain with one leading manufacturer and two competing retailers and
studied the cooperative promotion problem in the presence of the promotion reference
effect. Shang et al. [10] constructed the consumer demand model of competitive mer-
chants under the decision of points and cash rebate, and studied the optimal pricing and
rebate strategies of two competitive merchants. Jiang et al. [11] considered two compet-
ing sellers selling on an online marketplace and examined the sellers’ promotion choice
equilibrium strategy and the optimal rebate value for the sellers and platform operator.
Li et al. [12] investigated the role of coupons on pricing and channel competition by
introducing a game model that included three coupon issuing patterns in the context of
dual-channel supply chain.

To sum up, most of the above studies examined different promotion strategies from
the perspective of supply chain structure, while this paper applies the two-sided market
theory and the utility theory to explore the optimal promotion strategy for e-commerce
platforms. In addition, the above literature only considered the positive effects that the
promotion strategies bring about without considering the negative effects that it may
simultaneously have on consumers, which have been comprehensively considered by
this paper and modelled in consumer’s utility so that the impact of this factor on the
e-commerce platform’s optimal promotion strategy could be analyzed.

3 Models and Assumptions

3.1 Platforms

We assume that there exist two competing e-commerce platforms, 1 and 2, which are
horizontally differentiated and located on the two extremes of each of the two Hotelling
lines (faced by the consumers and the merchants) [13, 14]. In order to attract more
consumers, e-commerce platforms often hold promotion activities. The purchase sub-
sidy strategy enables consumers to buy goods at a lower price, such as the 10 billion
subsidy activity of the Pinduoduo, and the amount of the subsidy is usually funded by
the platform. Another strategy is the cross-store discount strategy, which means that
consumers can consume in different shops and have a certain amount of price reduction
when the total amount is greater than a certain threshold, and it has been adopted by
many e-commerce platforms such as Taobao, J.D., and Xiaohongshu. This promotion
activity is often organized jointly by platforms and merchants, and promotion costs are
usually shared between them.

We assume that e-commerce platforms charge merchants’ entry fees but don’t charge
consumers, which corresponds to the practice of most e-commerce platforms. Assuming
that platform i’s entry price for merchants is pg;, and the platform can choose only one
promotion strategy. Since we focus on the impact of the two types of promotion strategies
from the perspective of consumer’s utility, to simplify the analysis, we assume that the
costs of implementing promotion strategies are fixed and are respectively ¢, and ¢, (the
subscripts ¢ and p are represented by m). Therefore, the platform i’s profit is:

L= Psillsi — Cm (D
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3.2 Consumers

Consumers are uniformly distributed along the Hotelling line. Depending on the location
on the Hotelling line, a consumer may incur a mismatch cost ¢ per unit of distance
traveled. Put differently, t reflects the strength of consumers’ brand preferences toward
the two platforms. Usually, consumers only choose one platform to purchase a certain sort
of products in a single period [15], as such, we assume that consumers are single-homing.
In general, the cross-store discount strategy is more budge-friendly, however, when
consumers are tired of searching for products in different online stores, this strategy may
bring negative effects. Assuming that platform 1 adopts the purchase subsidy strategy and
platform 2 adopts the cross-store discount strategy, we express the utility of consumers
joining these two platforms as

up| = Vi + aphs) — po — x 2)

upy = v2 +vo +apng —po — (1 —x) 3

v; is the basic utility that consumers getting from purchasing the product, and only
depends on the quality of the product itself. Due to the small difference among similar
products, we assume that vi = vy = v [15]. o is the network effect of merchants on
consumers, and it originates from the inherent characteristics of two-sided platforms. vq
is the additional utility of joining platform 2; when consumers are willing to search for
products in different shops, they can obtain additional utility due to the greater discount.
In this case, vq is positive. When consumers are unwilling to consolidate orders across
different shops, this strategy will bring them negative utility, and in this case v¢ is negative
[16]. po is the price of products after the platform adopts promotion strategies. Since
we focus on the changes in consumers’ utility under different promotion strategies, we
assume that pp remains unchanged and is an exogenous variable.

3.3 Merchants

Similar to consumers, we assume that merchants are also uniformly distributed on a
Hotelling line as the e-commerce platforms are horizontally differentiated from mer-
chants’ perspective. Merchants’ transportation cost per unit of distance is also given
by ¢, which reflects a match between a merchant and a platform that are independent
of the consumer base. In order to simplify the analysis, we assume that merchants are
single-homing. In reality, except for large companies and sellers, most of the merchants
are small, which are individual merchants and only join one platform. Since the pricing
of products is not the focus of this paper and the pricing of similar products on different
platforms does not vary significantly, we assume that the original price of products is
p, and it is an exogenous variable. When adopting the subsidy strategy, merchants pay
no costs and still sell the product at price p. However, when adopting the cross-store
discount strategy, merchants have to surrender part of profit to consumers based on the
rules set by the platform. To simplify the analysis, we use price discounts to denote
merchants’ concessions on profit and assume that they sell the products at the price 6p
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(1 > 6 > 0), the smaller 6 is, the greater the concession is. The utilities of merchants
joining these two platforms are:

U] = Qglp] + Np1P — Ps1 — 1Y €

Uy = asnp2 + no20p — psp —1(1 —y) )

o 1s the network effect of consumers on merchants.
The notations involved in the model is listed in Table 1.

Table 1. Parameter and Decision Variables

Symbol Definition

Vi Consumers’ intrinsic utility of accessing platform i (i = 1,2)
aj Network effects of one side on the other side j (j = b,s)

0 Degree of merchant concessions on price

Vo Additional utility brought by the cross-store discount strategy
t Unit misfit cost of consumers and merchants

Do Price of products after the platform adopts promotion strategies
p Original price of products

Cm Implementation cost of promotion strategy m (m = p,c)

Dsi Merchants’ entry price set by platform i (i = 1,2)

i Number of merchants participating in platform i (i = 1,2)

i Number of consumers participating in platform i (i = 1,2)

4 Equilibrium Results Solving

In this section, we consider different scenarios, i.e., the scenarios where two platforms
adopt different strategies and both platforms adopt the purchase subsidy strategy or
cross-store discount strategy. Referring to Bakos and Halaburda [17] and for simplicity,
we assume ¢ = 1. In order to guarantee the existence of the optimal solutions, the
parameters need to satisfy the following condition: p < %.

The sequence of the game is as follows. On stage 1, platforms announce their pro-
motion strategies simultaneously. On stage 2, the two platforms announce prices simul-
taneously after observing each other’s promotion strategy choices. Lastly, on stage 3,

both consumers and merchants make participation decisions.

4.1 Adopting Different Strategies

We denote this scenario with the superscript “PC”. The consumers’ utility indifference

point x satisfies: uflc = ufzc . With the assumption of rational expectations, nflc =
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PC . e .
nf;fe =X, nfzc =n, =1-nx Similarly, the merchants utility indifference point y
satisfies: ufC = ulC, and nPC = nf¢ =y, nfF = nf¢ = 1 —y. On this basis, we

obtain the numbers of consumers and merchants partlcipating in the two platforms:

WP —1 4+ vy + ap(p + ps1 — ps2 + )

= 6
"l —2 +ap(p + po + 2a) ©
WP — —1 —vo+ap(p — ps1 +ps2 + )

Ny = @)

=2+ ap(p + po + 2ay)

WPC =24+ p(=1+40) +2ps1 —2ps2 + (vo + ) (p + pO + 205) ®)
st = —4 4+ 2a;,(p + pb + 2ay)

SPC —2+p—pb —2ps1 +2psr — (vo — ap) (p + pd + 2a) ©)
2 —4 + 2a,(p + pb + 2a4)

Using backward induction, the entry prices for merchants to join the two platforms are
obtained:

pc __ 6+p—po— (vo+3ap)(p+po + 2a)

Ps1 = 6 (10)
pc 6 —=p+po+ (o —3ap)(p+ pb + 20a)
Py = 6 (11)
Proposition 1. ?—SO‘ <0, ?—Sg > 0;whenvg > —1—3a;, 5 3”“ < 0,whenvg < 3ap—1,
T <o.

Proposition 1 reflects the trend of the equilibrium pricing for merchants with respect
to certain parameters. Platform 1’s entry price decreases as v increases, platform 2’s
entry price increases as v increases. This occurs because when vg increases, the utility
of consumers participating in platform 2 increases, with the impact of network effects,
the number of merchants participating in the platform also increases, and the bargaining
power of platform 2 increases. In contrast, platform 1 needs to cut down its price to
attract more merchants.

When vg > —1 — 3y, platform 1’s entry price decreases as 6 increases, and when
vo < 3ap — 1, platform 2’s entry price decreases as 6 increases. When vy is not very
small, the disutility brought by cross-store discount is limited. With the increase of 6, the
utility of merchants participating in platform 2 increases, the competitive disadvantage of
platform 2 decreases, thus platform 1 can cut down its price to enhance its competitive
advantage. When v is not very large, the cross-store discount imposes little positive
effect to consumers. Even if 6 increases, platform 2 is still at a competitive disadvantage
and have to cut down its entry price to attract more merchants.

Substituting Eqgs. (10) and (11) into Egs. (6)—(9) to get the number of consumers and
merchants participating in the platform:

b _ =3+ ap(p +2p0 +3ay) = vo(=3 + ap(p+ ph +201))

Ny = (12)
3(—=2 + pap + playp + 2apoy)
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pc _ —6+p(=1+0)+ (vo + 3p)(p + po + 20ty)

sl — 13)

6(=2 + pay + pOoy + 2apa)
JPC 34+ ap(p2+0) + 3as) +vo(—3 + ap(p + po + 2a)) (14)

» 3(=2 + pay + pOay, + 2apas)
WPC _ —6+p—pb — (vo —3ap)(p + po + 20) (15)

2 6(—2 + pay + pbay + 2apa)

Then we obtain the profits of the two platforms:
ppe _ (S6+p(=140) + (o +30)(p +p0 +209)) 16)
1 36(2 — ap(p + pb + 2ay)) !
6+p(—1+86 -3 0 + 2a5))?

e 6FPC1E0) + (0= 3a)(p 1o+ 207 an

362 —ap(p + po + 2ay))

Proposition 2. (1) 52 < 0, Jb < 0; 522 > 0, 512 > 0.(2) whenvg > —1 43 (p+
anp dng dnpy ang . b
o), 20 < 0, o < 0, 50 > 0, 2 > 0.(3) g < 0, e > 0.

The first part of Proposition 2 indicates that with the increase of vg, the number of
consumers and merchants participating in platform 1 decreases, while the number of
consumers and merchants participating in platform 2 increases. This occurs because vy
stands for the additional utility brought by the cross-store discount strategy, and thus
if vo increases, the utility of consumers participating in platform 2 increases, and the
number of consumers participating in the platform also increases. With the impact of
network effects, the number of merchants participating in the platform also increases.
Since both consumers and merchants are single-homing, the number of consumers and
merchants participating in platform 1 is subsequently reduced.

The second part of Proposition 2 shows that when v > —1 4« (p + ), the number
of consumers and merchants participating in platform 1 decreases as 6 increases, while
the number of those participating in platform 2 increases as 6 increases. When vy is
greater than this threshold, the disutility brought by cross-store discount is limited, and
the number of consumers participating in the platform is not greatly affected by it.
As 6 increases, the utility of merchants participating in platform 2 increases, thus the
number of merchants also increases. Under the influence of network effects, the number
of consumers also increases. Correspondingly, the number of consumers and merchants
participating in platform 1 decreases since both of them are single-homing.

The last part of Proposition 2 demonstrates that regardless of whether v is positive
or negative, the profit of platform 1 decreases as v¢ increases, while the profit of platform
2 increases as vg increases. As v increases, the number of merchants participating in
platform 2 increases, and the entry price also increases, therefore, the profit of platform
2 increases. The influence of vy on platform 1 is opposite to that on platform 2.
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4.2 Adopting the Same Strategies

When both platforms adopt a subsidy strategy, we denote this scenario with the super-
script “PP”. The utility indifference points of both side of users satisfy the following
equations:

v+opngg —po—Xx=Vv+apng —po— (1 —x) (18)

QsNp| + Np1p — Psi — 1y = oshp2 + nppp — ps2 — (1 —y) (19)

When both platforms adopt the cross-store discount strategy, we denote this scenario
with the superscript “CC”. The utility indifference points of both side of users satisfy
the following equations:

v+vo+aphst —po—x =v+vo+apngg —po — (1 —x) (20)

Qsnp| + Np10p — ps1 — 1y = shpy + np20p — ps2 — (1 —y) (21

Similar to Sect. 4.1, using backward induction, the equilibrium results of these two
situations are obtained (Table 2):

Table 2. Equilibrium results

Purchase Subsidy strategy Cross-store discount strategy
mo = 5 = s =
o =l =) nC=nE =}
psi Pl =p = 1—ap(p+a) P =pS =1 - ap(ph + ay)
I; l{’P — lé’P — 1_‘xb(2[7+0‘x) — ¢ llcc — 12CC - l_ab([279+0lx) —ce

When the two platforms adopt the same strategy, the competition between them is
evenly matched, and the equilibrium results of the two platforms are the same. Since
the comparison between the two different strategies is the focus of this research, we will
only compare platforms’ profits in different situations in next section to analyze when a
platform is likely to adopt another platform’s promotion strategy.

5 Comparison of Equilibrium Results

5.1 Adopting Different Strategies

In the following content, we will compare the equilibrium results in the scenario
where the two platforms adopt different strategies and explore which strategy can bring
platforms more profits.
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Proposition 3: When vg is greater than a certain threshold, platform 2 gains more
profits.

. . —ph— 0-+2015)+3(co—
Proposition 3 is proven that [F¢ — [F€ = 2P A ;L o) $3(e—¢p)

p—pO+3(cc—cp) . . . . .
i the equation is negative. In other words, when vy is greater than a certain

threshold, platform 2 can obtain more profits. In this situation, the number of merchants

participating in platform 2 and the entry price of platform 2 both overwhelm those of

PC _  PC _ p(=140)+vo(p+po+205) _PC _ PC _ p—pd—vo(p+po+2as)
platform 1. n" —ny” = S0 0 i taay o Pst P2 = 3 » When
po

Vo > m, the two equations are negative simultaneously.

Proposition 3 is explained that when v is large enough, consumers tend to join
platform 2, and merchants will also join platform 2 under the influence of network
effects. Meanwhile, in order to attract more merchants, platform 1 will cut down its
price. With more merchants and the higher price, platform 2 gains more profits.

, when vg >

Corollary 1: When c. > cp, only if v is positive, platforms can gain more profits when
adopting the cross-store discount strategy.

It is easily proven that the critical value of the difference between the profits of the
two platforms vy = % is positive when ¢, > c¢,. Since the merchants have to
make concessions on price when platform 2 adopts the cross-store discount strategy, they
obtain smaller utility. Only when vy is positive, platform 2 can attract more consumers
with the advantage of vg, so as to make up for the loss of utility brought about by the
merchants’ concessions. And the threshold of vy and 6 is negatively correlated: the
smaller 0 is, the bigger vg is going to be. Therefore, when adopting the cross-store
discount strategy, the platform had better investigate the consumer’s attitude towards
this strategy in advance and correspondingly adjust the ratio of merchants’ concessions.
When the majority of consumers have a positive attitude, the adoption of the cross-store
discount strategy is more likely to make the platform more profitable.

5.2 Adopting the Same Strategies

In this part, we compare two scenarios where the platforms adopt the same promotion
strategy and analyze which strategy is more effective. Additionally, by comparing the
equilibrium profits in scenario “PC” with those in scenario “PP” and “CC”, we analyze
when a platform may change its own promotion strategy and adopt that of its rival
platform.

Proposition 4: When the two platforms adopt the same promotion strategies and the
implementation costs of the two promotion strategies are the same, adopting the cross-
store discount strategy simultaneously can make the platforms more profitable.

.- . —1+60 2(cc—¢
Proposition 4 is proven that [7F — [CC = POt =) when ¢, = c,,

€ < 0 always holds true.

When the two platforms adopt the same promotion strategies,vo no longer affects
platforms’ profits. In scenario “CC”, the merchants need to make concessions and the
utility they gain is smaller than that in scenario “PP”, thus the number of merchants
in scenario “CC” will be fewer theoretically. Consequently, the platform will increase

PP
1€ l

i
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the entry price for merchants to gain more profits. Since the consumer market has not
changed in both cases, the platform is more profitable in scenario “CC”.

Proposition 5: When vg is within a certain interval, both platforms tend to maintain

their original promotion strategy rather than adopt the other platform’s strategy.
Proposition 5 is proven that when vy < v, llD ¢ ZCC > 0; when vy > v,
B(p4+po+2a,)— 3f2A+C)( 2+ab([7+[79+20h))
(p+po+2a5)?

lfc — lfP > 0. Among which v; = , V) =

(=3(p+pO+2a)+3+v2B+C) (=240 (p+ph+2a4))

, and it can be concluded that vp — vi < 0.

(p+pf+2a,)?
(A = Q7+[79+20{A) (— 1+2(Cc_6p)+ab(]7+aa)) B — (P+I79+205s)2(—1+2(Cc—6‘p)+0lb(179+0ls))
—2+ap(p+pb+2a5) —2+4ap(p+po+2a;) i
C = p(— 1+0)(p+p9+2a5))
—2+ay, (p+po+2a;y)
|
............... v
0.1 ---.-.-.-...".'n-‘,,_.:_.. ......
e 1,7¢
I e Lre
e - /l.CC
014k ’iPP
V2 ettt
L —
C ' 0 Jl’ff o 3‘-3 0 Ul-f 1] J‘SQL:

Fig. 1. Platform profit under different scenarios (o, = 0.2; 05 = 0.2;60 = 0.8;p = 2.5; ¢ =
cp=0.1)

Based on Proposition 5, we plot Fig. 1 (ap = 0.2; 5, =0.2;0 =0.8;p =2.5; ¢, =
¢p = 0.1) to show the trends in platforms’ profit with respect to vp, and it’s consistent
with Proposition 2 and Proposition 5.

Based on Fig. 1, we plot Fig. 2 to more clearly reflect the optimal promotion strategy
of the platforms in different scenarios. The figure shows that when vy is lower than a
certain threshold, platform 1 tends to maintain the purchase subsidy strategy. When vy
is greater than a certain threshold, platform 2 tends to maintain the cross-store discount
strategy. More precisely, whenv, < vy < v, both platform 1 and platform 2 will main-
tain their original promotion strategy. When v < v, both of them tend to adopt the
purchase subsidy strategy. When vy < vq, both of them tend to adopt the cross-store
discount strategy.
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- F ] PC_ jCC
PP pC! cc ] I >
1 1L,PC 5 PP
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Fig. 2. Optimal promotion strategy (o, = 0.2; a5 = 0.2;60 = 0.8; p =2.5;cc = ¢p =0.1)

6 Conclusion

Promotion is an important approach for e-commerce platforms to attract consumers.
This paper analyzes the impact of two different promotion strategies on the platforms
using the two-sided market theory. We find that the platform’s promotion strategy choice
is jointly determined by the additional utility and the degree of merchant concessions
on price under the cross-store discount strategy. More precisely, when the two platforms
adopt different promotion strategies, only when vgp > 0 may adopting the cross-store
discount strategy bring more profits, and the threshold of vy depends on 8. When the two
platforms adopt the same promotion strategy, adopting the cross-store discount strategy
simultaneously can make the platforms more profitable.

In addition, we find that whether the platform should change its promotion strategy
depends on vg the value of vo. When vg is within a certain interval, both platforms
tend to maintain their original promotion strategy. When vy is greater than the interval,
both platforms tend to adopt the cross-store discount strategy. When vy is less than the
interval, both platforms tend to adopt the purchase subsidy strategy. Consequently, before
making the choice of promotion strategies, it’s necessary for the platform to investigate
the consumers’ attitude towards the cross-store discount strategy in advance. When
the majority of consumers have a positive attitude, adopting the cross-store discount
strategy is more likely to be more profitable. Moreover, the platforms can flexibly adjust
the degree of merchant concessions on price based on the analysis of vg.Lastly, whether
a platform should change its promotion strategy depends on the value of the additional
utility. When it is below the threshold, platforms should not switch to another promotion
strategy even if their rival platforms can make more profits under this strategy.

In the future, we will extend this research in the following directions. First, we
assumed that platforms can either adopt the purchase subsidy or cross-store discount
strategy. However, an e-commerce platform in reality can adopt a hybrid of the two
strategies, which will be considered in the future. In addition, this paper didn’t consider
the situation where the promotion strategy is provided by merchants, which could be
further explored.
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Abstract. Location-based social networks (LBSN) have undergone rapid devel-
opment over the past decade, garnering extensive attention from scholars in var-
ious research domains. However, the current status and overarching trends in the
field of LBSN and relevant applications remain unclear, and key research hotspots
and keywords are yet to be distinctly identified. This bibliometric study delves
into the expansive realm of LBSN, uncovering research trends and future chal-
lenges. This study aims to address these issues by analyzing 1,099 high-quality
articles from the Web of Science database between 2010 and 2023, and the analyt-
ical tools are CiteSpace and VOSviewer. The study unveiled pressing challenges
confronting LBSN research, such as privacy concerns, the integration of emerg-
ing technologies, and the imperative for interdisciplinary collaboration. These
challenges present promising opportunities for future exploration and innovation
within the LBSN domain. As aroadmap for future research endeavors, this analysis
guides researchers to Supporting socially marginalized communities, discovering
and preventing of public health issues, and integrating and organizing multimodal
geographic information.

Keywords: bibliometric analysis - Location-based social network - Geo-social
network - Geo-privacy - smart city

1 Introduction

The latest decade witnessed the soaring development of location-based social networks
(LBSNs) [1, 2]. LBSN integrates geographical location information and social inter-
actions with the ubiquity of GPS-equipped intelligent mobile terminals [3]. LBSNs
integrate geographical location information and social interactions to provide users with
personalized location services and social experiences, fostering information sharing
and communication with geographic awareness. Nowadays, LBSNs and corresponding
applications, like location-based social media, play a crucial role in e-commerce pro-
cess by facilitating personalized recommendations, targeted marketing, real-time com-
munication, and online-offline interaction [4] through precise location information and
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social interactions, thereby enhancing user experience and data-driven effectiveness of
e-commerce operations.

In addition to its successful applications in business, Location-Based Social Net-
works (LBSN) also provides a unique perspective for research, attracting scholars from
various fields around the world. Firstly, LBSN integrates social interaction with geo-
graphic spatial information, enabling researchers to delve into user behaviors and rela-
tionships within geographical contexts [5]. This comprehensive research approach not
only expands our understanding of social networks but also enriches the applications in
geographic information science [6] and social network research, injecting new vitality
into these domains. Secondly, LBSN emphasizes a personalized and customized research
orientation. By analyzing user behavior in specific geographic locations, researchers
can gain deeper insights into individual needs, preferences, and social patterns [7].
This refined personalized research not only propels the development of personalized
recommendation systems and location-based services but also provides more effective
solutions for sectors such as business, social interactions, and health. Furthermore, the
research content of LBSN is remarkably diverse, encompassing various domains from
geographic location recommendation and social network analysis to urban planning.
This diversity allows LBSN to not only meet the academic community’s need for in-
depth exploration of complex social systems but also offer innovative applications and
solutions for industries.

The rapid development of theories and practices related to the location-based social
network has not been comprehensively analyzed quantitatively and visually, encompass-
ing aspects such as main research themes, popular keywords, disciplinary distribution and
evolution, productive institutions, regional productivity, and their cooperation network.
Consequently, there is a need for a comprehensive review to systematically compile
the literature on LBSN. To address this, a bibliometric analysis, or science mapping,
is employed as an effective approach to illustrate the general state and trajectory of a
specific academic field.

In order to enhance the objectivity and comprehensiveness of this review and to iden-
tify major research orientations within the LBSNs and applications, a qualitative content
analysis was also performed on high-impact articles. This method is widely accepted
in contemporary bibliometric research [8]. The primary objective of this article is to
uncover the dynamics and trajectory of the literature through a mixed-method approach
involving both quantitative bibliometric review and qualitative content analysis.

2 Method

To improve the objectiveness and comprehensiveness of this study, we used a mixed
review method that involved both bibliometric analysis and content analysis of the
collected articles.

2.1 Research Process

Bibliometric analysis serves as a robust mapping tool for quantitatively evaluating scien-
tific production. In comparison to conventional narrative reviews, bibliometric analysis



A Bibliometric Analysis of Location-Based Social Networks and Applications 15

is considered more objective, offering a more effective demonstration of the dynamics
and trajectory within a specific research domain. To augment the comprehensiveness
and objectivity of this literature review, a qualitative content analysis was incorporated.
This research adhered to a six-stage process (refer to Fig. 1), an extension of previous
review studies [8, 9]. This section outlines the first three stages, while the subsequent
Sects. (3-5) elaborate on stages 4, 5, and 6, respectively.

2.2 Research Flow

Our study utilized the Web of Science database, chosen for its authoritative standing in
academia and comprehensive data relevant to bibliometric analysis. Within the Web of
Science, three renowned indexes (SCI-E, SSCI, and A&HCI) were specifically selected
to ensure the inclusion of references of high research quality. The search parameters were
set to ‘English’ as the language, and the document type was restricted to ‘Article.” Given
that the first impactful article on the subject of LBSN was published in 2010, the search
timespan was confined to the inclusive period between 2010 and 2023. Additionally, we
employed the advanced search function in the Web of Science, incorporating features
such as Topic Search (TS) and the Boolean operators ‘OR’ and ‘AND.’

Initially, an exploratory search was conducted to refine the search query. Based on the
preliminary findings, additional keywords related to LBSN and its extended themes of
geo, spatial, and mobile social network/media were identified. Subsequently, the search
query was revised by incorporating these newly identified keywords under relevant cat-
egories such as field terms and related terms. To further enhance searching precision,
multiple iterations of the search process were carried out, refining the query with each
iteration. The search process continued until saturation was reached, and no further rele-
vant keywords could be identified. The final search strategy involved the utilization of the
following keywords, specified as TS (Topic) = (“geo-social network*” OR “geosocial
media*” OR “geographical Social network®*” OR “Location-aware Social Network*”
OR “Location-based Social Network*” OR “‘Spatial Social Network*”) AND (“geoso-
cial media” OR “geo-social media” OR “geographical social media” OR “location-aware
social media” OR “location-based social media” OR “spatial social media”). This search
aimed to retrieve all archived documents containing relevant publications. The selected
publications encompassed those with the specified keywords or their close variants (indi-
cated by *), appearing in their titles, abstracts, or keywords. Information, including titles,
abstracts, keywords, authors, institutions, and cited references, was downloaded. The
bibliographic search yielded a total of 1,099 publications.

3 Results of Bibliometric Analysis

In order to unveil the overall state and dynamics of the LBSN domain, this section
presents the results obtained from bibliometric analysis. The analysis was conducted
using two widely accepted tools, namely CiteSpace and VOSviewer. Both of these
software applications are commonly employed in recent studies for their effectiveness
in visualizing and analyzing bibliometric data.
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3.1 Publications and Citations Analysis

Figure 2 illustrates the dynamics and trends observed in the collected articles from 2010
to 2023. Both the number of publications and their citations show a consistent increase
over time, indicating a growing research interest in the LBSN domain. A general upward
trend in publications is evident from 2010 to 2019, with 2019 being the most prolific
year with 164 articles published. Before 2013, only a limited number of articles were
published, and there was a brief decrease in publications in 2020. This apparent decline
may result from the COVID-19 pandemic. During the pandemic, people’s mobility has
greatly weakened, which means that their geographic location information may become
more centralized and stable [10], which may have an impact on LBSN analysis. Despite
fluctuations in publication rates, there is a consistent growth in citations, indicating a
sustained impact of the publications over time.

180

T T
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160 e
citations

140 4

120 4

100

publications
citations
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year

Fig. 1. Volume of publications and citations (2010-2023)

3.2 Productive and Highly Cited Journals

The bibliometric analysis reveals that the 1,099 articles are spread across 340 journals.
Table 1 presents the top 10 journals from this list, indicating that 24.02% of the articles
are published in these top 10 journals. To bolster the credibility of the study, the Impact
Factor (IF) and H-index are utilized as ranking criteria. Both metrics are widely accepted
for evaluating scientific production and research productivity [11]. The H-index, which
denotes that an author or journal has at most H papers cited at least H times, serves as a
crucial indicator for assessing the impact of authors or journals.

Analyzing the top 10 journals in LBSN research reveals interesting insights into
the scholarly landscape. As shown in Table 3, the ISPRS International Journal of Geo
Information leads with a remarkable 58 articles, showcasing prolific contributions to the
field. Notably, its citation count of 316 signifies substantial recognition and influence.
Despite amoderate Impact Factor (IF) of 3.4, the consistent output and impact distinguish
it as a prominent outlet for LBSN research. IEEE Access follows closely with 35 articles,
surpassing others in citation count (368). This suggests a focused and impactful presence
in LBSN literature, reaffirmed by a commendable IF of 3.9. The journal’s strategic
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balance between quantity and influence is evident, making it a noteworthy venue for
LBSN scholars. Meanwhile, IEEE Transactions on Knowledge and Data Engineering,
despite a smaller article count (34), boasts a high citation count of 156, underscoring the
journal’s emphasis on high-quality research. Its exceptional IF of 8.9 further cements
its reputation as a leading journal in the LBSN domain. In the realm of specialized
focus, Neurocomputing, with 23 articles, achieves a commendable citation count of 67,
indicating a dedicated readership. Its IF of 6 positions it as a recognized platform for
LBSN research, catering to the intersection of neuroscience and computing. These trends
are echoed in other journals like World Wide Web Internet and Web Information Systems,
Information Sciences, and ACM Transactions on Intelligent Systems and Technology.
Each journal’s unique balance of article output, citation impact, and IF contributes to
the rich tapestry of LBSN literature, reflecting the diverse avenues of exploration in this
dynamic field (Table 1).

Table 1. Productive and highly cited journals (top 10)

Journal Number of articles | Citation | IF (2022) | Proportion (Total)
ISPRS International 58 316 34 5.27

Journal of Geo

Information

IEEE Access 35 368 3.9 3.18

IEEE Transactions on 34 156 8.9 3.09

Knowledge and Data

Engineering

Neurocomputing 23 67 6 2.31

World Wide Web 22 102 3.7 2.00

Internet and Web
Information Systems

Information Sciences 20 118 8.1 1.82
ACM Transactions on 19 54 5 1.73
Intelligent Systems and

Technology

International Journal of | 18 112 5.7 1.64
Geographical

Information Science

Transactions in GIS 18 103 2.4 1.64
Electronics 17 67 2.9 1.55

Sub-sum 264 - - 24.02
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3.3 Productive Institutions and Cooperation

In VOSviewer, we conducted a co-authorship analysis based on organizational affil-
iations, setting the “Minimum number of documents of an organization” to 10. This
configuration revealed 32 interconnected research institutions in the visualization. The
depiction shows a notably close collaboration among Chinese and American research
institutions, with two prominent research clusters emerging, namely Wuhan University
and New York University. Additionally, there are several institutions in other developed
regions, including Western Europe (e.g., University of New South Wales) and Singapore
(e.g., National University of Singapore). Notably, a institution located in a developing
country is the Universidade Federal de Minas Gerais in Brazil. This suggests the impor-
tance for institutions in developed regions to consider strengthening collaborations with
counterparts situated in other developing countries.
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Fig. 2. Institutional cooperation network (VOSviewer)

3.4 Co-occurrence Analysis for Popular Keywords

A total of 3471 keywords were gathered initially. After excluding keywords with co-
occurrence frequencies below 25 and eliminating irrelevant terms or interference terms
(e.g. LBSN itself), 30 popular keywords were selected for co-occurrence analysis. These
keywords were classified into three main streams, namely Recommendation Technology,
Service Usage and Behavior Analysis, and Sexual Health, representing the most popular
research topics in the LBSN domain.

First, Recommendation Technology includes keywords related to recommenda-
tion technology in the geographical context, such as ‘location/POI recommendation’,
‘deep learning’, ‘data mining’, and ‘risk’. These keywords highlight the significance of
advanced technologies like deep learning in the development of Point of Interest (POI)
recommendation systems and the inherent consideration of risk factors in location-based
recommendation algorithms [12, 13].

Second, Service Usage and Behavior Analysis comprises keywords associated with
the analysis of service usage and behavioral patterns, such as ‘Twitter’, ‘Foursquare’,
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‘pattern’, ‘(human) mobility’, and ‘behavior’. The co-occurrence of these terms under-
scores the importance of platforms like Twitter and Foursquare in studying human mobil-
ity patterns and behavior, showcasing a growing interest in the intersection of social
media data and location-based behavior analysis.

Third, Sexual Health involves keywords related to sexual health research, including
‘HIV’, ‘Men who have Sex with Men” (MSM)), ‘gay,” and ‘risk.” Notably, these keywords
reflect a focus on the intersection of location-based data and sexual health, emphasizing
key issues such as HIV prevention [14], Pre-Exposure Prophylaxis (PrEP) [15], and the
health risk behaviors of specific populations. This stream of medical interdisciplinary
research focused on marginalized groups in society, including AIDS patients and sexual
minority groups, and helped to safeguard the rights of relevant individuals (Fig. 3).
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Fig. 3. Co-occurrence network of popular keywords (VOSviewer)

3.5 Burst Analysis of Keywords

The burst analysis of keywords within the domain of LBSN reveals significant trends in
research focus and impact over time. Noteworthy bursts include a surge in attention to
location-based services during 2014-2015, indicating intensified research efforts in this
area. A sustained burst in geosocial network research from 2014 to 2017 underscores
the enduring scholarly interest in understanding social interactions within geographical
contexts. The burst in location recommendation research during 2015-2016 reflects a
concentrated period of substantial contributions and impact in enhancing location-based
recommendation systems. Furthermore, topics such as young men, matrix factoriza-
tion, and men experienced bursts, suggesting extended periods of heightened scholarly
attention to these specific themes. The bursts in research on China, sex, and cities dur-
ing various periods highlight evolving interests within the location-based domain. Of
notable significance is the substantial and sustained burst in point of Interest (POI) rec-
ommendation research from 2021 to 2023, indicating a highly impactful and actively
researched area. These bursts provide valuable insights into the dynamic evolution of
research themes, emphasizing both the enduring and emerging focal points within the
landscape of location-based services and social networking (Fig. 4).
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Top 15 Keywords with the Strongest Citation Bursts

Keywords Year Strength Begin End 2010 - 2023
location-based service 2011 2.73 2014 2015 p—
geosocial network 2014 273 2014 2017 —
location recommendation 2015 4.14 2015 2016 —.
young men 2015 275 2015 2018 P——
‘matrix factorization 2018 3.01 2018 2019
men 2012 2.83 2019 2020
china 2019 2.74 2019 2020
sex 2019 2.74 2019 2020
city 2013 297 2020 2021
attention mechanism 2020 2.84 2020 2023
poi recommendation 2017 6.15 2021 2023
social networking (online) 2019 5.14 2021 2023
data model 2020 4.44 2021 2023
spatial social network 2021 3.32 2021 2023

graph neural network 2021 291 2021 2023

Fig. 4. Analysis of Burst keywords (CiteSpace)

3.6 Clustering Analysis

The co-citation of papers can unveil insights into the development of knowledge asso-
ciations within the intellectual foundation. Co-citation refers to the circumstance where
two documents are cited simultaneously by several other documents, signifying shared
research themes. Consequently, the analysis of document co-citation enables the cluster-
ing of related documents based on content similarity. By scrutinizing the papers within
each cluster, the fundamental themes of the research field can be identified. This paper
employs CiteSpace v.6.1.R6(64-bit)Basic to conduct a comprehensive clustering anal-
ysis on the evolving landscape of Location-Based Social Networks (LBSN) within the
time span of 2010 to 2023, utilizing data extracted from Web of Science. The selection
criteria for clustering include g-index (k = 25), Local Relevance Factor (LRF = 3.0),
Lineage Impact Number (LIN BY = 5), and Early Burstiness (e = 1.0). The resulting
network consists of 766 nodes and 3202 edges, with a density of 0.0109. The Largest
Connected Component (LCC) encompasses 71% of the total nodes. The clustering is
characterized by a Modularity Q of 0.7146, Weighted Mean Silhouette S of 0.9012, and
a Harmonic Mean (Q, S) of 0.7971.

The clustered results of Ranked Terms under the LBSN (Location-Based Social
Network) theme reveal several key thematic clusters, each shedding light on specific
research directions and related content. The following provides a logically coherent
discussion for each thematic cluster:

Cluster #0: This thematic cluster revolves around the implementation of cutting-
edge technologies like temporal convolutional networks and spatial-temporal attention
in recommendation systems. The emphasis lies on understanding and incorporating the
dimensions of space and time to enhance user interest recommendations.

Cluster #1: Encompassing terms such as “of-interest recommendation” and
“location-based social network™, this cluster delves into the realm of human trajectory
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data and interest recommendations. The discussions within this theme explore collabora-
tive filtering-based poi recommendation, context-awareness, tensors, weighted point-of-
interests, and personalized models. The overarching goal is to develop recommendation
systems adaptable to user interests and locations.

Cluster #2: Focused on “of-interest recommendation” and “location-based social net-
work”, this cluster explores successive poi recommendations, social influence, convolu-
tion matrix factorization, and deep attentive networks. The integration of deep attentive
networks [13] and aggregated temporal tensor factorization models leads to personalized
poi recommendations, with a particular emphasis on the role of social influence.

Cluster #3: Centered around “location-based social network” and “‘cross-domain
community detection”, this cluster delves into socio-spatial affiliation networks, group
colocation behavior, and technological social networks. The study in this cluster inves-
tigates overlapping communities and profiling models, utilizing semantic signatures,
geocoding, and temporal aspects.

Cluster #4: Focused on “geo-social media” and “social media data”, this thematic
cluster explores the application of geo-social media data in disaster management and
local topics. The research within this theme includes urban crowd detection, lbsn data,
case studies, and demographic characteristics.

Cluster #7: Centered on “location-based social network™ and “serendipity-oriented
personalized trip recommendation model”, this cluster highlights personalized and
serendipitous trip recommendations. Technologies such as graph embedding represen-
tation and online spread contribute to refining trip recommendations.

Cluster #8: This thematic cluster addresses “geo-social network™, “untrusted service
provider”, and “preserving privacy”, placing a strong focus on privacy preservation in
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Fig. 5. Clustering Analysis (CiteSpace)
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geo-social networks. Concepts such as private badges, curious buddies, and untrusted
service providers are explored to safeguard privacy.

Cluster #12: This thematic cluster addresses “rumor detection”, “dual-level network™
and “geo-textual data stream”, placing a focus on utilizing geo-textual data in social
networks. Diverse utility of geo-textual data, such as event check-in, real-time site-
specific user feedback, and rumor detection, are widely studied.

In summary, these thematic clusters offer profound insights into various directions
within LBSN research, spanning from interest recommendations to social network pri-
vacy protection. The academic community’s rich exploration in this field is evident across
diverse aspects, showcasing the multifaceted nature of LBSN research (Fig. 5).

4 Conclusion and Suggestions

The bibliometric analysis conducted on location-based social networks (LBSN) and
applications has yielded valuable insights into the evolving landscape of this interdisci-
plinary field. The identified research clusters, encompassing themes such as recommen-
dation systems, geo-social networks, and privacy preservation, underscore the diverse
dimensions of LBSN research. Furthermore, the study identified pressing challenges
and opportunities that warrant attention in future LBSN research. Privacy concerns, the
integration of emerging technologies, and the need for interdisciplinary collaboration
stand out as pivotal areas for exploration. The interdisciplinary nature of LBSN research
emphasizes the importance of fostering collaboration across domains to address complex
challenges comprehensively. This paper put forward the following suggestions:

(1) Supporting socially marginalized communities. LBSN serves as a platform for build-
ing social support networks for socially marginalized groups, such as disabilities,
Patients with rare diseases, LGBTQIA, etc. More services can be customized to
them on the premise of not infringing on their privacy. This not only helps alleviate
potential feelings of loneliness but also contributes to the establishment of more
robust social support systems.

(2) Discovering and preventing of public health issues. Leveraging the rich spatial and
social data from LBSN can offer insights into patterns of behavior, identifying
early signs of physical and mental health challenges in communities. This proactive
approach enables the development of targeted interventions and support systems,
contributing to the prevention and improved management of public health issues.

(3) Integrating and organizing multimodal geographic information. Exploring the seam-
less exchange of diverse geographic data types within the network framework can
enhance the integration of textual, visual, and sensory information. Geo-textual infor-
mation has been widely studies but studies on others are limited. This approach fos-
ters a more comprehensive understanding of spatial contexts, opening avenues for
innovative applications in navigation, augmented reality, and context-aware services.

Acknowledgement. This research was supported by the National Natural Science Foundation of
China under Grant 42171333.
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Abstract. Toinvestigate the pricing and recycling decisions of supply chain mem-
bers when the cosmetic brand owner conducts self-recycling, we consider a closed-
loop supply chain consisting of a cosmetic brand owner and a retailer. We first
derive the optimal decisions of the supply chain members using the backward
induction. Then, we conduct the sensitivity analysis on some critical parameters
and compare the brand owner’s and the retailer’s pricing decisions as well as the
market demand for their products. The results show that the cost of production
and the cost-saving of the cosmetic brand owner through recycling are related
to the decision making of supply chain members. Based on the above study, we
provide theoretical support for the cosmetic supply chain members to make more
appropriate and profitable decisions.

Keywords: Supply chain management - Pricing - Recycling - Remanufacturing

1 Introduction

With the growth in living standards and the enrichment of the needs of people, all
kinds of products are being updated more and more quickly. Meanwhile, in order to
enhance brand competitiveness and product attractiveness, brand owners are investing
more resources in product packaging. However, the soaring consumption of packaging
does not mean the proper disposal of packaging waste. Statistics show that the global
waste production in 2019 was 56.3 million tons, up 3.5% year-on-year, while the recy-
cling rate was only 17.4% [1]. Cosmetic packaging waste is an important part of the mass
of packaging waste. As one of the fastest-growing industries in emerging economies, the
cosmetics industry has developed rapidly in recent years. According to Euromonitor, the
cosmetics market size has risen from 483 billion dollars in 2020 to 511 billion dollars in
2021. It’s predicted to exceed 716 billion dollars by 2025, and 784.6 billion dollars by
2027. Although the continuous expansion of the market share of cosmetics products can
meet the diversified consumer demand for high-quality products and stimulate economic
growth, the raw materials of its product packaging are mostly disposable plastic, which
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brings great pressure on environmental protection and resource recycling. Suppose the
cosmetic packaging waste is not properly treated. In that case, it will not only aggravate
the environmental pollution from incineration and landfill, but also cause a waste of
resources, and increase production costs and garbage bills of brands, which will harm
the rights and interests of consumers and the economic benefits of brands, and ultimately
stagnate the improvement of productivity and the development of the green economy.
There-fore, how to increase the recycling rate of used cosmetic packaging in the market
is crucial to sustainable economic development, and this topic has gradually become a
common focus of enterprises, governments, and academics.

Spurred on by the policy of building a resource-saving and environment-friendly
society, China began to require cosmetic brands to assume more social responsibilities.
On September 2nd 2021, the General Administration of Market Supervision held a
special press conference on the theme of “National Standards for Restricting Excessive
Packaging of Commodities for Food and Cosmetics”, to guide green production and
consumption with the new standards, and to realize the effective supervision of the
manufacturing of product packaging. It is far from enough to control the pro-duction of
cosmetic packaging alone, and attention should also be paid to its recycling. However, at
present, due to the lack of proper theoretical guidance and rich practical experience, this
work has not yet made much progress. Therefore, it is necessary to conduct an in-depth
study on the packaging recycling strategy of cosmetic brands from the perspective of
closed-loop supply chain. This will not only reduce the environmental pollution caused
by used packaging and help build a resource-saving and environment-friendly society,
but also help to shape the brand image of cosmetic brands, reduce production costs and
improve economic efficiency for them, and safeguard the legitimate rights and interests
of consumers.

Based on the above background, we conduct a study on the pricing and recycling
strategy of a cosmetic brand owner when there is an authorized retailer reselling its
products. Specifically, we investigate the following questions:

(1) What are the optimal pricing and recycling decisions for the supply chain members
when the cosmetic brand owner conducts self-recycling?

(2) What are the critical parameters that influence the decision-making of supply chain
members?

The remainder of this paper is organized as follows. We review the relevant literature
in Sect. 2 and describe the model setup in Sect. 3. In Sect. 4, we obtain the equilibrium
results and analyze the critical parameters. Section 5 summarizes the main findings of
this study and provides some management implications.

2 Literature Review

There are two main literature streams related to this paper: the closed-loop supply chain
and the dual-channel supply chain. Firstly, among the studies of the closed-loop supply
chain, scholars have carried out in-depth research on different closed-loop supply chains
based on their characteristics. Gu et al. explore the optimal pricing strategy of the manu-
facturer and the remanufacturer based on a closed-loop supply chain for electric vehicle
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batteries [2]. Zhen et al. discuss the construction of a green and sustainable closed-loop
supply chain network under the condition of demand uncertainty [3]. Zhu et al. investi-
gate the optimal warranty strategies for new and remanufactured products based on the
consumer behavior theory [4]. Zhang and Li analyze the impact of manufacturer’s fair-
ness concerns and green efficiency on the closed-loop supply chain in four different game
scenarios [5]. Gong et al. investigate the optimal decision and performance of supply
chain members while considering both recycling patterns and channel power structures
[6]. Since the external socio-economic environment is complicated and changeable, the
impacts of environmental protection input [7], coupling of logistics and capital flow [8],
and governmental policies [9] on the closed-loop supply chain have also been studied.
However, few researchers have studied the closed-loop supply chain of cosmetics. With
the growth of the beauty industry, there is a pressing need to address the issue of cosmetic
packaging waste. Thus, we will conduct our study with such consideration.

Secondly, in the study of the dual-channel supply chain, some scholars have focused
on different optimization strategies to maximize the supply chain members’ profits.
Zhao et al. find that transshipment always benefits the Online-to-Offline supply chain
[10]. Matsui explores when a manufacturer should negotiate the whole-sale price with a
retailer in order to achieve higher profits [11]. Considering the differences in consumer
behavior, some scholars have investigated the impact of consumer preference and rates of
consumer returns [12], as well as consumers’ behavior of utilizing the retailer’s services
for free-riding [13], on the dual-channel supply chain. Meanwhile, the pricing decisions
of supply chain members have also been examined by many scholars. Xia et al. construct
atwo-period dual-channel supply chain model to examine the impact of social influences
on channel sequence and pricing decisions [14]. Based on the above studies, we found
that few researches about the dual-channel supply chain consider the involvement of
brand owners in recycling, which prompts us to conduct this study.

To summarize, this paper contributes to theoretical research by considering the char-
acteristics of reverse supply chains for cosmetic packaging. In practice, this paper
provides support for supply chain members to make optimal pricing and recycling
decisions.

3 Model Setup

We consider a closed-loop supply chain that consists of a cosmetic brand owner and a
retailer. Concerning the role of each supply chain member, we assume that the brand
owner produces and sells new products through its official stores, which is the direct
channel for the product. Meanwhile, the brand owner recycles used empty bottles from
consumers and remanufactures new products using the returned bottles. The retailer is
authorized by the brand owner to purchase new products from the brand owner at the
wholesale price and reprice them for sale to consumers, which is the reselling channel
for the product.
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3.1 Recycling Quantity and Cost

Analogous to the work by Bakal and Akcali [15] and Huang and Wang [16], the recycling
quantity of the brand owner ¢, can be considered to be a linear function of the acquisition
price pp;, and can be modeled as g, = v + Opp, (v > 0 and 6 > 0), where v represents
the recycling quantity when pp, = 0 and 0 represents the sensitivity of consumers to
the acquisition price.

Since there are costs involved in the recycling process, such as establishing a recy-
cling channel and recycling publicity, in addition to the acquisition price paid for each
unit of product, the brand owner also needs to pay a fixed recycling cost. Therefore, the
total recycling cost Ip consists of the variable cost pp,q, and the fixed cost ¢, i.e.,

Ip = pprqr + co (D

3.2 Demand Functions

As stated in previous literature such as Liu et al. [17] and Ghosh et al. [ 18], participation
in recycling can generate a brand effect for the brand owner, which increases the market
demand for its products. Following these studies, we characterize the market demands
of the products sold by the supply chain members as follows:

Dp=a —pp+Bpr+v 2)

Dr = o —pr+ Bps 3)

3.3 Profit Functions

The profit functions of the brand owner and the retailer are as follows:

g = (pp — cu)Dp + (W — c) DR + q,(cy — ¢r) — Ip “4)

ITg = (pr — w)Dg )

In Eq. (4), (pp — c,)Dp is the brand owner’s revenue from selling products directly
to consumers, (w — c¢,)Dg is the revenue from selling products to the retailer at the
wholesale price, g,(c, — ¢,) is the cost-saving through recycling, and Ip is the cost of
recycling. In Eq. (5), (pr — w)Dg represents the retailer’s revenue from selling products
to consumers.

Table 1 summarizes the notations in this paper. Note that we use “B” and “R” to
denote the brand owner and the retailer, respectively.
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Table 1. Notations

Symbol Description
Decision variables
PB Unit selling price of B
w Unit wholesale price of B
PB Unit acquisition price of B
T Unit selling price of R
Parameters
cn Cost of producing per new product for B
cr Cost of producing per remanufacturing product for B
Basic recycling quantity
Consumer’s sensitivity coefficient to the acquisition price
co Fixed recycling cost
Basic market demand
Consumer’s sensitivity coefficient to the selling price
y Brand effect of recycling

3.4 Decision Sequence

A Stacklberg game is applied in describing the relationship between the supply chain
members. Based on the practical background, the bargaining power of the brand owner is
always greater due to its advantages in channel, technology and customer trust, while the
retailer is less powerful. Therefore, the brand owner acts as the leader in this Stacklberg
game and is followed by the retailer. The brand owner first determines the selling price
in its official stores (pp), the wholesale price to the authorized retailer (w), and the
acquisition price (pp,). The retailer then determines its selling price (pr) according to
the decisions already made by the brand owner. Figure 1 depicts the decision sequence

of the supply chain members.

The cosmetic brand owner makes its pricing The retailer makes its
and recycling decisions (pg, W, Pg;,) pricing decision (pg)

Consumers

purchase products

Fig. 1. Decision sequence of the cosmetic supply chain members
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4 Model Analysis

In this section, the backward induction is applied to solve the Stackelberg game, and the
equilibrium solution is derived. Then we analyze the impact of critical parameters and
compare the pricing decisions and the market demands of the cosmetic brand owner and
the retailer.

4.1 Equilibrium Results

Based on the decision sequence and realistic background, the optimization problem in
our model can be expressed as shown below:

maxIlg(pg, w, ppr)
PR(PB, W, pBr) = argmax{I1r(pp, w, ppr, PR)}
PRZ=W (6)
PBs W, DBr = 0
Dg(pRr), Dr(pr) = 0

s.t.

By applying the backward induction, we solve this optimization problem, and the
equilibrium results are summarized in Table 1. Here we use Ap = ¢, — ¢, to represent
the unit cost-saving to the brand owner from participating in recycling. The solution
procedure is given in the Appendix (Table 2).

Table 2. Optimal decisions of supply chain members

Symbol Equilibrium results
PR B=Pra(1+p)+28y+(1+B)(1—>)cy
4(1-p2)
w a(14+8)+By+(1—pcy
2(1-p2)
PB a(l+8)+y+(1=2)c,
2(1-%)
PBr eAzggiv
(a—(1=B)cn)?
Ig 16
Mp LA+ G+P) Hay U4H)+2y? _ cnRaB+A+H4y—(1=p)B+B)cn) |
(1-p2)8 8
2
9A3(2v—ngB)+v — ¢
—(1=B)cy
Dp o (4/3)6
2)42 24 8—2)cp
Dy a(B+2)+ V-Z(ﬂ +8-2)¢
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4.2 Impact of Critical Parameters

The influence of critical parameters on the optimal decisions of supply chain members
and the market demands for the products sold by them will be explored next. There are
two parameters we mainly consider, i.e., the cost of producing new products (c,), and
the cost-saving of the brand owner through recycling (Ap).

Proposition 1. The impact of the cost of producing new products includes:

PR ow pB opBr __

(a) %, > 0, 3¢y > 0, s 0, e, = 0. ' ‘

(b) da% < 0, % <0If0 <a < (1-pB)cy, % > 0; otherwise 212 < 0. If
n n n

dcp
0<a<(l—pB)cy— 2L, 2B 5 0; otherwise @ <0.
n

348 A 3
. Opr __ 148 d _ 1 app __ 1 0D __ 1-8
g _ _2-B=p> _ y g _ (=B—Pa=a) g _ G+AU=Ba-0)=2y 1rq
dcp, 4 ©den T [ T 4 :
a < (1= B)ecn, % > 0; otherwise % <0.If0 <o < (1 —B)cp — 32+—Vﬂ % > 0;

otherwise aa& <0.
Cn

Proposition 1 reveals how the supply chain members’ optimal response prices, mar-
ket demands, and profits change with the cost of production. When the unit cost of
production increases, it’s easy to infer that the brand owner’s optimal selling price and
wholesale price will increase. At the same time, the optimal selling price of the retailer
also increases due to the higher wholesale price. Affected by the increasing selling prices,
market demands for the product sold by the brand owner and the retailer decrease. Mean-
while, when the market size is relatively small, the brand owner’s and the retailer’s profits
increase with the cost of producing new products. Market competition is likely to be rela-
tively low in a smaller market, so the brand owner and the retailer are able to obtain higher
pricing power to compensate them for the increased cost of producing new products and
to make higher profits. However, in a larger market, the increased cost of producing new
products may lead to lower profits for the brand owner and the retailer. This is because
there are usually more competitors in a larger market, which means that consumers have
more choices. The brand owner and the retailer no longer have the higher pricing power
to pass on cost increases to consumers, which costs them profits.

Proposition 2. The impact of the cost-saving of the brand owner through recycling

: . 8PBr dallg
includes: Ay > 0, Ty > 0.

. opgr __ 1 dllp _ v+0Ap
Proof: IAp —§>0.m— 2 > 0.

According to Proposition 2, with the increase of Ap, the brand owner’s acquisition
price and profit also increase. As the cost-saving from recycling increases, the brand
owner may be willing to reinvest these funds into the development of its reverse supply
chain, which means they will pay more to improve recycling systems, expand recycling
channels, increase recycling efficiency and price, and even explore new recycling tech-
nologies or methods. At the same time, as participation in recycling saves the brand
owner’s production costs and promotes the brand image, the brand owner’s profit will
also increase.
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4.3 Main Conclusion Comparison

Proposition 3. Comparison of the optimal price of supply chain members, includes: If

14+4)-2 .
%,pg > pr; otherwise pg < pg.

Proposition 3 shows that the brand owner’s optimal price is higher than the retailer’s
optimal price when the brand owner’s production cost is higher than a certain degree.
The operating costs of the official stores are usually higher than those of the reselling
channel, making the selling price of the official stores relatively high. In addition, there
is a brand premium on the product sold in the official stores and the brand owner will
provide consumers with a better shopping experience, so as to maintain the image of the
product, resulting in a relatively high price. When the brand owner’s production cost is
lower than a certain degree, the brand owner’s optimal price is lower than the retailer’s
optimal price. The brand owner has the flexibility to control the price of the product in the
official stores, so it can choose to attract consumers and enhance market competitiveness
by reducing the price of the product under the condition of lower production costs.

cp >

Proposition 4. Comparison of the market demand of supply chain members, includes:

%, Dp > Dg; otherwise D < Dg.

As seen in Proposition 4, the market demand for the product sold by the brand owner
in the official stores is higher than the demand for the product sold by the retailer when
the brand owner’s cost of production is above a certain level, while the reverse applies
when brand owner’s cost of production is lower than a certain value. Higher production
cost usually means that the product’s quality is relatively high, so the price of the product
is correspondingly higher. With this in mind, consumers will be more willing to purchase
through the official stores because they can have a clearer understanding of the value of
the product and are willing to pay more for a high-quality product.

If ¢, >

5 Conclusion

In this paper, considering the scenario that a cosmetic brand owner recycling the used
cosmetics packages by itself, we investigate the pricing and recycling decisions of the
brand owner and a retailer in a closed-loop supply chain. We first derive the optimal
solutions using the backward induction and then analyze the effects of some critical
parameters on the decisions of the supply chain members by conducting the sensitivity
analysis. Finally, we compare the cosmetic brand owner’s and the retailer’s optimal
prices, as well as the market demand for their products at the optimal price. We find
that an increase in the cost of production can lead to an increase in the optimal prices
of the brand owner and the retailer and a decrease in market demand. In addition, the
comparison of the brand owner’s and the retailer’s optimal prices and market demands
varies with the cost of production. Furthermore, if the cost-saving of the brand owner
through recycling increases, the acquisition price as well as the profit of the brand owner
increases. According to the above findings, management implications for brand owners
and retailers in closed-loop supply chains are provided as follows:
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(1) Management implications for cosmetic brand owners: To stimulate more demand,
brand owners should reasonably control their costs of production, such as improving
production efficiency, optimizing product design, coordinating supply chains, etc.,
so as to reduce the price of their products without losing profits. In addition, brand
owners should improve their recycling cost-effectiveness, which allows them to
make higher profits.

(2) Management implications for retailers: The production cost is a critical parameter
that influences retailers’ decisions, while the cost-saving of brand owners through
recycling also indirectly influences retailers’ decisions. Therefore, it’s the right
choice for retailers to cooperate with brand owners to get relevant information about
production costs and recycling strategies so that they can make more appropriate
decisions.

There are several further directions for expansion of this research. Firstly, we only
consider the scenario of the cosmetic brand owner conducting self-recycling in this
paper. In future studies, we may consider the scenario where the cosmetic brand owner
cooperates with the retailer to recycle. In addition, in practice, the recycling of cosmetic
packaging often involves the participation of third-party recyclers. Thus, we will explore
the impact of third-party recyclers’ participation in recycling in the future.

Acknowledgement. This work was supported by National Natural Science Foundation of
China (No. 72001038) and the Fundamental Research Funds for the Central Universities (No.
NJ2023027), Key Laboratory of Intelligent Decision and Digital Operations, Ministry of Industrial
and Information Technology (KLADDO-200303).

Appendix

The first and second order derivatives of the retailer’s profit function to its pricing decision
are derived firstly:

dIlg
—— =w+a+ Bpp — 2pr (A1)
dpr
d*n
R—_» (A2)
dpr

Equation (A2) is less than 0, which means that for the retailer’s profit function, there
exists a maximum value of its price. Solving ‘2%5 =w+ o+ Bpp —2pr = 0, we have
the retailer’s optimal response function:

1
pr= 5w +a+ Bpp) (A3)

Then, plugging Eq. (A3) into I1p, and computing the Hessian matrix of the brand
owner’s profit function of decision variables pp, w, and pp,, we have.

28 0
H=|pg0 0 (A4)
0 0-—20
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The first and third order principal minors of this Hessian matrix are less than O,
and the second order principal minor is greater than 0. Thus, the Hessian matrix is a
negative definite matrix, and the brand owner’s profit function is concave and has a
unique maximum.

Solving gp% =0, % = 0, and %% = 0, respectively, we have pp, = eAzB{V,
_B2 . .
w = bt o Beu+2fp). and ply = IR Plugging pj into pr and w,

_ B=Ba(1+B)+2By+(1+B)(1-B*)cn a(1+p)+By+(1=pHca
- 4(1-p2) 2(1-p%)
in these best-response decisions, we calculate the brand owner’s and the retailer’s profits:
Mt = 2 (148)B+p)+4ay (148 +2y* _ caRaB+B)+4y —(1—B)(3+B)cn) + 0ABQv+0AR)+vE
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Abstract. Against the background of China’s “double carbon” target and environ-
mental issues becoming important management matters, energy-intensive indus-
tries have received widespread attention as a major source of carbon emission
pollutants; at the same time, China is carrying out a sustained and efficient
anti-corruption campaign, and energy-intensive industries are mostly state-owned
enterprises, and corruption has been a controversial issue. The issue of corrup-
tion in energy-intensive industries, which are mostly state-owned enterprises, has
also been highly controversial. Faced with the dual dilemma of environmental and
political pollution, is there an inevitable link between the anti-corruption campaign
in China’s energy-intensive industries and the level of carbon emissions? What is
the mechanism of influence? To this end, we discuss the impact in this context
using a fixed-effects model with panel data of energy-intensive industries from
2007 to 2016. The results show that the anti-corruption campaign significantly
reduces the level of carbon emissions in the industry, while on the other hand,
green innovation does not play a role in improving the phenomenon of excessive
carbon emissions at the technological level.

Keywords: carbon emissions - anti-corruption - green innovation capacity

1 Introduction

Air pollution and climate change are two important issues that threaten the sustainable
development of mankind (Ravindra et al., 2019), and concern the common interests of all
countries. In order to effectively combat global warming, carbon neutrality has become
a consensus among the world’s major carbon emitters, with many Western countries
introducing policies to ban the use of fossil fuels (Shi et al., 2022), and the introduction
of carbon peaking and carbon neutrality targets by various countries all indicate that low-
carbon transformation has become a key priority for national development (Ren et al.,
2018). According to the BP Statistical Yearbook of World Energy, China’s total energy
consumption ranked first in the world in 2021, accounting for 26.5% of the world’s total
energy consumption, and the growing energy consumption and CO, emissions have
caused China to face enormous international public opinion pressure in international
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climate change negotiations (Hao and Liu, 2015). On September 22, 2020, China made
a proposal at the 75th United Nations General Assembly to achieve the goal of carbon
peaking by 2030 and carbon neutrality by 2060. Exploring the main goals and important
paths for China’s carbon emissions reduction, the energy-intensive sector has received
much attention. The industry is an important source of pollutants in China, and data from
the “Carbon Emission Ranking of Listed Companies in China (2022)” show that carbon
emissions from the iron and steel sector alone have already amounted to more than 50%
of China’s greenhouse gas emissions in 2022. Not only that, but because of the industry’s
state-owned attributes, the issue of corruption within the industry has also attracted the
attention of scholars (Guo et al., 2021), and in the face of both environmental pollution
and political pollution in the face of both environmental and political pollution, energy-
intensive industries must be the focus of emissions reduction and anti-corruption efforts
if they are to make a difference in the “carbon neutral and peak carbon” initiative.

In many studies, scholars have pointed out that the increase in environmental degra-
dation is largely related to corruption in government departments (Sulemana and Kpi-
enbaareh, 2020), and Transparency International (TT) has pointed out on the connection
between environmental issues and political governance that government corruption is
the Transparency International has identified government corruption as a “major culprit”
in environmental degradation in relation to the link between environmental issues and
political governance.

The pathways through which corruption acts on environmental problems in the exist-
ing literature can be developed along two dimensions: direct and indirect. Matthew
(2007) argues that the first possible “direct” role is in the direct impact of corruption on
environmental regulation and enforcement, where corruption reduces the effectiveness
of environmental regulation, affects environmental quality, and leads to environmen-
tal degradation; corruption may also affect environmental quality through an “indirect”
mechanism (Tran, 2020; Xuan et al., 2021). Corruption may also affect environmental
quality through an ‘indirect’ mechanism, and there is now a wealth of research evidence
suggesting that corruption acts as an impediment to economic growth (Tran, 2020; Zhang
etal.,2021), while alarge body of literature centers on the inverted U-shaped relationship
between per capita income and pollution, known as the environmental Kuznets curve.
The inverted U-shaped relationship between per capita income and pollution has been
developed to argue that there is a link between the economy and environmental pollu-
tion (Kaika and Zervas, 2013; Liu, 2022). Based on this, the indirect effect of corruption
on the environment can be considered as its effect on income levels, and by affecting
income, corruption will therefore indirectly affect environmental quality. Overall, cor-
ruption, as one of the important factors affecting the quality of the environment, will
also significantly affect the level of carbon emissions in a country.
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In this anti-corruption campaign of China, energy-intensive industries have been
identified as the main target and have been significantly affected (Chen et al., 2022), there-
fore, energy-intensive industries are a window to explore whether the anti-corruption
campaign can ameliorate excessive GHG emissions by mitigating corruption, and
whether green innovation capacity plays a role in it. Based on the industry classifi-
cation standards issued by the China Securities Regulatory Commission (CSRC), we
selected eight energy-intensive industries, to collect 2007-2016' panel dataset of listed
enterprises in the industries to empirically study the impact of anti-corruption campaign
on carbon emissions of Chinese enterprises in energy-intensive industries, and further
explore the mechanism of this impact and analyze the role of green innovation capacity
of enterprises affected by the anti-corruption campaign in it.

The rest of the paper is organized as follows: Sect. 2 presents the theoretical frame-
work and hypothesis development, Sect. 3 describes the data and the model, Sect. 4 sets
out the empirical results and discussion, and Sect. 5 provides a short conclusion.

2 Theoretical Assumptions

The level of carbon emissions is closely related to the regulatory activities of govern-
ment authorities due to the fact that corrupt governments are willing to allow lobbyists
to influence policy decisions, thus reducing the rigidity of policy implementation. For
example, Zhang et al. (2016) indicate that, according to rent-seeking theory, corrupt
government officials will be more biased towards options where more rent-seeking rents
are available and received, and high-emitting firms will thus be more likely to seek polit-
ical patronage through lobbying or bribing government officials in order to circumvent
stringent environmental regimes and regulations, and in this case, corruption reduces the
efficiency of the government’s environmental regulation, and bribed or malfeasance offi-
cials will have sufficient incentives and ability to allow polluting firms to emit excessive
pollutants even as they implement strict environmental policies, and thus the rigidity of
policy implementation is threatened. In contrast, a widespread anti-corruption campaign
improves the transparency of public sector governance, which means that the quality of
environmental regulation is improved, and the enforcement of environmental laws and
regulations becomes correspondingly stricter, and policies are implemented (Hao et al.,
2021); in addition to this, anti-corruption increases the likelihood of corruption being
exposed, and on the one hand, rent-seeking behavior is strongly constrained and regu-
lated, and on the other hand, in the event of an increase in risk, the risk of rent-seeking
behavior increases. On the other hand, the illegal cost of rent-seeking behavior under
increased risk will also increase, all of which make it more difficult for firms to seek
political protection and assume the necessary social responsibility for environmental
protection and reduce excessive greenhouse gas emissions. The following assumptions
are therefore made:
H1: Anti-corruption has a negative contribution to CO; emissions.

! The data for the anti-corruption campaign in this study comes from the China Prosecutorial
Yearbook, which is currently updated to 2016, so the cutoff year for the data in this paper is
2016.
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Seeking political connections and improving innovation are two alternative ways
of growing a firm, and political connections can distort resource allocation and have
a crowding-out effect on innovative capacity (Wu et al., 2022). Once corrupt behavior
occurs, rent-seeking activities increase transaction costs, reduce R&D capital, and inhibit
firms’ willingness to engage in technological innovation activities. Anti-corruption cam-
paigns increase the efficiency of resource utilization and reduce the resources needed for
firms to collude with government officials, prompting firms to shift their attention from
unusual activities such as rent-seeking to strict compliance with environmental regula-
tions, thus leaving more human and financial resources for innovation (Yang et al., 2021).
Not only that, but the loss of political advantage in this anti-corruption campaign is a
major external shock for firms that previously benefited from their political connections.
The loss of political protection in turn prompts firms to adopt proactive environmental
strategies, such as increasing R&D investment in innovation, to make up for their lost
political competitiveness; in addition to this, green innovation can help firms to build a
green brand image and send positive signals of CSR, which in turn can benefit firms by
attracting more customers (Tang et al., 2018).

Green innovation contributes to the reduction of carbon dioxide emissions, which
scholars such as Song et al. (2018) believe may be due to the fact that green technologies
are more accurately targeting environmental protection issues, not only that, but it is
expected to increase the level of energy efficiency, so we argue that the overall demand
for energy by organizations or sectors becomes less, and that a lower demand for energy
implies a lower level of carbon dioxide emissions. Emissions. In addition to this, green
innovation is also expected to promote the use of renewable energy. Many studies by
scholars have also proved that green innovations are effective in reducing CO; emissions,
and in a related study in the Organization for Economic Cooperation and Development
(OECD) countries, Hashmi and Alam (2019) found that an increase in the number of
green patent applications reduces the level of CO; emissions in these countries. Similarly,
in a related study of the G7 economies, Khan et al. (2020) argue that green innovation
capabilities and renewable energy consumption can help reduce consumption-based CO»
emission levels, and that enhancing environmentally friendly technologies and the use
of renewable energy sources can help most of the G7 countries to comply with their
emission reduction commitments. Overall, the role of green innovation as a mechanism
to reduce CO; emissions has been widely explored. Based on the above research, this
paper makes the following assumptions:

H2: Increased green innovation capacity enhances the negative contribution of anti-
corruption to carbon emissions.

Based on the above analysis, a theoretical framework of the mechanism was designed
in order to clearly reveal the relationship between anti-corruption, green innovation and
carbon emissions as shown in Fig. 1 below:
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Fig. 1. Theoretical framework

3 Research Design

3.1 Models and Estimation Methods

In order to investigate whether anti-corruption campaigns have an impact on carbon emis-
sions in energy-intensive industries, and whether corporate green innovation capacity
plays a moderating role in the process of anti-corruption campaigns affecting carbon
emissions, this paper constructs the following model:

CO2j = ap + a1A — COR; + o Controlsiy + € (D

CO2i = Bo+ P1A — COR, + B2Gre + B3Gre x A — COR; 4 BsControlsyy + 6;
(2)

Equation (1) is the main effect of the impact of anti-corruption on carbon emissions,
and Eq. (2) is the model after the addition of regulatory variables to the main effect. In
the model, i, t denotes the enterprise and year respectively, the explanatory variable CO»
it is the enterprise’s carbon dioxide emissions measurement, the explanatory variable A-
COR tis the anti-corruption campaign strength, Grej; is the enterprise’s green innovation
ability, Controls;; is the control variable group.

3.2 Data and Variables

To test our hypotheses, we constructed a longitudinal dataset of Chinese firms in energy-
intensive industries listed on the Shanghai and Shenzhen exchanges for the period from
2007 to 2016. Data on firms’ financial sex indicators are mainly from the CSMAR
database. The main source of data for identifying firms’ green innovations is the China
Research Data Service Platform (CNRDS). The data calculation basis for enterprise-
level CO; emissions is taken from the CEADs database (Shan et al., 2018). In addition,
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there are data on industries from the China Statistical Yearbook, and for information on
anti-corruption and integrity we refer to Ren et al. (2021) for measurement based on
China’s inspection yearbook statistics.

Dependent Variable

Carbon dioxide (CO;) and other greenhouse gases (GHGs) are recognized by scholars
as proxies for climate change. There are few specialized carbon emission databases in
emerging economies and developing countries that can obtain the CO; emissions at
the enterprise level, so we firstly obtain the carbon footprints of each industry through
the China Carbon Accounting Databases (CEADs), and on this basis, combined with
the industry and enterprise-specific financial status, we derive the carbon emissions of
enterprises from the perspective of the enterprise’s operating activities. Emissions. Based
on the calculation of corporate carbon footprints by scholars such as Wei et al. (2021)
and Chapple et al. (2013), we calculate the corporate-level carbon footprints according
to the following formula:

E, =F, x Om/Oi,m

where Ep, is the carbon emissions of firm m; Fy, is the total carbon emissions of industry
i to which company m belongs; Oy, is the main business cost of company m; Oj n, is
the total cost of main business of industry i. In addition, for robustness, we add 1 to the
firm-level carbon footprint and then take the logarithm to calculate it.

Independent Variable

In previous empirical studies on anti-corruption, Transparency International’s Corrup-
tion Perceptions Index (CPI) has been widely used, but Yan et al. (2021) points out that
the shortcoming of this type of subjective indicator is that it is unable to measure the
true level of corruption in different regions. In order to make the measurement of the
indicator more objective, we believe that the increase in the number of investigated offi-
cials reflects the increase in the government’s anti-corruption efforts, which can directly
reflect the changes in China’s political environment to a certain extent, so we use the
number of government officials investigated each year in China’s Inspection Almanac
to measure the anti-corruption efforts. To ensure the robustness of the results, we use the
logarithm of the number of investigated and sanctioned job crimes to test the empirical
model.

Moderating Variables

An enterprise’s green innovation capability responds to its efforts to control CO, emis-
sions. Some studies focus on innovation investment to measure innovation capacity;
however, this method does not effectively test the efficiency of innovation investment
into outcomes. Therefore, patents are considered the most appropriate proxy for inno-
vation. The number of patents has been used as a proxy for corporate innovation in the
studies of scholars such as Bronzini and Piselli (2016), Hu et al. (2017). The advantage
of using the number of patents as a dependent variable is that they can indicate whether
an organization is carrying out research and development on technologies related to envi-
ronmental protection. Patent in China can be categorized into three types: inventions,
utility models and designs. Compared with invention patents, utility model patents and
design patents represent small and incremental innovations, and have received few patent
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examinations and relatively low independent innovation capabilities. Therefore, based
on the existing research on enterprise innovation, this paper uses the number of green
invention patent applications independently obtained by companies in different years to
measure the green innovation capability of enterprises according to the data on the green
patent application situation of listed companies in the CNRDS data.

Control Variables

After using corporate carbon intensity as the dependent variable, we follow the relevant
research to control the following variables. First, we use traditional firm-level finan-
cial indicators as control variables. Second, because the strategic management of firms
is subject to the constraints of the institutional environment (Mutta kin et al., 2020),
we control variables related to the board of directors’ level, such as the proportion of
independent directors; finally, compared with non-state-owned enterprises, the nature of
state-owned enterprises is more special, so we control the nature of corporate ownership.
The breakdown of the study variables is shown in Table 1 below:

Table 1. Definition and measurement of variables

variable name

meaning

measure

data sources

dependent
variable

COy

Carbon dioxide
emissions

We measure a
company’s carbon
footprint using the
total carbon
emissions of the
industry in which it
operates and the
company’s costs as
a percentage of the
total industry costs,
taking the natural
logarithm in the
results of the
calculation

CSMAR;

the Statistical
Yearbook; CEADs
database

independent
variable

A-cor

Anti-Corruption
Efforts

Measured using the
natural logarithm of
the number of
officials investigated
and prosecuted for
job-related crimes
per year

Ren (2021)

(continued)
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Table 1. (continued)

variable name meaning measure data sources
moderator Gre Green innovation | We measure the CNRDS database
variable capacity green innovation
capacity of listed
companies by the
number of green
patents they
independently
obtain each year
control size Enterprise size Natural logarithm of | CSMAR
variables total assets
profit profitability Return on assets
(net profit to total
assets)
growth growth rate sales growth rate
lever financial Ratio of total
leverage liabilities to total
assets
IndD Proportion of Proportion of
independent independent
directors directors to the size
of the board of
directors
cash in cash Ratio of cash and
equivalents to total
assets
TobinQ Tobin’s Q Ratio of enterprise
market value to total
assets
RightsNature | Nature of The nature of the
enterprise enterprise is
ownership state-owned or
non-state-owned

4 Analysis of Empirical Results

4.1 Correlation Analysis

Table 2 shows the Pearson correlation coefficient matrix of the variables, which is con-
sistent with our hypotheses, and the results show that anti-corruption and CO; emissions
are strongly correlated.
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Table 2. Table of Pearson correlation coefficients of variables

In_CO3 | In_A-COR | size profit | growth | lever IndD | cash TobinQ
InCO, |1
In_A-COR | —0.06" | 1
size 0.65" | 0.08" 1
profit —0.01 |—0.10" —0.00 |1
growth 003 | —017° 002 [024" |1
lever 035" | —0.07" 043" | —0.42% 1002 |1
IndD —0.05" | 0.07" —0.01 |—0.02 |—0.00  —0.05" |1
cash 0.51"  0.03" 0.69° 10.09" [0.02 (013" 003 |1
TobinQ —0.32" | 0.08" —047"10.14" | —0.01 | —0.32" 1 0.03" | —0.23" | 1

The numbers in the table are the person correlation coefficients between the main variables,
* ®% fkk
p<0.1, p<0.05, p < 0.01

4.2 Regression Analysis

Based on Egs. (1) and (2), using a fixed-effects model to test the impact of anti-corruption
campaigns on firms’ CO, emissions, and Table 3 below exhibits the results of the fixed-
effects stratified regressions. Model 1 is the baseline model containing only the control
variables, Model 2 contains our explanatory variables, and Model 3 is the regression
of the moderated model after adding the interaction terms of the moderating variables
Green Innovation and Green Innovation.

In Table 3, The regression results show that the regression coefficient of anti-
corruption on carbon emissions of energy-intensive firms is negative (—1.318) at the
1% significance level, which suggests that anti-corruption has a significant negative
contributing effect on CO, emissions, i.e., anti-corruption can effectively suppress exces-
sive CO; emissions, which is consistent with our hypothesis H1. The effective imple-
mentation of anti-corruption campaign can largely improve the governance level and
transparency of the government, political stability is gradually restored, environmental
regulation is gradually strengthened, regulatory efficiency is strongly guaranteed, the
regulated enterprises cannot avoid the environmental system and regulations that should
be complied with by paying bribes, and the distorted environmental protection policies
can be effectively implemented and enforced in the anti-corruption campaign.

Model 3 adds the interaction term between anti-corruption campaign and green
innovation after decentralization treatment, thus presenting the effect of firms’ green
innovation level, and the results show that the coefficient of the interaction term is —
0.146 and is significant at the 5% level, which indicates that the firms’ green innovation
level has a significant negative moderating effect on the impact of the anti-corruption
campaign on carbon emissions, that is, the firms’ green innovation significantly inhibits
the anti-corruption campaign’s impact on carbon emission reduction, which is contrary
to our hypothesis 2, Based on the results of this hypothesis test, we propose the following
possible explanations:
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Table 3. Regression results for anti-corruption campaigns, carbon emissions, green innovation

Var In_CO2MT In_CO2MT In_CO2MT
Model 1 Model 2 Model 3
size 0.140™"* 0.140"*" 0.140™*
(0.008) (0.008) (0.008)
profit 0.303"** 0.303™** 0305
(0.067) (0.067) (0.068)
growth 0.045™"" 0.045"" 0.045™""
(0.007) (0.007) (0.007)
lever 0.069™ 0.069™* 0.074™
(0.030) (0.030) (0.030)
IndD 0.001 0.001 0.001
(0.001) (0.001) (0.001)
cash 0.000™"* 0.000""" 0.000™*
(0.000) (0.000) (0.000)
TobinQ 0.017" 0.017"** 0.017"
(0.004) (0.004) (0.004)
RightsNature 0.077"" 0.077"" 0.076"**
(0.025) (0.025) (0.025)
Main effects
In_COR1 —1.318" —1.359™"
(0.233) (0.234)
Two-way Interactions
¢_Gre 1.533™
(0.765)
In_COR1 x c_Gre —0.146""
(0.073)
_cons —2.774*"* 10.951*"* 11.395™**
(0.181) (2.337) (2.356)
N 3063.000 3063.000 3053.000
2 0.277 0.277 0.278
2. a 0.158 0.158 0.157
Year Yes Yes Yes

Standard errors in parentheses
EETY

*p<01," p<005"" p <00l
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This may be due to China’s unique context of generous “government subsidies” for
patent applications, in which the number of patents for green inventions as a measure
of green innovation capacity may be flawed because many patents would not have been
filed without the generous government subsidies (Jiang et al. 2019); in other words,
this context implies that the purpose of many patent applications is profit-driven rather
than for the purpose of improving green technologies to achieve carbon reduction and
emission reduction;

Secondly, we argue that firms may enhance their technological innovation capacity
for the sake of government subsidies and preferential policies, and in this process, firm
managers need to obtain political blessings from local officials through “connections”,
while anti-corruption cuts off “connections” between firms and officials, so in the short
term, the fight against corruption may inhibit technological innovation in such firms
(Wang et al., 2019);

Finally, in addition to the above reasons, it may be related to the specificity of our
chosen industry. Energy is the support and driving force of the economy, especially in
China, where the energy industry is largely state-owned (Chen et al., 2021), with a certain
degree of “administrative monopoly”, in which case the operating losses of these firms
are usually borne by both the government and the consumers, and thus do not need to
consider too much about efficiency and cost; the willingness to take risks are also usually
low (Zhan, 2017). Therefore, even if the anti-corruption campaign removes a number of
senior officials from the industry who are engaged in “rent-seeking” activities, it does
not change the “inertia” of business managers who tend to be risk-free, and thus does
not significantly promote the phenomenon of green innovation activities by enterprises
in the industry.

5 Conclusion

Carbon neutrality is increasingly becoming a consensus among countries, and low-
carbon transformation has become the key to a country’s development. Enterprises are
the key subject and main source of carbon emissions, as well as the solution to the carbon
emission problem, and their carbon emission levels are affected by various uncertainties
at the micro level. Therefore, in this paper, we study how anti-corruption affects the
level of their carbon emissions and the moderating role of enterprises’ green innovation
capacity in this, using a sample of listed enterprises in China’s Shanghai and Shenzhen
A-shares in energy-consuming industries in the period of 2007-2016. Our findings con-
firm that the anti-corruption campaign has a significant negative effect on corporate CO»
emissions, and that the anti-corruption campaign reduces uncertainty in the institutional
environment, safeguards the effective implementation of environmental protection poli-
cies and the regulatory efforts of local governments, and serves as an effective emission
reduction.

From the perspective of theoretical contribution, our findings provide new insights
into corporate carbon emission reduction in emerging markets, broaden the scope of
existing theories, analyze the impact of anti-corruption policies on carbon emissions
and the moderating role of green innovation, and then propose a new perspective for
the study of carbon emissions of China’s energy enterprises, which achieves a certain
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degree of theoretical innovation. In addition to providing theoretical contributions, the
real-world policy implications of our findings deserve more attention:

From a policy point of view, the deterioration of the environment will also be affected
by government supervision, and a weak political system will first reduce the effectiveness
of environmental supervision. Therefore, the government should strengthen supervision,
institutionalize the anti-corruption for a long time, fundamentally curb the occurrence
of corruption, effectively reduce the opportunity for enterprises to seek rent from gov-
ernment officials, and encourage enterprises to seek development by technological inno-
vation. In addition, in the assessment and evaluation of local governments, in addition
to the indicators of economic growth, more attention should be paid to the indicators of
environmental protection, so as to avoid the local government to pursue economic growth
and ignore the irreversible negative impacts and consequences of economic growth for
the environment; Finally, the government must strengthen the protection and application
of intellectual property rights, and constantly improve the level of intellectual property
rights protection, to better protect the achievements of enterprises’ innovations.

For enterprises, by promoting anti-corruption campaigns, policymakers can improve
the governance system and optimize the market environment, create a fairer and more
orderly competitive environment for the healthy development of enterprises, enable man-
agers to abandon the concept of seeking political blessings through economic ties from
the source, and enable them to gain access to government resources for innovation, thus
encouraging companies to engage in innovative activities and fundamentally improve
their own hard power and competitiveness. We are committed to the construction of
corporate operational performance and corporate social responsibility, and ultimately
help our country to realize the goal of carbon neutrality and carbon peak.

In China’s unique context, there are many flaws in the measurement of this indicator
of green innovation. Based on the research of scholars, we believe that future research
can distinguish corporate innovation into “symbolic innovation” and “substantive inno-
vation”, and that the general patent subsidy (e.g., patent subsidy) can be regarded as a
kind of innovation. Generally, patent subsidies occur during the application process and
within 1 year after the grant, and the patent application process takes about 2 years. If
the enterprise abandons the renewal fee 3 years after the patent application (Jiang et al.,
2019), it is reasonable to regard the innovation as a “symbolic innovation”, and it would
be more in line with the actual situation of China if the study is based on this distinction.
It will be more in line with China’s actual situation and to a certain extent exclude the
phenomenon of “symbolic patent” affecting the results too much in patent applications,
thus making the conclusions more generalizable.
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Abstract. This paper aims to explore the causes of resistance to using chronic
disease management APPs in middle-aged and elderly people. By integrating
technostress theory and status quo bias (SQB) theory, a conceptual model was
proposed to explore the resistance of information system users. A total of 290
questionnaires were collected in the middle-aged and elderly population, and the
CB-Structural Equation Model was used to test the hypotheses. We found that
both technology anxiety and perceived value can directly affect the resistance
intention, while technology anxiety can also indirectly affect the resistance inten-
tion by significantly affecting the perceived value. We also found that switching
cost has no significant impact on perceived value. The paramount contribution
is the combination of technostress theory and the status quo bias theory in the
study of system resistance intention and the in-depth discussion of the functional
relationship between the two.

Keywords: Chronic diseases - elderly - Resistance intention - Technology
anxiety - Perceived value

1 Introduction

Chronic diseases are the most serious disease that disturbs the middle-aged and elderly
groups. With the popularity of smartphones, wearable devices and health record systems,
mobile chronic diseases management apps provide new solutions to chronic disease man-
agement [1]. Many research results on the mobile information systems also indicate that
the long-term chronic disease management intervention programs of APPs are benefi-
cial to the rehabilitation and treatment of patients with chronic diseases [2]. However, in
practice, as a group with high incidence of chronic diseases, the middle-aged and elderly
are less receptive to this new form of services [3]. Chronic diseases management APPs
have encountered great resistance to promotion.

Many researches discussed about why people resist using a new information system
and what factors influence people’s resisting behavior [4]. They found that the reasons
for users adopting and not adopting new technology were significantly different [5]. The
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technostress theory [6], often used in work scenarios in organizations, and the perceived
value derived from status quo bias theory [7], often used in social media scenarios, are the
two main theoretical explanation to users’ resisting behavior. However, in marketing and
psychology research, function factors, e.g. quality, and affective factors, e.g. feelings,
are simultaneously associate to perceived value [8]. As previous research on adoption
and resistance to new systems mostly focuses on young people, those of middle-aged
and above with the great physical and psychological differences from young people
are less addressed. Compared to young people, the middle-aged and elderly people are
more vulnerable of using information technology, less familiar with the forms of mobile
services, more susceptible to emotional experiences, and pay more attention to health
status [9]. So we may find empirical evidence to bridge technostress and perceived value
in this context.

This study attempts to explore the resistance intention of the middle-aged and elderly
to chronic diseases management APPs. On one hand, we brought two traditional factors
of resistance intention, technostress and perceived value, into a research framework for
discussion and studied their relationship. On the other hand, we discussed the role in
resistance intention played by group characteristics of middle-aged and elderly people.

2 Theoretical Background

2.1 Resistance Behaviors and Technostress Theory

Resistance behavior is defined as explicit or covert actions that prevent the systems from
implementing or using or prevent the systems designers from achieving predetermined
goals. Most scholars incline to regard the resistance behavior as a psychological state,
and it is found that users’ resistance is not merely due to the lack of positive factors, as
there is possible negative resistance inclination which may be hidden behind the surface
of acceptance behaviors [10].

With the middle-aged and elderly people being disadvantaged groups of information
technology, and technology being an important factor causing stress [11], the conse-
quences of stress will bring negative effects on individual mentality and behavior, thus
leading to users’ resistance intention. Technostress is a psychological activity formed
under the current technical social environment [11]. For the middle-aged and elderly
people, technostress refers to the emotion and experience when dealing with new tech-
nology products, which is a modern adaptive disease caused by them inability to deal
with new technology properly.

Many researches substantiate the claim that technostress is the negative impact of
technology on people’s attitude, psychology, cognition, and behavior [11]. The Stressors-
Strain-Outcomes framework was proposed to elaborate the process of technostress affect-
ing people’s attitude and behavior [12]. This model is derived from the work scene,
widely applied to many research fields of information technology and consists of three
parts: stressors, strain, and outcomes (Fig. 1). It assumes that stress is the result of per-
ceiving stressors and is the leading variable of the outcome, where “stressors” refer to the
environmental stimuli like techno-complexity and techno-insecurity. The mediating vari-
able “strain” refers to physiological and psychological response to stressors, including
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the bad emotions such as anxiety and fear. “Outcomes” refer to psychological or behav-
ioral consequences caused by long-term tolerance of stress and stress performance, e.g.
intention to quit, etc.

Fig. 1. Stressors-Strain-Outcomes framework

There are many types of stressors and strain related to technical stress [6]. Techno-
complexity, which describes the complexity associated with ICT (information and com-
munication technology) that makes users feel inadequate in technical capability and
urges them to spend time and effort learning and understanding aspects of ICT, and
technology anxiety are considered as the stressor and strain in this study, because they
are the most commonly mentioned and prominent factors and especially important for
elderly [5]. Since the middle-aged and elderly people are not familiar with information
technology and losing energy, it is difficult for them to use new technology, and thus
they are most likely to perceive Techno-complexity.

2.2 Resistance Behaviors and Status Quo Bias Theory

Researchers believe that users’ resistance intention comes from rational decisions made
based on comprehensive considerations between the benefits brought by new technolo-
gies and the costs of using new technologies [7]. Shang, from the perspective of users,
believes that the resistance is caused by the gap between users’ desire to maintain the
status quo and the change brought by the systems [13]. The SQB theory was proposed by
Samuelson and Zeckhauser [14] to explain the behavior that people prefer to maintain
the status quo, which explains the phenomenon that individuals tend to maintain the
status quo or maintain the previous decision and choose not to act when making new
decisions. The theory holds that even if the environment has changed and alternative
decision plan appeared, people will carefully compare the benefit and cost of switch-
ing to decide whether to transform their status. When switching benefit is larger than
switching cost, people will change their status, otherwise, they will maintain the status
quo. The perceived value after integrating the switching benefit and switching cost is
the key factor for people to decide whether to resist the new information systems or not
[10].

Based on the above analysis, from the perspective of technostress theory, it is noted
that, according to Stressors-Strain-Outcomes framework, technostress may aggravate
users’ resistance intention. However, from the perspective of the SQB theory, the per-
ceived value formed after comprehensive consideration of switching costs and switch-
ing benefits may reduce users’ resistance intention [10]. Then under the combined
effects of the above two perspectives, how exactly is the resistance intention formed
by middle-aged and elderly users?

Meanwhile, in the previous studies, the role of technostress theory and SQB theory
in user resistance behavior was studied separately [4]. However, from the perspective of
rational decision-making, there has been plenty historical evidence analyses, behavior
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observations and experimental data showing that psychological stress beyond a certain
level makes people unable to systematically consider all relevant solutions and fail to
make rational choices [15]. For the elderly, the low capability to handle technical pressure
will affect the judgment on the perceived value of using chronic diseases management
APPs. Besides, bad emotions will directly decrease the perceived value in some mar-
keting researches [8]. It is thus a sensible choice for this study to combine technostress
theory with SQB theory.

3 Research Model and Hypotheses

3.1 Constructs from SQB

Switching Cost, Switching Benefit and Perceived Value. The switching cost and
switching benefit are derived from the SQB theory. Switching cost refers to the negative
effect felt by users when they switch from the status quo to new information systems,
which consists of transaction cost, uncertain cost, and sunk cost [14]. In this study, the
switching cost mainly results from the switching process of patients with chronic disease
from using offline medical service resources to using online medical services. Because
it takes time and effort to familiarize with a new system, users have to bear a high
switching cost, which leads to lower perceived value [16]. Switching benefit is defined
as the utility gained after using the new systems [10]. In this study, the switching bene-
fits mainly come from the benefits gained by reducing medical expenses, increasing the
efficiency of seeing doctors, strengthening self-health management, etc. These are direct
benefits to middle-aged and elderly users of chronic diseases management APPs, which
increases their perceived value of the new system. Perceived value of the middle-aged
and elderly users are measured by weighing the costs and benefits of change. Therefore,
the following hypotheses are proposed:

H1: The perception of product switching cost by middle-aged and elderly patients
will negatively affect the perceived value.

H2: The perception of product switching benefits by middle-aged and elderly patients
will positively affect the perceived value.

Perceived Value and Resistance Intention. According to the SQB theory, the per-
ceived value is the evaluated result of whether the gained benefit by switching from the
status quo to the new state is worth of the cost [10]. When users decide to either keep
the status quo or choose a new system, if the perceived value of the change is low, users
are more likely to show a higher resistance intention to the implementation of the new
system. Conversely, if the perceived value of the change is high, users may incline to
reduce their resistance intention to the new system. Since users have a strong tendency
to maximize value when making decisions [17], users may be more resistant to changes
if the perceived value of changes is low [14]. However, if the perceived value is high
and the user feels that the benefit is greater than the cost, it will be easier to accept the
change, and the resistance intention to new technologies and products will be reduced.
To sum up, the following hypothesis is proposed:

H3: The perceived value of middle-aged and elderly patients negatively affects their
resistance intention to products.
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3.2 Constructs from Technostress

Technology Complexity and Technology Anxiety. Technology complexity refers to
the degree to which an individual does not have to expend effort to use the technology,
representing an increase in the mental effort and learning curve required [18]. Numerous
studies have confirmed a mutual influence relationship between technology complex-
ity and technostress [11]. In this study, the middle-aged and elderly people have a low
degree of mastery of information technology and are sensitive to technical complexity,
hence they have a low evaluation of information technology self-efficacy, resulting in
their belief of their incapability of using chronic diseases management Apps. Due to
the significant influence of individual self-evaluation on the perceived stress level, tech-
nostress is generated during the subjects’ use of technology, which leads to technology
anxiety. Therefore, the following hypothesis is proposed:
H4: Technology complexity positively affects technology anxiety.

Technology Anxiety and Resistance Intention. Technology anxiety is related to the
fear or discomfort that people experience when thinking about or actually using technol-
ogy. It also refers to an individual’s fear of the possibility of using technology [4]. People
with technology anxiety will weaken their performance and resist using new technolo-
gies, as they perceive themselves as inefficient, focus excessively on their shortcomings,
and immerse themselves much in thoughts of failure and fear. Yusop and Basar [19] Stud-
ies have found that there are quite a few students resisting using online tool Wiki which
can support collaborative learning experience, in which case, the personal factors (i.e.
anxiety of using the new technologies) are greater resistance factors compared with tech-
nical factors (i.e. slow network connection outside the classroom). In this study, although
chronic diseases management APPs can improve health management efficiency, due to
the physical and cognitive limitations of this group, their deficiencies of information
technology capabilities are prominent, technology anxiety is obvious, and it is easy to
generate resistance intention. Moreover, Deng et al. [3] also observed this phenomenon
in the use of mobile health services. Based on this, the following hypothesis is proposed:

HS: Technology anxiety positively affects resistance intentions of middle-aged and
elderly people.

According to existing studies, psychological pressure exceeding a certain intensity
can affect the quality of decision-making [15], and individuals under pressure often
fail to adhere to the rational choice. As perceived value is the result of a comparison
between perceived benefits and perceived costs, individuals’ state of being under pressure
inevitably affects the process of rational decision-making. Middle-aged and elderly peo-
ple in the state of technology anxiety could not rationally compare the benefits and costs
of using chronic diseases management APPs, thus affecting the judgment of perceived
value.

Besides, technology anxiety can be seen as a negative emotion, which are often
depicted as unpleasant subjective experiences, imposes additional psychological costs
on middle-aged and elderly users, and reduces the perceived value. Some empirical evi-
dences have showed that emotional responses had a significant impact on the perceived
value. Some other researches also indicated that negative emotions may prolong the
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service waiting time perceived by customers, reduce their participation in purchasing,
and generate a desire to retreat from the environment [20].

Moreover, anxiety is often regarded as a component of perceived value, for whom,
the emotional response is included in the construction of perceived value. For example,
Sanchez-Garcia et al. [8] identified six dimensions of perceived value, including four
functional values (e.g. product, price), social value, and emotional value. Based on this,
the following hypothesis is proposed:

H6: Technology anxiety negatively affects the perceived value of middle-aged and
elderly people.

The research model of this study is revealed in Fig. 2 below.

Switching costs
H1.

Perceived value

H2
Switching benefits Ha
H6 Resistance intention

H5

Technology complexity Iin Technology anxiety

Fig. 2. The influencing factor model of resistance intention of the middle-aged and elderly using
chronic diseases management APPs.

4 Methodology and Results

4.1 Participants and Procedure

The subjects of this survey are middle-aged and elderly people who are over 45 years old,
can communicate normally, and suffer from chronic diseases (World Health Organization
divides the age group over 45 years old into middle-aged and elderly people). Tiaoshanta
(TST) Community Health Center and Wangjiang road (WJR) Community Health Center
at Chengdu city, China, were the research sites of the field survey. In the beginning, the
team members were trained on the survey’s purpose and attention. Before the formal
data collection, 15 middle-aged and elderly patients with chronic disease were randomly
selected from the survey site as the pre-survey objects. The questionnaire was pre-tested
and adjusted according to the analysis results.

Considering that middle-aged and elderly patients with chronic disease may have
problems in reading or understanding the contents of the questionnaire, or even in phys-
ical movements, the whole process is conducted in a “one-to-one” manner, where one
investigator faces one survey object at a time. Small gifts were distributed as an incentive
measure to the middle-aged and elderly who participated in the survey. A total of 290
questionnaires were collected from the survey, including 19 invalid or missing question-
naires, and 13 questionnaires taken by those aged under 45 being deleted, making a total
of 258 valid questionnaires, with a recovery rate of 88.97%.
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4.2 Measurement Model

Descriptive statistics are mainly analyzed from demographic variables, self-perceived
health status and functional needs. In this questionnaire survey, female subjects
accounted for 60.9%, nearly 50% of them were people with junior high school education
and below. See Table 1 for details:

Table 1. Descriptive statistics of demographic variables

Basic Statistics items | Distribution | Percentage | Effective Cumulative
information percentage | percentage
Gender Male 101 39.1 39.1 39.1
Female 157 60.9 60.9 100.0
Education Junior high 111 43.0 43.0 43.0
background | school and
below
Technical 72 279 279 70.9
secondary
school or high
school
College degree |75 29.1 29.1 100.0
or above
Age 45-49 14 54 54 54
50-59 31 12.0 12.0 17.4
60-69 93 36.1 36.1 53.5
70-79 87 33.7 33.7 87.2
80 and above 33 12.8 12.8 100
Health very bad (1 4 1.6 1.6 1.6
condition point)
Bad (2 points) |29 11.2 11.2 12.8
general (3 80 31.0 31.0 43.8
points)
Good (4 points) | 100 38.8 38.8 82.6
Very good (5 45 17.4 17.4 100.0
points)

Our study has six factors: Technology Complexity (UD), Technology Anxiety (TA),
Switching Benefits (SB), Switching Costs (SC), Perceived Value (PV), and Resistance
intention (RTC). The questionnaire items were designed with reference from a large
number of related literature and slightly modified according to the results of the pre-
liminary survey, with high content validity. SPSS 22.0 was used for statistics and the
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measurement result of sample KMO is 0.956. Meanwhile, the significance value of
Bartlett sphericity test is 0.000, which is very suitable for factor analysis.

As we used mature scales to measure all the factors, here we only need to perform
Confirmatory Factor Analysis (CFA) to check the validity and reliability. Cronbach’s
o, Average Variance Extracted (AVE), and Composite Reliability (CR) were calculated
to examine the internal consistency reliability and convergent validity. As shown in
Table 2, all the Cronbach’s o values were higher than 0.7, indicating a high reliability

of the scales.

Table 2. Results of standardized item loading, o, CR, and AVE

Construct Item | Std.factor loading | t-value | Composite Average variance
reliability (CR) | extracted (AVE)

Resistance RTC1 | 0.856 Fixed |0.963 0.897
Inention (RTC)  prca 0,999 26.156

RTC3 |0.980 25.156
Switching Costs | SC1 | 0.975 Fixed |0.954 0.840
(50 SC2 1 0.985 53.231

SC3  |0.856 25.146

SC5 |0.842 23.674
Perceived PVl [0.982 Fixed |0.954 0.984
Value (PV) PV2 0988 45.699

PV3 1 0.961 48.254
Technology TA1 |0.969 Fixed |0.950 0.826
Anxiety (TA) - '1A2 0,966 41.219

TA3 |0.862 24.366

TA4 0.831 21.804
Switching SB1 [0.939 Fixed |0.968 0.793
Benefits (SB)

SB2 | 0.808 29.622

SB3 | 0.965 34.637

SB4 |0.951 32.268

SB5 | 0.904 26.382

SB6 | 0.783 18.155

(continued)
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Table 2. (continued)

Construct Item | Std.factor loading | t-value | Composite Average variance
reliability (CR) | extracted (AVE)
SB7 |0.873 23.675
SB8 |0.885 24.614
Technology UD1 |0.808 Fixed |0.965 0.798
Complexity (UD) ' ypa | 0.809 20.160
UD3 | 0.850 23.128
UD4 |0918 30.607
UD5 |0.962 39.618
UD6 | 0.964 39.623
UD7 | 0.926 31.654

4.3 Hypothesis Testing

In this study, CB - SEM method was used to draw the structural equation model diagram
with Amos22.0. Then, the maximum likelihood method was used to estimate parameters
and standardize the model. Finally, path analysis was carried out.

Model Fitting Degree Analysis. The measurement results of the model fitness are
shown in Table 3. It can be seen that all the fitness indexes have reached the ideal values,
indicating that the modified model has a good fit with the sample data.

Table 3. Model fitness checklist for the whole model

Fitness index Ideal value Value of this model
Chi-square (CMIN) 622.956
Degrees of freedom (DF) 344
y2/df <3 1.811
GFI >0.8 0.863
AGFI >0.8 0.826
SRMR <0.1 0.0717
CFI >0.9 0.977
RMSEA <0.08 0.056
NFI >0.9 0.950
TLI >0.9 0.973
TFI >0.9 0.977
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Model Path Coefficient Analysis. After empirical testing and modification, the model
and path coefficients are finally obtained, as shown in Fig. 3.

’ Switching costs l\
-0.133

0522 (***)
| Switching benefits |/

-0.562 (***)

Perceived value
0.58
Resistance intention

-0.367 (***) 0.58

0.219 (***)

Technology anxiety
0.79

Technology complexity |»0.7EJ (*%%) -‘

Fig. 3. Model diagram of influencing factors of resistance intention of middle-aged and elderly
people using chronic diseases management Apps (unstandardized coefficient).

4.4 Common Method Bias Testing

In measurement, the artificial covariation between predictor variables and benchmark
variables caused by the same data source or scorer, the same measurement environment,
and the characteristics of the project itself, that is, the common method bias. Control of
method factor effect without measurable method adds the common method bias to the
structural equation model, which can better test and control the common method bias
effect, when the source doesn’t need to be identified. Therefore, we add the common
method bias latent variable to the model, and compare the fitness of the model before
and after adding the variable (Table 4). It can be found that after adding the common
method bias latent variable, the chi-square value increased by 31.805, and the RMSEA
value increased 0.002, the values of CFI, TLI and IFI didn’t change, indicating that after
adding the variable, the fitness of the model didn’t improve significantly. Thus, there is
no significant common method bias in the model.

Table 4. Common method bias test results

Chi-square RMSEA CFI TLI IFI
Model without common | 1227.170 0.096 0.928 0.919 0.928
method bias variable
Model with common 1450.708 0.106 0.913 0.903 0.913
method bias variable
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5 Discussion and Conclusion

5.1 Discussion of Results

There are two main findings in this study. First of all, this study found that both technol-
ogy anxiety and perceived value can directly affect the resistance intention; furthermore,
technology anxiety can also indirectly affect the resistance intention by significantly
affecting the perceived value, which is consistent with the results of previous works [4].
This study suggests the association may result from middle-aged and elderly users being
under pressure to use new technologies with chronic diseases management APPs. On
one hand, the psychological cost increases obviously, and the perception of net ben-
efit is reduced in the comprehensive comparison process on benefits and costs; on the
other hand, technology anxiety can reduce the sequence of users’ instantaneous thinking
activities, and the benefits brought by chronic diseases management APPs cannot be sys-
tematically justified under the influence of cognitive limitation, thus negatively affecting
perceived value. This means that the rational comparison process of obtaining perceived
value in this study is affected by negative emotions. In the future design and promotion
of chronic diseases management APPs, the emotional responses of the middle-aged and
elderly should be taken into account to reduce the negative emotions in their use.

Second, this study finds that the switching cost has no significant effect on perceived
value. The reason may be that the subject group has a more consistent perception of
switching costs. Previous studies have suggested that higher switching costs reduce the
perceived value of the net benefit or the change to the user, as the net benefit is assessed
by weighing that associated with the changing cost [16]. However, in the scenario of this
study, the switching cost of the subject group people is relatively consistent and does not
reflect a big change. The objects of this study basically grew up in the 1980s and before
when the application of Internet technology was not yet widespread in China. Mobile
applications became popular around the year 2010, when the research objects were
generally devoted to work and family, had little spared energy for learning, thus could
only passively accept the popularization of technology, causing the investment and cost
of using chronic diseases management Apps basically the same. According to “The 52nd
Statistical Report on China’s Internet Development”, by June 2023, there were over 400
million middle-aged and elderly Internet users in China, more than half of whom spent
more than a quarter of their time on mobile phones, mainly consuming social, news and
video contents; the consistency of the middle-aged and elderly population is evident.
This shows that the group characteristics of middle-aged and elderly users should be
considered to promote perceived value, avoiding unnecessary efforts in reducing the
switching costs of using chronic diseases management APPs.

5.2 Theoretical Contribution

This paper contributes theoretically in the following two aspects. First, its paramount
contribution is the combination of technostress theory and the status quo bias theory in
the study of system resistance intention and the in-depth discussion of the functional rela-
tionship between the two. They illustrate the decision-making process of user resistance
from two different perspectives: technostress and status quo bias. However, few studies
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have put the two theories together to explore user resistance of information systems.
In this study, we found the negative influence path of technology anxiety on perceived
value, thus uncovering the connection between the two theories. This makes up for the
current research gap and also further explains the decision-making path. Additionally, it
reminds subsequent research on information system resistance intention to consider the
influence of negative emotions such as pressure on rational decision-making.

Second, this study enriches the relevant theories of system resistance intention. At
present, there is no consistent conclusion on how the benefits of new systems and the
barriers to adoption affect users’ resistance intention among middle-aged and elderly
people. However, in the scenario of this study, switching cost has no significant impact
on perceived value resistance intention, indicating that obstacles have little impact com-
pared with benefits. This supports the research on information system resistance intention
and broadens the influence mode of users’ resistance intention. Among them, the char-
acteristics of middle-aged and elderly people play a decisive role in the formation of
the system resistance intention, which reminds follow-up studies on information system
resistance to note the influence of the characteristics of the subject group.

5.3 Practical Implications

The empirical study shows that the subject group with chronic diseases give up using
mobile Apps services mainly because of technology anxiety. Thus, for those patients with
chronic diseases to eventually fit better into the society, they should face the existence
of technology anxiety, actively participate in skills training, and gradually adapt to the
new health management model.

For those service providers of chronic diseases management APPs, they can reduce
the resistance from both management and technology levels. At the management level,
they can mainly increase switching benefits to weaken resistance intention and increase
the perceived benefits with promotions, incentives, or promotions through the help of
their trusted people. Meanwhile at the technology level, as complexity is the main cause
of technology anxiety, specific measures can be implemented to reduce the complexity in
the following two aspects: (1) Optimize system functions; (2) Optimize system interface
and user interaction design. In this study, it was found that patients in the subject group
with chronic diseases were easily confused by icons’ meanings, missed messages, and
forgot the operation steps when using mobile apps, as they are generally prone to have
psychology problems caused by technology anxiety. Service providers can take corre-
sponding measures, e.g. design icons in consistence with traditional medical services,
and provide user-friendly message reminders such as text or voice prompts, flashing
lights, easily recognized sound or vibration, and interface message reminders, etc., to
compensate for the defects of people with visual or hearing impairment.

5.4 Limitations and Future Research

Our study has its limitations, which may lead to future research. For the resistance
intention of new technologies, this study deeply combines the reasons of the status quo
bias theory and the technostress and verifies them in the mobile applications of chronic
disease management for middle-aged and elderly people. Future studies can extend the
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thinking, exploration mode, and conclusion to other scenarios. Besides, this study is only
limited to the individual level of user resistance intentions. Future studies can further
explore the resistance intentions in the organizational environment. Finally, this study
mainly adopts the self-report method to measure technostress. From this perspective,
the accuracy can be greatly improved if future studies adopt new technologies such as
nuclear magnetic resonance imaging (MRI), EEG, etc.
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Abstract. In recent years, the rapid development of new retail has promoted
the growth of the fresh food e-commerce industry. More and more fresh food
e-commerce enterprises are selling their products through platforms similar to
JD Daojia, and there are also platform-based, new retail-based operation modes.
In this context, it is particularly important to compare the operation modes of
fresh food e-commerce and study the coordination mechanisms of fresh food e-
commerce supply chains to improve the overall benefits of the supply chain. This
paper constructs a dual-channel supply chain consisting of fresh food e-commerce
enterprises and fresh food e-commerce platforms. Based on the consideration of
the input of fresh preservation efforts, it compares and analyzes the operation
modes of platform-based and new retail-based fresh food e-commerce, and studies
the coordination problems of platform-based e-commerce supply chains.

Keywords: Fresh Food E-commerce - Fresh-keeping Effort - Coordinating
Covenants

1 Introduction

1.1 Background

The concept of “new retail” was first introduced at the “Cloud Conference” in 2016 [1].
It is Alibaba’s strategy to transform traditional retail elements such as people, goods,
and venues into an information-based and data-driven mode through mobile internet
technology. As consumer demand for high-quality products has increased, the traditional
fresh food e-commerce mode has become inadequate to meet these needs [2]. From
2016 to 2019, the industry experienced a downturn, resulting in layoffs, bankruptcies,
and capital chain ruptures. However, the outbreak of COVID-19 at the end of 2019 led
to a surge in online sales of fresh products, which are essential for daily life [3]. This
sudden increase in consumer demand has brought about a “rebirth” of the nearly bankrupt
fresh food e-commerce industry [4]. Under the new retail mode, fresh food e-commerce
enterprises utilize their own channels, technology, and big data advantages to effectively
address the coverage radius and variety issues of traditional fresh products, and further
meet the needs of consumers for quality differentiation [5]. Consumers can purchase
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fresh products in two ways under this new operational mode: the first is to place an order
and complete payment on a specialized APP in the new retail environment, after which
merchants assign special logistics personnel to distribute the fresh products through self
built logistics or third-party logistics companies. The second way is for consumers to
visit offline stores to buy products according to their preferences, and then hand them
over to professionals in the store for processing and cooking, thereby enhancing the
overall shopping experience.

1.2 Research Purpose and Significance

With the continuous growth of new retail formats, the fresh food e-commerce industry is
flourishing, and many scholars at home and abroad are conducting academic research in
this direction. The vast majority of scholars are studying how to better optimize the fresh
food e-commerce supply chain, in order to draw some conclusions that are worth learning
from. Among them, the transformation of fresh food e-commerce supply chain channels,
coordination among members, and the establishment of contractual relationships to
promote supply chain coordination have greatly helped the rapid development of the
fresh food e-commerce industry [6]. However, considering the different perceptions
and operational modes of different enterprises towards the development of fresh food e-
commerce under the new retail environment, and referring to various research methods of
fresh food e-commerce supply chains, this article plans to take the new retail environment
as the research background, compare and explore the operational modes of the two
most popular fresh food e-commerce supply chains in China under certain factors, and
design coordination contracts for the less efficient operational modes, In order to further
optimize the total revenue of its supply chain.

This article is a study on the coordination mechanism of fresh food e-commerce
supply chain considering preservation efforts in the context of new retail. It is based on
the deduction of mathematical modes, and then simulates the real operation situation
through numerical analysis, ultimately verifying the effectiveness of the contract mode.
By considering the optimal pricing, preservation level, and profit of the supply chain
under preservation efforts for two common fresh food e-commerce operation modes,
we can identify the operation mode with lower efficiency, and design corresponding
coordination mechanisms to optimize the overall efficiency of the supply chain.

1.3 Literature Review

In the context of new retail, China’s fresh e-commerce industry has undergone a new
transformation, gradually forming a pattern of multiple models coexisting. Maruyama
etal. [7] explored the factors that Chinese consumers purchase fresh food from traditional
and modern retail forms, and further explored the regional differences in consumer
shopping behavior, providing substantive suggestions for China’s retail transformation
and upgrading. Xiyue Xiao [8] discussed the supply chain model of fresh e-commerce
under the background of “new retail”. He believes that the arrival of the “new retail”
era requires fresh e-commerce enterprises to improve their supply chain model, build a
complete product supply chain, ensure product quality, improve distribution efficiency,
and introduce advanced technology to transform traditional management concepts into
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consumer demand-based management concepts. Strengthen the concept of fresh supply
chain to better promote the improvement of the fresh supply chain.

At present, there are still a lot of relevant studies on the preservation efforts of
fresh agricultural products. Considering consumers’ requirements for the freshness of
fresh agricultural products and their personalized needs for the service of fresh food
e-commerce platform, scholars at home and abroad take the preservation efforts of
fresh agricultural products provided by supply chain members as the main influencing
factor to discuss the coordination of the supply chain of fresh agricultural products. To
ensure a balance of interests among decision-makers, Zhang et al. [9] models the time-
dependent demand for fresh products and proposes an incentive mechanism to coordinate
the new retail fresh products’ supply chain; further, it demonstrates that the prices can
be significantly decreased with the designed contract, and all the supply chain members
can benefit from Pareto improvement. In order to explore the impact of preservation
efforts on the inventory and profit of fresh agricultural products, Shuyun Wang et al.
[10] established a two-level inventory mode of fresh agricultural products supply chain
composed of a supplier and a retailer, so as to maximize the profit of the whole fresh
agricultural supply chain and achieve win-win cooperation between the two sides. Jie
Ding et al. [11] studied the coordination problem of the dual-channel supply chain
dominated by fresh food e-commerce, designed a hybrid contract of cost sharing and fixed
compensation to optimize the coordination of the supply chain, and finally conducted a
numerical analysis to explore the influence of crossprice and other parameters. Xue Wang
[12] established a fresh supply chain system composed of fresh merchants and fresh
merchant platforms. An improved combination contract of “commission discount+fresh
effort cost sharing” was designed for coordination.

From many academic studies, we find that there is a certain basis for the current
research on fresh food e-commerce’s fresh preservation effort, and there are also a lot
of studies on the coordination mode design of fresh food e-commerce supply chain.
However, it is only for the decision of a single fresh food e-commerce supply chain,
and it is still rare to design the coordination contract based on the optimal decision of
multiple fresh food e-commerce operation modes.

2 Construction of Fresh Food E-commerce Supply Chain Mode

2.1 Mode Hypothesis

Platform-Based Operation Mode. The platform-based operation mode of fresh food
e-commerce [13] refers to fresh food sellers utilizing the powerful resource integration
capabilities of comprehensive e-commerce platforms such as JD Daojia to provide a
trading platform for fresh food sellers and consumers. Build a platform style fresh
food e-commerce supply chain consisting of fresh food sellers and consumers as shown
in the left figure of Fig. 1, assuming that the fresh food seller is the sole supplier of
the entire fresh food supply chain. One sales channel is for the fresh food seller to
publish product information through a third-party fresh food e-commerce platform, and
the seller provides a proportional commission to the e-commerce platform for selling
fresh agricultural products on the platform. Third party e-commerce platforms invest in
preservation efforts. Another sales channel is for fresh food sellers to directly use their
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own offline sales channels to sell products, where consumers pay fees offline. At the
same time, suppliers prepare goods and directly ship them to consumers. During the
delivery process, fresh food suppliers invest their own preservation efforts.

New Retail-Based Operation Mode. The new retail-based fresh food e-commerce
operation mode [14] refers to consumers having the option to browse products online or
experience them firsthand in physical stores. Construct a secondary supply chain con-
sisting of fresh food e-commerce enterprises and consumers as shown in the right figure
of Fig. 1, assuming that the fresh food e-commerce enterprise is the sole supplier of the
entire fresh supply chain. In the context of new retail, fresh food e-commerce enterprises
promote their products through self built platforms and offline stores simultaneously.
One channel is to use online platforms for promotion and sales of fresh products, with
fresh food e-commerce companies investing in preservation efforts. Another sales chan-
nel is for fresh food e-commerce enterprises to directly use their offline stores to sell
products, while the enterprise directly ships to consumers. During the delivery process,
fresh food suppliers invest their own efforts in preserving fresh agricultural products.

Fresh seller(S) Fresh seller(S)

| A
a
| ,

Third party ecommerce | o p; Selfbuilt platform(0) | 2 P2

platforms(O)
| | 1
ry ry 1
v v |
Fresh consumers(C) Fresh consumers(C)

Fig. 1. Platform/New retail fresh food e-commerce supply chain structure

At the same time, combined with the research of existing scholars, this paper makes
the following hypotheses:

Hypothesis 1: Considering the investment in preservation efforts, the freshness of fresh
products after the investment in preservation technology is:

8(r;) = o + kir (D

Hypothesis 2: Since fresh food e-commerce enterprises and third-party e-commerce
platforms need certain cost support when investing in fresh preservation efforts, we
further assume that the cost functions of fresh preservation efforts are respectively:

i = kr?)2 2)

Hypothesis 3: Consumer demand is mainly determined by product price and freshness.
Where the total demand is inversely proportional to the selling price, directly proportional
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to the relative selling price, and directly proportional to the freshness of the product.
There is no difference between basic demand and freshness, and the demand functions
of online and offline sales channels in the two modes are constructed as follows:

Online channel demand function:

dy =m—p1+ Bp2+05(r1) 3)
Offline channel demand function:

dy =m—p2+ pp1 +68(r2) “4)

Hypothesis 4: The online and offline channels of the two modes of operation are in a
perfect information environment, and both the fresh food e-commerce enterprises (fresh
food sellers) and the third-party fresh food e-commerce platforms are absolutely rational,
with the ultimate goal of maximizing profits.

In order to construct the relevant supply chain structure mode, this paper also sets
the main variables and their meanings as shown in Table 1.

Table 1. Main variables and their meanings.

Parameters Meaning

m Basic market demand

o The proportion of commission given by sellers to e-commerce platforms for
unit products

Pl Sales prices through online channels

)23 Sales prices for offline channels

1 Fresh preservation efforts in online channels

) Fresh preservation efforts in offline channels

8o Freshness of fresh agricultural products when they reach consumers without
preservation efforts

1 The cost of preservation efforts in online channels

) The cost of preservation efforts in offline channels

[% The freshness demand elasticity of fresh agricultural products

B Cross price elasticity coefficient between online and offline channels

k1 The level of impact of preservation efforts on freshness

kr The coefficient of impact of preservation efforts on preservation costs

dy The demand for online channels

dy The demand for offline channels

s Profit of fresh food e-commerce enterprises (fresh food sellers)

(continued)
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Table 1. (continued)

Parameters Meaning

TTp Profit of third-party e-commerce platforms

Superscript e | The optimal decision of platform mode

Superscript f | The optimal decision for the new retail mode

Superscript g | The optimal decision under the coordination mode

2.2 Optimal Decisions Under Different Modes of Operation

Platform-Based Operation Mode. Considering that the operation mode of platform
based fresh food e-commerce has a decentralized decision-making mode, a decentralized
decision-making mode is adopted for the supply chain of platform based fresh food e-
commerce [15]. That is, fresh food sellers first determine their online and offline sales
prices and the preservation efforts provided by offline sales based on market demand,
and then third-party fresh food e-commerce platforms decide the preservation efforts
provided by their online sales channels, Finally, the optimal decision for fresh food
sellers and third-party e-commerce platforms in a decentralized decision-making order
is obtained, as well as the online and offline market demand and profits of fresh food
sellers and third-party e-commerce platforms:

k(080 + m){[(B +2)at — 28 — 21k, — k6% (—1 + @)}
(a2B% — 4ap? + 4B% + 4o — 4)k2 — 4(—1 + k0% (o + 1/2)k, + 2kf 64 (—1 + @)

€

P1=

®)

kr(1 = a)(080 + m)[(@f — 2B — 2k, + 2k}f?]
(a2B% — 4af? + 4B% + 4o — 4)k2 — 4(—1 + )k}0% (o + 1/2)k, + 2kF 64 (—1 + @)
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[(a —2)(B + Dky + k202 (e + 1)/2](030 +m)2k (o — 1)
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The total profit is:

e __ e e
T =, + T

080 + m)zkr[(ﬂ + DE4k3 + 2k30Esk? — ki Ee(er — 1)0%kr + 60%kSa (e — 1)2(5/2 + 1)]

(a2B% — 4ap? + 4B2 + 4o — 4)k? — 4(=1 + k02 (o + 1/2)ky + 2k} 0*(—1 + @)
(13)

New Retail-Type Operation Mode. Considering that the new retail style fresh food e-
commerce operation mode is a dual channel mode for fresh food e-commerce enterprises
to meet market demand, consisting of online channel sales achieved by fresh food e-
commerce enterprises through self built e-commerce platforms and offline store channel
sales. Therefore, a centralized decision-making mode is adopted for the supply chain of
new retail style fresh food e-commerce [15], which means that fresh food e-commerce
enterprises and their self built e-commerce platforms belong to the same role for decision-
making, Make joint decisions on the sales prices and preservation efforts of the fresh
food e-commerce supply chain in a dual channel mode. The optimal decision for fresh
food e-commerce enterprises under this decision-making mode is:

- » k(080 + m)
Ph=rph= i (14)
k302 + 2Bk, — 2k,

0k (05
r’;:— ! 1(880 + m) (15)
K262 + 2Pk, — 2k,

Online and offline market demand are as follows:
ff  k(B—=1)(038 +m)

dy =d) = 2
2B — )k + ki 62

(16)

The optimal profit is:

fo_ k(080 4+ m)?
(2B — )k, + k}6?

a7

From this, we can see that under the operation mode of new retail-based fresh food
e-commerce, the optimal price is the same as that of online and offline channels, and the
effort level of fresh preservation is the same.
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2.3 Optimal Decisions Under Different Modes of Operation

The first two sections respectively solve the optimal decision of the platform-based
fresh food e-commerce operation mode and the new retail-based fresh food e-commerce
operation mode, and obtain the optimal fresh-keeping effort, optimal pricing, optimal
demand and optimal profit of the two modes. This section makes a comparative analysis
of the optimal decision of the two modes of operation, so as to draw some conclusions.
(1) Compared with the new retail fresh food e-commerce supply chain, the platform
fresh food e-commerce supply chain has a loss of offline sales price and a loss of online
consumer demand. (2) Compared with the new retail mode, the online and offline fresh
preservation efforts of the platform mode are lost. (3) Compared with the new retail mode,
the overall profit of the platform mode decreases, which indicates that there is a double
marginal effect in the platform fresh food e-commerce supply chain, that is because both
the fresh seller and the third-party e-commerce platform take the maximization of their
own interests as the premise. Therefore, it is necessary to coordinate and optimize the
operation mode of platform fresh food e-commerce.

2.4 Construction of Coordination Mode

Due to the fact that the new retail-based fresh food e-commerce operation mode is a
relatively ideal state, while the platform-based fresh food e-commerce operation mode
with fresh food sellers as the main body can only rely on the online sales channels
of third-party e-commerce platforms, there will be dual marginal effects, which will
damage the overall revenue of the supply chain. If we set the total revenue of the platform
based fresh food e-commerce supply chain under the new coordination contract to be
equal to the total revenue under the new retail mode, and the revenue of fresh food
sellers and third-party e-commerce platforms increases simultaneously, that is, achieving
Pareto improvement, then as rational supply chain members, they will voluntarily fulfill
this contract. Therefore, we assume that fresh food sellers will actively bear a certain
proportion of the cost of preservation efforts on third-party e-commerce platforms. At the
same time, fresh food sellers will provide a fixed fee to third-party e-commerce platforms
to ensure that they can provide a better online sales channel for preservation efforts.
The cooperation between fresh food sellers and third-party e-commerce platforms can
not only stimulate their enthusiasm, but also adjust their profit levels, continuously
optimizing the entire supply chain. At this point, the dual channel decision-making
mode corresponding to the platform-based fresh food e-commerce operation mode is:
Profit of the third-party platform under the coordination mode:

ny =apidi — (1 —e)e1 + F (18)
Profit of fresh food sellers under the coordination mode:
78 = —a)pid) +pady —eci —c2 — F (19)

And the constraint condition is required:

n (20)
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According to the backward solution method, the optimal decision solution of the plat-
form fresh food e-commerce supply chain under the coordination mode can be obtained
as follows:

e=1—u (21

There is a fixed cost that enables the coordination of the platform based fresh food
e-commerce supply chain, and the value of the fixed cost will be determined by the
bargaining power of both coordinating parties. Fresh food sellers and third-party e-
commerce platforms can negotiate and adjust the relative proportion of fixed costs,
which can encourage both parties to freely allocate and coordinate the increased profits
of this supply chain before and after.

40,04 (0
(080 + m)*(Erk, — 0%( — 1)k12)a(E2k,2 + Esk?k, — w)k

(a2B? — 402 + 4B% + 4o — 4)k2 — 4(—1 + )k}0% (o + 1/2)k, + 2k} 004 (—1 + @)
ak, (080 + m)? o @ =Dk O+ m)? (22)
(4B — Dk, +2k302 T (4B — Dk, + 2k762
[ = 2)(B + Dk, + k?6%(c + 1)/2](080 + m)*ky(cr — 1)
(a2B% — 4ap? + 42 + 4o — 4)k2 — 4(—1 + @)kP02(a + 1/2)k, + 2k} 064 (—1 + @)

By coordinating with fresh food sellers to take the initiative to bear the cost of
fresh preservation efforts on third-party e-commerce platforms, while ensuring that the
platforms provide optimal online sales channels for fresh preservation efforts, fresh
food sellers offer a fixed fee to support the quality of fresh preservation efforts. This
supply chain coordination mechanism of cost sharing and fixed compensation promotes
effective collaboration between fresh food sellers and third-party e-commerce platforms.
As a result, it effectively enhances the profits of both parties and elevates the overall
profit level of the supply chain to that of the new retail fresh food e-commerce operation
mode.

3 Verification of Coordination Mechanism

According to the parameter assignment provided by scholars Ding Jie et al. [11] in
their article, assign certain numerical values to the variables involved in the article. The
specific parameter values are shown in Table 2, and based on this, a detailed case analysis
is conducted on the optimal decision.

Table 2. Parameter values

Variable m o 3o 0 B k1 ky
Assignment 100 0.3 1 10 0.3 0.5 100
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3.1 Optimal Decision Analysis

In this section, we use Maple software to calculate and obtain the optimal pricing, optimal
fresh-keeping level, optimal demand and optimal profit of the two operation modes, as
shown in Table 3.

Table 3. Comparison of optimal decision making

Optimal Optimal pricing | Optimal freshness | Optimal demand | Optimal demand
decision level

Platform-based | p§ = 95.132 rf =1.427 df =49.177 ¢ = 9946.262
operation mode | e _ 99581 | ¢ =4.529 d$ =70.604

New retail-type | p| =95.652 || =4.783 4 =66957 | xf =10521.739
operatonmode | r _oses2 |/ = 4783 &) = 66.957

From the table, itis apparent that in the platform’s fresh operation mode, both the fresh
food sellers and the third-party e-commerce platform prioritize their own interests and
are reluctant to invest significantly to guarantee the quality of fresh agricultural products.
Consequently, even if prices are lowered, they fail to meet consumers’ expectations for
high-quality fresh agricultural products. This ultimately results in a decline in the overall
profit of the supply chain.

3.2 Verification of Coordination Mechanism

When other parameters are determined, we discuss the influence of the coefficient of
preservation effort on preservation costs on the upper and lower limits of fixed compen-
sation costs. At the same time, considering the limitations of certain conditions that the
equilibrium solution needs to meet in the previous text, in order to ensure the rationality
of the final result, the range of the coefficient of preservation effort on preservation costs
is set to 50 < &k, < 200.

From Fig. 2, it is evident that there is an optimal interval for the fixed compensation
costs obtained by third-party e-commerce platforms. Additionally, as the impact coeffi-
cient continues to increase, the upper limit of fixed compensation costs decreases. This
implies that as the impact of preservation efforts on costs increases, fresh food sellers can
provide lower fixed compensation costs. As fresh food sellers are important stakehold-
ers, they consider their own interests and respond to market changes when determining
compensation costs in order to balance their own losses. Lastly, it was discovered that
the lower limit of the fixed compensation fee falls in the negative range within a cer-
tain impact coefficient range. This suggests that when fresh food sellers share the cost
of freshness preservation efforts on third-party e-commerce platforms, if the sharing
ratio sufficiently meets the optimal profit increase of the third-party e-commerce plat-
form, they may not need to provide compensation fees. Consequently, the existence and
amount of compensation fees are determined by the bargaining power of both parties.
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Fig. 2. The impact of changes in k- on the upper and lower limits of fixed compensation costs

4 Conclusions

Based on the previous scholars’ research on the operation mode of the current fresh
ecommerce industry, this paper focuses on the optimal decision-making relationship
among pricing, demand and profit of the two most popular operation modes of fresh
food e-commerce supply chain, and constructs the contract coordination mode for the
one with low overall benefit of the supply chain. In order to meet the development needs
of fresh food e-commerce industry under the current new retail background, so as to
improve the overall profit of the supply chain.

First of all, in the process of studying the new retail mode, it is found that the
online and offline sales prices are the same, and the effort level of fresh preservation
is the same [16]. This shows that in the context of new retail, fresh food e-commerce
enterprises pay equal attention to online and offline sales channels, and do not prefer
a single channel. Secondly, in the comparative analysis of the platform mode and the
new retail mode of fresh food e-commerce, it is found that under the new retail mode
of fresh food e-commerce, fresh food e-commerce enterprises are more sensitive to
the perception of consumers’ demand for fresh agricultural products, and can respond
quickly to ensure consumers’ demand for freshness of agricultural products. This shows
that fresh food e-commerce enterprises should focus on consumers’ demand for freshness
of fresh agricultural products and pay attention to the concept of green health, which can
bring more benefits. Finally, in the process of optimizing and coordinating the platform
mode, it is found that if the fresh food e-commerce enterprises and the third-party e-
commerce platform can deeply cooperate and encourage each other, they can effectively
coordinate the benefits of both sides, and then improve the overall benefits of the supply
chain.

However, this article only designed two typical operation modes of fresh e-commerce
supply chain modes that consider preservation efforts in the context of new retail, and
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constructed a coordination contract mode for the operation mode with lower overall effi-
ciency of the supply chain, ultimately enabling continuous coordination and optimization
of the supply chain. Moreover, author has simplified and idealized the construction of
the supply chain mode, and have not included important supply chain members such as
third-party logistics platforms and suppliers in the mode construction, which makes the
mode research in this article lack comprehensive exploration. In future research, sup-
pliers, third-party logistics enterprises, and other members can be introduced into the
supply chain to explore more comprehensive and practical supply chain modes. At the
same time, platform service level, logistics distribution level, and consumer timeliness
of agricultural products can be added to further explore the operation mode of the fresh
e-commerce industry.
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Abstract. Today, the digital transformation of banks is a hot topic in both theory
and practice. In recent years, the number of relevant research results has increased
significantly, and the research focus, level and perspective are complicated. So
it is necessary to systematically summarize and sort out it, and build a relatively
complete knowledge graph to provide support for subsequent research. At the
same time, it can provide useful reference for the banking industry and policy
makers. In this paper, CiteSpace is used to analyze the literatures of bank digital
transformation. Firstly, the research status is analyzed from the aspects of publi-
cation trends, institutions and authors. Secondly, through keyword co-occurrence,
keyword clustering and keyword burst analysis, the research hotspots and evolu-
tion trend are studied. Finally, we construct the knowledge graph of bank digital
transformation, and six research topics are identified. In addition, we propose five
possible research directions in the future.

Keywords: Banking - Commercial Bank - Digital Transformation - Knowledge
Graph - CiteSpace

1 Introduction

Since the implementation of the national “14th Five-Year Plan”, all walks of life continue
to accelerate the process of digital transformation, the banking industry is in the main
position of financial industry in China, with the rapid development of global fintech,
the banking industry has ushered in unprecedented opportunities and challenges, the
depth and breadth of its digital transformation continues to strengthen. In early 2022,
the “FinTech Development Plan (2022-2025)” [1] and the “Guidance on the Digital
Transformation of the Banking and Insurance Industry” [2] issued by the People’s Bank
of China and the Banking and Insurance Regulatory Commission respectively further
promoted the pace of digital transformation of China’s banks. The development direction
of the banking industry in fintech innovation, data capacity building and financial supply-
side reform has been clarified. In addition, the COVID-19 pandemic has also played a
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role in promoting the development of the digital economy, resulting in a sharp rise in the
demand for “contactless” services in the financial industry, which has further promoted
the digital transformation of banks.

In recent years, researches related to bank digital transformation have also been
the focus of academic circles. Studies on how to carry out the digital transformation
of banks, the impact and empowerment brought by the digital transformation of banks
have emerged in an endless stream. The number of relevant research results has increased
significantly, and the research focus, level and perspective are complicated. Therefore,
it is necessary to systematically sort out and summarize the existing research results.
The main contributions of this study are as follows: (1) There are almost no relevant
review in this field in China now, this paper fills the gap and summarizes each subject
area and its relationship by constructing a knowledge graph; (2) Systematic integration
of scattered research results is helpful for scholars to understand the current research
status, hot spots and shortcomings in this field more clearly and comprehensively, so
as to provide effective reference for follow-up research; (3) For the banking industry, it
can guide them to better understand the necessity, opportunity and challenge of digital
transformation, and provide reference value for their thinking about the direction and
strategy of digital transformation practice; (4) This paper provides some enlightenment
for policy makers to think about how to better and more scientifically promote the digital
transformation of banks and avoid the risks in the transformation.

2 Materials and Methods

This paper selects the literatures related to bank digital transformation from the CSSCI
database of CNKI, and sets the search keywords to “bank’ and ‘“’digital transformation’
+ ‘digital’ + ‘intellectualization transformation’ + ‘intellectualization’ + ‘Internet’
+ ‘financial technology’ + ‘science and technology finance’ + ‘big data’ + ‘artificial
intelligence’ + ‘cloud computing’ + ‘block chain’ + ‘Internet of things’”’. The document
type is selected as “CSSCI”, and the search time is set to 2000-2023. We manually
excluded the following three types of literature: (1) The title, abstract and keywords
include keywords related to digital transformation, but the research object has nothing
to do with banks; (2) Research on digital transformation of other types of enterprises.
(3) The invalid literatures such as duplication, missing key information and research
report essence. Then we obtain 857 literatures. CiteSpace is used to convert the exported
documents to the recognizable WOS format, and the data are de-processed, finally get
832 records.

CiteSpace software, a visual analysis software developed by Professor Chen
Chaomei, is a powerful tool for bibliometric research. It can reveal research hotspots
and trends more objectively, scientifically and accurately by presenting co-occurrence
visual maps of keywords, countries, institutions and authors, and has the characteristics
of diversity, time-sharing and dynamics. So we applied CiteSpace 6.1.6 to analyze the
research status of digital transformation of banks from the aspects of the publication
trends, institutions and authors. And further analyzed the research hotspots and evolu-
tionary trends through keyword co-occurrence, keyword clustering and keyword burst
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analysis. Finally, based on the above analysis, the knowledge graph of bank digital trans-
formation is constructed to clarify the logical relationship between the relevant subject
areas of bank digital transformation.

3 Research Status Analysis

3.1 Publication Trends and Author Analysis

From 2000 to 2010, research results have been sporadic. The number of published
papers increased rapidly from 2013 to 2015, indicating that this field began to attract
more and more researchers’ attention. In 2021 and 2022, 111 and 112 articles were
published respectively, indicating that the research heat in bank digital transformation
still maintains a high level. According to the statistics of CiteSpace, Liu MF, the author
with the most published papers, has 9 published papers, but no core author group has been
formed. There is some cooperation among core authors, indicating the close cooperation
among the core authors. But most have not formed a cooperative network.

3.2 Institutions Analysis

The top 10 institutions are all universities, with a total of 111 publications, accounting
for 13.3% of the total sample literature, indicating that universities have made certain
contributions to this field. The centrality of almost all research institutions is 0, indi-
cating that they still have no obvious influence. There are two relatively large research
cooperation networks (Fig. 1), with School of Finance of Renmin University of China
and School of Finance of Central University of Finance and Economics as the core nodes
respectively. In general, a small number of key institutions have formed a certain coop-
eration network, but most of the institutions are still relatively low correlation degree,
and the cooperation intensity is insufficient.

Fig. 1. Distribution network of research institutions.
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4 Analysis of Research Hotspots and Evolutionary Trends

4.1 Co-occurrence Analysis

Figure 2 shows the keyword co-occurrence network diagram, which contains 457 nodes
and 513 connections. The network density is 0.0049, and the keyword co-occurrence
density is sparse. The top 5 keywords are fintech (187 times), commercial banks (172
times), blockchain (71 times), digital currency (46 times), big data (31 times), and digital
currency (46 times). To a certain extent, it reflects that the current research focuses on the
digital transformation of commercial banks, the enabling role of fintech (blockchain, big
data, etc.) on the digital transformation of banks, and the digital products and services
of banks (such as digital currency). There are 32 keywords with centrality greater than
0.1, among which the top 5 are financial technology(0.81), commercial banks(0.55),
financial innovation(0.55), blockchain(0.26) and inclusive finance(0.26). The research
hotspots reflected are little different from the previous analysis based on word frequency,
and also include financial innovation, macro-control, and digital inclusive finance.

® ‘._A‘
o2 e/ o
-
Ve WP
. ‘ ‘.‘ékw} “\ g J“'.\..""
o o é . '
e 4 . @ °
o- T l@yns 'Y *

1S MEHA

Fig. 3. Keyword clustering knowledge map.

4.2 Keyword Cluster Analysis

The knowledge map of keyword clustering (Fig. 3) shows that the value of Modularity Q
is 0.8841, which is significantly greater than the value of network modularity evaluation
index 0.3, indicating a good clustering effect. The Weighted Mean Silhouette value of
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0.8947 indicates that the clustering results have high reliability. The cluster labels are
obtained by using the log-likelihood algorithm (LLR) to extract the keywords from the
cited literature. Figure 3 shows 16 clusters with nodes greater than 10. Each cluster
represents a research topic, and all the literature contained in the cluster forms the
research basis of the topic. Relevant information is shown in Table 1. According to
the main research content of each cluster, six research topics can be further sorted out,
which are commercial banks, fintech, indirect impact, digital products and services,
digital business models and digital inclusive finance. Among them, commercial banks
are the main body of banking digital transformation; Fintech includes the application
of a series of technologies in the financial field, enabling the digital transformation
of banks; Indirect impact refers to some indirect impacts on banks brought by fintech
in the process of digital transformation. Digital products and services are represented
by digital currencies; Digital business model includes network bank, technology bank,
open bank and other business models different from traditional banks. Digital inclusive
finance is the development and realization of inclusive finance brought about by the
digital transformation of banks.

Table 1. Keyword clustering results and research topics

Clusters Size | Silhouette | Mean (Year) | Thematic Area

#0 Commercial Banks 52 10.998 2018 Commercial Banks

#1 Fintech 41 10.992 2017 Fintech

#2 Big Data 29 |1 2016

#13 Digital finance 14 |1 2021

#15 Information Technology | 10 | 0.951 2014

#6 Monetary Policy 24 10.959 2014 Indirect Impact

#9 Bank Competition 20 10.982 2021

#4 Bitcoin 25 10.939 2018 Digital Products and Services
#5 Digital Currency 24 |1 2018

#10 Yu ‘e Bao 17 10.941 2015

#7 Network Finance 24 1098 2006 Digital Business Model
#8 Data Sharing 22 10.941 2013

#12 Science and Technology |17 |1 2013

Bank

#14 Open Bank 11 |1 2020

#3 Inclusive Finance 28 | 0.964 2017 Digital Inclusive Finance
#11 Rural Finance 17 10.982 2015
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4.3 Keyword Burst Analysis

Keyword burst detection can reflect the evolution trend of research hotspots in a certain
research field within a certain time range, and also help to reveal the current and future
hot research topics [3]. In this paper, a total of 20 burst keywords are obtained (Fig. 4).

According to Fig. 4, the research frontier related to the digital transformation of
banks has changed over time. “financial innovation” has a high intensity of burst and
is the keyword with the longest duration(2003—2017). Financial innovation is a broad
concept, and “Internet finance” and “fintech” can be regarded as financial innovation.
Financial innovation is not only the driving force but also the background of the digital
transformation of banks. In terms of the burst time, “e-commerce” is the earliest(2000),
indicating that the research on digital transformation of banks first appeared in the
research on e-commerce. In terms of burst intensity, “blockchain” has the highest burst
intensity (10.99), and related research mainly focuses on “digital currency” and “supply
chain finance”. In the past two years and in the future, “digital finance”, “risk taking”,
“profitability” and “bank risk” may be the research hotspots, that is, the impact of digital
transformation on bank risk taking, profitability and bank risk.

Top 20 Keywords with the Strongest Citation Bursts

Fig. 4. Keyword burst diagram.

Indirect Tmpact
Bank Competition Fintech
Monetary Policy
Empower Digital Products and Services
Commercial Banks Digital Business Mode

Digital Inclusive Finance

Fig. 5. Knowledge graph of bank digital transformation.
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S Knowledge Graph

The digital transformation of banks is a complicated, pluralistic and long-term process.

A knowledge graph is conducive to better classifying all existing research results,
summarizing the main research content and research status within each topic, and further
clarifying the relationship between various topics.

Based on the analysis above, this paper constructs a relatively complete knowledge
graph for bank digital transformation (Fig. 5). It reflects the key research subject areas
and content on the digital transformation of banks, and clarifies the logical relationships
between the various research themes. In general, commercial bank is the main body
of the research in this field. On the one hand, fintech continues to empower banks and
promote its digital transformation [4]; on the other hand, it also exerts indirect impacts
on banks through affecting bank competition and monetary policy. In the process of
digital transformation continuously enabled by fintech, for banks themselves, the digital
transformation of products and services and the digital transformation of business models
are two major research topics. As the most important traditional financial institutions,
the digital transformation of banks will also bring about the development and gradual
realization of digital inclusive finance. Therefore, this paper divides the researches on
digital transformation of banks into the following six themes.

5.1 Commercial Banks

Commercial bank is the main research object of banking digital transformation. Fintech,
represented by Internet finance, has triggered huge changes in the financial industry,
giving birth to new financial products and services such as digital payment, network
and big technology credit, etc. It has long been a consensus that traditional commer-
cial banks must promote digital transformation to improve their competitiveness and
customer service capabilities. Around commercial banks, scholars mainly carried out
research from three perspectives: (1) How to carry out digital transformation? Schol-
ars have conducted relevant studies from the perspectives of strategy, tactics and path
selection [5]. (2) The impact of digital transformation. Empirical research shows that
digital transformation can reduce the risk bearing level of banks, improve the operating
efficiency, and promote the improvement of bank profitability [6, 7]. (3)What are the
results of digital transformation of commercial banks? At present, there are not many
relevant studies in this field. Xie XI et al. [8] built a set of digital transformation index
system of commercial banks from three dimensions of strategic digitalization, business
digitalization and management digitalization. Based on a detailed analysis of banks’
digital transformation strategies, Xie et al. [9] proposed a new intelligent evaluation
method for banks’ digital transformation credibility based on big data analysis.

5.2 Fintech

Fintech can be roughly divided into external fintech and internal fintech, the latter also
known as bank fintech, which is specifically manifested in the bank’s own investment
and development of fintech to achieve the empowerment of banks [10]. This paper
refers mainly to the latter. Specifically, scholars pay more attention to the enabling role
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of bank fintech in the transformation and upgrading of traditional risk management of
commercial banks [11], and some have conducted relevant studies on the mechanism
and effect of enabling the development of small and micro enterprise credit business of
large commercial banks [12], and some have pointed out that bank fintech enables banks
to improve the efficiency of liquidity creation and operational efficiency and effectively
alleviate bank credit risks [6, 13]. In addition, some scholars pay attention to the way
banks promote their own fintech development, and conduct relevant research on the
cooperation and innovation between commercial banks and external fintech companies
[14]. From the perspective of specific technologies, scholars pay more attention to the
application of big data in banking [15].

5.3 Indirect Impact

While banks develop fintech to empower itself, external fintech exerts an indirect impact
on commercial banks by intensifying bank competition and influencing monetary policy.
In terms of bank competition, Sun XR et al. [16] found that the development of external
financial technology would seize the deposit and loan market, thus directly intensifying
the competition among banks, forcing banks to innovate credit technology, optimize and
adjust the credit term and credit structure, and further increase the risks undertaken by
banks. In addition, from the perspective of enterprise growth, some scholars have studied
that bank competition can act as a regulatory factor and positively amplify the promoting
effect of fintech on the growth of different types of enterprises [17]. In terms of monetary
policy, Sheng TX et al. [18] pointed out that when the level of fintech is developed to a
certain extent, it will weaken the influence of monetary policy on the liquidity creation
ability of banks, and it will have different regulatory effects on banks with different asset
and liability structure characteristics. Song QH et al. [19] found that the development of
fintech improved the effectiveness of price monetary policy tools such as interest rates,
but weakened the role of quantitative monetary policy in regulating bank money supply.
In addition, some scholars have studied the impact of the development of Internet finance
on the transmission mechanism and transmission effect of monetary policy [20].

5.4 Digital Products and Services

Digital currency is the most widely concerned among the digital products of banks,
which can be divided into legal and non-legal digital currency. Some scholars have
studied the concept, evolution, related legal issues, global governance and antitrust issues
of digital currency. At present, private digital currencies are completely prohibited in
China. Scholars mainly focus on Libra, the international private digital currency, and
conduct a comprehensive analysis of it from the perspective of economics [21]. They pay
attention to the challenges it poses to China’s own digital currency regulation, monetary
policy and even China’s economy and society [22, 23]. For the digital transformation of
Chinese banks, digital currency mainly refers to the central bank’s legal digital currency.
Current researches mainly includes the law and financial regulation of central bank digital
currency [24], the driving force of its issuance and the principles to be followed [25].
Song M et al. [26] sorted out and summarized relevant researches on central bank digital
currency and prospected possible research directions in the future.
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5.5 Digital Business Model

Open banking is a digital banking business model that takes value creation as its open
purpose, platform-based business model as its open form, financial data as its open
content, and API technology as its open means. The essence of open banking is data
sharing and some scholars study open banking based on this [27]. The ultimate goal of
open banking is to build an interactive ecosystem that encompasses all participants, and
some scholars conduct research from the perspective of open banking ecosystem [28].
The data portability right defined by the General Data Protection Regulation (GDPR)
of the European Union is the theoretical basis of open banking [29]. Some scholars
have also done relevant studies on the introduction of data portability right [29] and the
corresponding regulatory logic [30].

Another digital business model is science and technology banks. Some scholars
explored the ways and modes of developing science and technology banks in China by
studying the practice cases of science and technology sub-branches [31]. Cui B [32]
proposed the “Chinese model” of science and technology bank by comparing and ana-
lyzing the difference between the credit basis of financial transactions between science
and technology sub-branches and science and technology micro-loan companies. Du
YY et al. [33] analyzed the necessity of science and technology bank to replace science
and technology branch based on literature research and field investigation, and proposed
the idea of establishing science and technology bank.

5.6 Digital Inclusive Finance

The development of inclusive finance is an important part of national strategy. Digital
inclusive finance is conducive to promoting the transformation and development of
enterprises[34] and can promote the sustainable development of economy [35]. The
digital transformation of banks enabled by fintech can help establish a digital financial
inclusion model and alleviate or even solve the problem of commercial unsustainability
of inclusive finance. In this regard, scholars mainly studied the impact of the development
of inclusive finance on the profitability of banks through empirical methods[36], and the
promotion effect of the digital transformation of banks on the commercial sustainability
of inclusive finance[37]. Lin B et al.[38] proposed that commercial banks should achieve
commercial sustainability in the context of digital transformation by building a digital
inclusive financial model that is “scenario-based, data-oriented and platform-based”.
Rural finance is an important part of inclusive finance. Zhu TX et al.[39] combined the
digital transformation of small and medium-sized rural banks with the strategy of rural
revitalization, proposed the “double-chain linkage” model of financial service supply
chain and rural industrial supply chain linkage.

6 Conclusions

By using CiteSpace, this paper analyzes the research status, hotspots and evolutionary

trends in bank digital transformation. The main research conclusions are as follows:
Firstly, research popularity continues to rise. Universities have made important con-

tributions to this research field. A few key institutions have formed cooperative networks,
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but most of the cooperation intensity is weak. The influence of research results is insuf-
ficient. The core authors have not yet formed, and the cooperation among authors is not
enough. This situation may not be conducive to the sharing of research results, and it will
also have a certain impact on the quality of research results, which will have a certain
adverse impact on the cohesion and progress of research in this field.

Secondly, the research frontiers of bank digital transformation are constantly chang-
ing. At first, researches mainly focused on e-commerce, online banking and financial
innovation etc., then shifted to Internet finance, technology banking, shadow banking,
real economy etc., and later focused on blockchain and digital currency, financial regula-
tion and regulatory technology, digital economy and finance, and open banking. Recent
studies have focused more on banks’ risk-taking and profitability.

Thirdly, through the knowledge graph, we summarize six thematic areas: Commer-
cial Banks, Fintech, Indirect Impact, Digital Products and Services, Digital Business
Model, Digital Inclusive Finance. Base on that, we further propose five future research
hotspots and possible research directions: (1) Bank fintech enables bank risk control.
Risk control is the lifeline of banks. It is of great significance to study the enabling effect
of bank fintech on risk control. (2) The impact of fintech on monetary policy. Monetary
policy has an important function of macro-control, and the development of fintech has
impact on different aspects of monetary policy, research on this topic is conducive to
promoting the transformation of monetary policy regulation mode and improving its
effectiveness. (3) Digital currency. Digital transformation of currency is an inevitable
trend, the further study of related issues of digital currency can provide more theoretical
guidance for China’s central bank legal digital currency issuance and supervision and
other work. (4) Digital inclusive finance. The development of inclusive finance is one
of the important contents of financial development. It is of great significance to study
how banks can empower themselves to build digital inclusive financial models through
fintech. (5) Evaluation system of bank digital transformation. Current evaluation system
and index are mostly designed for manufacturing industry, which are not entirely appli-
cable to banks. Therefore, the construction of a digital transformation evaluation system
specifically for the banking industry may be another direction.
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Abstract. For a dual-channel supply chain constructed by a manufacturer and
a retailer, the upstream and downstream members of the supply chain are in the
condition of cost information asymmetry. In this paper, we explore whether invest-
ing in consortium blockchain technology can mitigate the effects of information
asymmetry on the supply chain’s overall performance. Three stackelberg game
models are constructed to discuss the pricing strategies of supply chain members
to deal with information asymmetry. The study’s findings indicate that supply
chain members deal with the impact of information asymmetry on sales volume
by reducing prices. Consortium blockchain technology’s input is advantageous to
the supply chain’s overall profit. When the level of consortium blockchain tech-
nology’s input is low, the retailer should bear the entire cost of the consortium
blockchain, conversely, the manufacturer and retailer should share the cost of the
consortium blockchain technology. It is beneficial to consumers when input costs
and input level of consortium blockchain are controlled within a certain range.
For the strategy that the input costs of the consortium blockchain are split by the
manufacturer and the retailer, the smaller the proportion of the manufacturer’s
share is, the more favorable it is to the total profit of the supply chain.

Keywords: Dual Channel Supply Chain - Information Asymmetry - Investment
in Consortium Blockchain Technology - Pricing Strategy

1 Introduction

An increasing number of people are choosing to shop online in the context of the Inter-
net’s rapid expansion and the widespread use of cell phones and other devices. Therefore,
the majority of companies choose to sell their products through a dual-channel sup-
ply chain, which combines online and offline channels. For example, Hewlett-Packard,
Lenovo, Gree, etc. Although the development of the supply chain’s online and offline
channels together improves the efficiency of product circulation between upstream and
downstream, the information asymmetry that exists between upstream and downstream
supply chain members causes numerous issues with the dual-channel retail model. Infor-
mation asymmetry arises from the fact that supply chain participants have varying levels
of information comprehension [1]. In this paper, we consider a dual-channel supply chain
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pricing model under production cost information asymmetry, and we mainly discuss that
the manufacturer conceals its true manufacturing cost, which allows the manufacturer
to misrepresent its cost in order to seek more benefits [2].

This study suggests using consortium blockchain technology to mitigate the neg-
ative effects of information asymmetry on the coordinated development of the supply
chain, given that cost information in the supply chain cannot be fully shared. Consor-
tium blockchain belongs to one kind of blockchain technology. Since the consortium
blockchain’s processing speed is faster than that of the public chain, some commer-
cial organizations and associations will choose to adopt it, such as the JD chain. The
information on the consortium blockchain can only be read, written, and transmitted
by the upstream and downstream of the supply chain, which is highly controllable [3].
At present, blockchain technology is being applied in a number of industries. When
combined with Internet of Things (IoT) technology, blockchain technology can be used
to solve a variety of issues in supply chains upstream and downstream, including those
involving asymmetric, opaque information between record and storage [4].

Scholars both domestically and internationally concentrate on studying aspects of
product quality, pricing, and services when explore the dual-channel supply chain. In this
paper, we primarily examine two aspects: the consortium blockchain technology’s input
and the dual-channel supply chain with information asymmetry. Yan etal. [5] investigated
the impact of manufacturers’ misrepresentation of costs on the overall performance of the
supply chain, and concluded that manufacturers’ misrepresentation behaviors are bene-
ficial to some participants in the supply chain, but detrimental to the entire supply chain.
Yang H et al. [6] examined the impact of information asymmetry on revenue-sharing
contracts and performance in a dual-channel supply chain, concluding that information
asymmetry benefits the retailer but creates inefficiencies for the manufacturer and the
entire supply chain. Allenbrand C [7] proposes that federated blockchains improve the
problem of upstream and downstream information distortion, thus facilitating an optimal
coordination equilibrium between manufacturers and retailers. Zhang et al. [8] explored
the impact of introducing blockchain on risk-averse members in a dual-channel supply
chain, and found that unit blockchain operating costs, direct selling costs, and demand
fluctuations are the key points affecting members’ decision-making. Zhu et al. [9] con-
structed two models to analyze the impact of blockchain on solving the problem of fake
and shoddy products’ damage to brand owners, and found that adopting blockchain is
always favorable for retailers.

Currently, there are relatively few studies on the consortium blockchain. Some pre-
vious research on blockchain has mostly focused on traditional offline channels, but this
paper addresses the information asymmetry of upstream and downstream costs of dual-
channel supply chains. By introducing consortium blockchain technology, it reduces
the harm that information asymmetry causes to the supply chain’s overall efficiency and
investigates the effects of both the introduction of the consortium blockchain technology
and its non-introduction on the supply chain’s overall performance.
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2 Problem Description and Parameterization

This paper studies a dual-channel supply chain consisting of a single manufacturer and
a single retailer, as shown in the following Fig. 1. Depending on whether the consortium
blockchain is adopted and who pays for the consortium blockchain technology input,
it is divided into three categories: a dual-channel sales model without adopting the
consortium blockchain, a dual-channel sales model in which the retailer bears the input
cost of the consortium blockchain technology alone, and a dual-channel sales model
in which the manufacturer-retailer shares the input cost of the consortium blockchain
technology.

Manufacturer

offline channel online channel

Consumers

Fig. 1. The structure of dual-channel supply chain.

The retailer obtains the product from the manufacturer at the wholesale price w, and
the consumer gains the product from the retailer at the retail price P,, the manufacturer
also owns the online channel and sells the product directly to the consumer at the direct
price P, through the online channel. The manufacturer will misrepresent its cost dur-
ing the quotation process in an effort to increase profit. It is assumed that there exists
a misrepresentation coefficient of A, and the real cost of the manufacturer is c, so its
misrepresented cost is Ac [10]. The upstream and downstream of the supply chain intro-
duced the consortium blockchain technology to improve this information asymmetry,
assuming that the unit product input cost of the consortium blockchain is m, n represents
the proportion of the consortium blockchain input cost that the manufacturer should
bear for selling the unit product, n € (0, 1), 6 represents the level of the consortium
blockchain technology, 8 € (0, 1) [11]. The representation of the parameters involved
in the model is shown in Table 1:

Table 1. Meaning of model parameters.

Symbol Definition

D, Retailer offline channel demand

Dy Manufacturer online channel demand

Consumer preference for retail channels

A Coefficient of misrepresentation

(continued)
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Table 1. (continued)

Symbol Definition

0 Level of input in the consortium blockchain

(0] Potential market demand

a Self-price elasticity coefficient of demand

b Cross-price elasticity coefficient of demand

P, Retail price in offline channel

P, Direct price in the online channel

w Wholesale price

c Manufacturer’s true cost

j Sensitivity of supply chain members to information

m Unit input cost of the consortium blockchain

n Proportion of the input costs of the consortium blockchain to be borne by the
manufacturer for each unit of product sold

1—n Proportion of the input costs of the consortium blockchain to be borne by the
retailer for each unit of product sold

I, Retailer’s profit

[ Manufacturer’s profit

T Total supply chain profit

Establish the following demand function for retailers and manufacturers:

D, =aQ —aP, + bP; — Aj (1)

Dg =1 —-a)Q —aPy +bP, —4j 2

Within the dual channel, the self-price elasticity of demand is more efficient than the
cross-price elasticity, therefore, it is assumed here that @ > b > 0 [12]. Three scenarios
are taken into consideration in this paper to examine the role of consortium blockchain
technology. In order to solve the above problems, this paper constructs a Stackelberg
game model with the manufacturer as the leader and the retailer as the follower, and the
decision sequence is that the manufacturer first decides the direct price P; and wholesale
price w in the online channel, and the retailer decides the offline retail price P, [13].

3 Modeling and Solving

3.1 No Investment in Consortium Blockchain Technology

Model 1: In this scenario, the manufacturer’s and retailer’s profits are as follows:

M = (w1 — Ae)(@Q — aPri + bPg1 — Aj) + (Pg1 — Ao)[(1 — @)Q — aPg1 + bPq1 — Aj1  (3)
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My = (Pr1 —w1)Dp1 = (P —wi)(a@Q — aPy1 + bPgy — Aj) 4

The optimal solutions for manufacturers and retailers are obtained using backward
induction as follows [14].

O(a + ba — a) — Aj(a + b) + cr(a® — b?)
2(a? — b?)

ol—
Pdl_

Wwh = Q(aa + b — ba) — Aj(a + b) + cA(a® — b%)

2(a? — b?)
P 0QBd%a + 2ab — b*a — 2aba) + cA(a@® — b3 — ab?® + a?b) — jA(3a% — b* + 2ab)
l 4a(a® — b?)

3.2 The Cost of Investing in Consortium Blockchain Technology is Borne Solely
by the Retailer

Model 2: In this case, the retailer bears the cost of inputting the consortium blockchain
alone. This paper assumes that only by bearing the cost of the consortium blockchain can
they enjoy the information transparency brought by the introduction of the consortium
blockchain technology, therefore, the demand profit functions of the manufacturer and
the retailer are as follows.

Dy =aQ —aPyp +bPgy — (1 —0)Aj o)
Dy = (1 —a)Q —aPg> + bPry — Aj (6)

M2 = W — ¢)Dy2 + (Pg2 — ¢)Dgp = (w2 — o)[@Q — aPry + bPyy — (1 — 0)Aj]
+(Pg2 — o)[(1 —a)Q — aPyz + bPry — Aj]
@)

[ly2 = (P2 = w2 —m)Dy2 = (Pro — wa —m)[@Q — aPyy + bPg> — (1 — 0)Aj] (8)
In this model, the optimal decisions of the supply chain members are as follows.

. Qa+(a®>—bYc—Qa(a—b)+ (b9 —b— a)ij
Par = 2(a? — b?)

Lt Qb + (a* — b*)(c —m) + Qa(a — b) + (ab — a — b)Aj
2T 2(a2 — b2)
(@ = b)e +aPm+ Qu(3a? — b?) + ab(ac — be — bm — 2Qa + 2Q) — (3a% — b2 — 3420 + b*0 + 2ab)Aj
4a(a® — b?)

ko
Pr2_
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3.3 Costs of Investing in Consortium Blockchain Technology are Borne
by Manufacturer and Retailer

Model 3: In this scenario, retailers and manufacturers share the cost of investing in the
consortium blockchain. The demand profit functions of the manufacturer and the retailer
are as follows.

Di3 =aQ —aPr3 +bPg3 — (1 — 0)Aj €))

Dg3 = (1 —a)Q —aPg3 +bPr3 — (1 —0)Aj (10)

M3 = (w3 = ¢ = mm)[aQ — aPy3 + bPg3 = (1 = OA]] + (Pg3 — ¢ = mm)[(1 = @)Q — aPg3 + bPy3 — (1= )21 (11)
3 = [Pr3 — w3 — (1 =m)mlDy3 = [Pr3 — w3 — (1 = mym][aQ — aPy3 + bPg3 — (1 — 0)Aj] (12)
In this model, the optimal decisions of the supply chain members are as follows.

« _ Qa+ ((@+b)(c+mn)-Qu)(a-b)+ (b+a)f—1)3j
P = 2(a% - b%)

. Qb+ (a?-b)(c- m+2mn) + Qu(a-b) + (a+ b)(O—1)Aj

w =
3
2(a - b%)
. a3(c 4+ m) — b3 (c + mn) + ab(2Q — bm + amn — 2Qa) + Qa(3a* — b%) + (a*b — ab*)c + (6 — 1)(3a® — b% + 2ab)j
3= 451(&2 - bz)
.. ow* aP% aP* aP* awi IP*
Proposition 1. T’l < 0, % < 0, a;l < 0; 8—/‘?2 < 0, a_,'2 < 0, 3;2 < 0;
%< ,B.V—V;<0, 3{3;3 < 0.
aj aj aj

From Proposition 1, the optimal pricing of supply chain members decreases with
increasing sensitivity to information both before and after the introduction of the con-
sortium blockchain. Before the introduction of consortium blockchain technology, there
is information asymmetry in the upstream and downstream of the supply chain, and
they choose to set lower prices to attract consumers to buy products. After the intro-
duction of consortium blockchain technology, supply chain members need to invest a
certain amount of consortium blockchain costs, but the demand of the upstream and
downstream of the supply chain will also increase, so the increase in the unit cost of the
product will make the supply chain members make up for the loss of profit by lowering
the price and thus increasing the sales volume.

4 Comparative Analysis of Three Models

4.1 Price Comparison of Three Models

2 2 2 2
Proposition 2. When 8 < %)\;(’\_1), P}, < P%; when 6 < %W, wh <

. c(@® = —ab*+a*b) 0—D+(@ab*—a>)m px * . (B2—a>mn px
wi; wheno < G217 Pl < Priswhent > ===, Py >
. 20 —a®ymn % x. B —a’bymn  px X
Py when 6 > S W3 > wh when 6 > T)\].,Pr3 > Py,

From Proposition 2, when the degree of input of the consortium blockchain tech-
nology is controlled within a certain range, the pricing of supply chain members after
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the introduction of the consortium blockchain technology is lower than that when it
is not introduced, this is because the introduction of the consortium blockchain tech-
nology improves the problem of the asymmetry of the cost information, and the supply
chain upstream and downstream are more transparent. Therefore, supply chain members
lower prices to attract more price-sensitive consumers. With the adoption of consortium
blockchain, as the degree of consortium blockchain input rises, supply chain members’
pricing is higher when the input cost of the consortium blockchain is shared by the
manufacturer and the retailer than when the input cost of the consortium blockchain is
borne by the retailer alone, this is because the inputs of the technology makes the man-
ufacturers and retailers to sell unit product profit is reduced, so supply chain members
will choose to increase the wholesale price, retail price way to increase the profit per
unit product.

4.2 Comparison of Three Model Profits

Proposition 3. When % <6 <l,andm < —%, my > mf. Which
Ay = 3a® —3ab?® + a*b —b3)c, C1 = (3a*> + b* +4ab)rj, D = (3a® — 3ab*)m, B) =
O@dabo — 4ab — 3a’a — bza); when 0 < 6 < ’%?Dz, rr; > n_;f, conversely, when

LtCtD: < § < 1,75 < 7§, which Cy = —4ab?mn—b*mn+4a®mn+4a®1j—4ab’c,

Ay = sqrt[16Q2a4(ot — 1)2 — 16Q2a2bcx(2aa —2a — ba) + 32Qa4c(aot —a—ba) — 8Qa4bmn(10a -7
+(320a*1j — 320a°b%¢) (o — 1) + 8Qab*mn(a*e + 10aba — b — Tab) — 32Qab(akj — b*ca — biesj)
—8a bmn(4c + 3mn — 3m) + 16a°c(24j + ac) — 8a*bc(de — 3mn) — a* b m*n(11n — 48) + bOmZn?
+16a*Aj(2bc — 2bmn + Aj) + 8a> B3 mn(5c + 3mn — 3m) + 8ab*Ajmn(4ab + b*) — 8b° mnac
—8a3bAj(4bc + bmn — 42j) + 16a2b> (b2c? — 2bchj + A22) — 2a2b*mn(12¢ — 5mn — 24m)]

By = 4akj(a + 2b), D> = 4Qa’a + 4abij — 4Qabd + 4a>c — 4Qa”> + a*bmn.

Proposition 3 shows that when the degree of consortium blockchain input and input
costs are within a certain range, the total profit of the supply chain is larger when the
consortium blockchain technology is input than when it is not, which is because the input
of the consortium blockchain technology makes the market demand rise, at the same
time, the upstream and downstream information of the supply chain is more transparent,
therefore, the profit of the supply chain members rises, which offsets market losses due
to cost information asymmetry. After the input of consortium blockchain technology, it
can be seen that there is a threshold value for the input degree of consortium blockchain,
when 6 is smaller than the threshold value, the total profit of the supply chain is the
highest when the cost of choosing to input the consortium blockchain is borne by the
retailer alone; when 0 is larger than the threshold value, a strategy in which the input cost
of the consortium blockchain is shared between the manufacturer and the retailer should
be chosen. Therefore, for the supply chain as a whole, the introduction of consortium
blockchain technology is favorable.
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4.3 Impact of Cost Sharing Ratio on Total Supply Chain Profitability

s A3—B3—C3—D3 oy . a3
Proposition 4. When n < GG @5 o < 0; conversely, -+ >

0.Which A3 = (2Qbam+2abcm+2abm?)(a*> —b*); Bz = (4Qa’m—4Qab*m)(a —1);
C3 = (4ab® 4+ 2b° — 4a® — 2a°b)Ajm(60 — 1); D3 = 2cm(2a* — 3a’b* + b*).

Proposition 5 shows that for model 3, there exists a threshold value for the proportion
n, when the proportion n is smaller than this threshold value, the total profit of the supply
chain decreases with the increase of the proportion of the costs shared, and when the
proportion of the costs shared is larger than this threshold value, the total profit of the
supply chain increases with the larger proportion n of the costs shared. Therefore, it
can be concluded from the proposition that to make the total profit of the supply chain
higher, the manufacturer should be made to bear as small a proportion of the consortium
blockchain cost as possible. This is because the manufacturer has both online and offline
demand channels, while the retailer has only offline channels. If the manufacturer shares
less of the costs, its profit per unit of product will be higher.

5 Numerical Analysis

To confirm the validity of the analysis presented above, this section uses Matlab to do a
case study analysis. The parameter settings are given here as follows: Q = 100, ¢ = 2.5,
a=10,b=7,1=2,a =04, m =5,n = 0.5. The parameters are substituted into the
three models to test the pricing strategies of the supply chain members before and after
adopting the consortium blockchain chain technology as shown below:

As illustrated in Fig. 2, the pricing of supply chain members is negatively related to
their level of sensitivity to information, both with and without the input of consortium
blockchain technology, consistent with the inference of Propositions 1. Comparing the
relationship between profit and the degree of input to the consortium blockchain in the
three models, taking j = 5, n = 0.5, 8 € (0, 1), the results are shown in the following
figure:

Figure 3 reveals that the total profit of the supply chain is higher when the consor-
tium blockchain technology is input than when it is not. After the introduction of the
consortium blockchain technology, there exists a threshold value for the degree of input
of the consortium blockchain, supply chain members can choose the appropriate consor-
tium blockchain introduction strategy based on this threshold value. Meanwhile, Fig. 3
demonstrates that the total profit of the supply chain all increases with the increase of the
degree of input of the consortium blockchain, so the input of the consortium blockchain
technology is favorable for the supply chain as a whole. After adopting the consortium
blockchain technology, the results of comparing the changes in pricing of the three model
supply chain members with the level of inputs of the consortium blockchain technology
are shown in the figure below:
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Fig. 3. Relationship between total supply chain profit and consortium blockchain input level.

From Fig. 4, it can be seen that the pricing of supply chain members is higher when
the input costs of the consortium blockchain are shared by the manufacturer and the
retailer than when the input costs of the consortium blockchain are borne by the retailer
alone, 6 € (0, 1), which is consistent with the conclusion of Proposition 3. For Model 3,
explore an appropriate sharing ratio that maximizes the total profit of the supply chain.
Taking & = 0.5, n € (0, 1), and substituting the above parameters into the model, the
results obtained are shown below:
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Fig. 5. Impactof consortium blockchain cost sharing ratio on total profit of supply chain members.

Figure 5 proves that the total profit of the supply chain will be higher when the
proportion of input costs per unit of product consortium blockchain borne by the manu-
facturer is lower. Thus for Model 3, it is advantageous to explore an appropriate sharing
ratio for the total profit of the supply chain members.



96 Q. Fang and Q. He
6 Conclusions

This paper studies a dual-channel supply chain that suffers from cost information asym-
metry and investigates whether the problem can be solved by introducing the technology
of consortium blockchain. This paper constructs three models and investigates the pric-
ing and the total profit changes of the supply chain members under the three models.
The results show that supply chain members usually set lower prices to mitigate the
reduction of sales and benefits caused by information asymmetry; the input of consor-
tium blockchain technology is beneficial to the total profit of supply chain; when the
input level of the consortium blockchain is small and the input cost of the consortium
blockchain is chosen to be borne by the retailer alone, the total profit of the supply chain
is the highest; when the input level of the consortium blockchain is high and the input
cost of the consortium blockchain is shared by the manufacturer and the retailer, the
total profit of the supply chain is the highest; When the input cost and the input degree
of the consortium blockchain are within a certain range, the optimal price of the supply
chain members can be reduced, which is conducive to the purchase of goods by con-
sumers; when the input cost of the consortium blockchain is shared by the manufacturer
and the retailer, the higher the total profit of the supply chain is when the proportion
of the manufacturer’s share is smaller. The research presented in this paper has certain
shortcomings. Firstly, the study of a dual-channel supply chain model with a single
manufacturer and retailer is a little too simplistic, in reality, there are many competing
manufacturers and retailers; additionally, some retailers have opened up online channels
due to the rise of community group purchasing, making the study of a multi-channel
model more meaningful. Therefore, future research can be further extended around these
two aspects.
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Abstract. Government services have the characteristics of seriousness and
authority that distinguish them from commercial services, and the application
of anthropomorphism may strengthen the public’s stereotypical impression of the
government, cause negative attitudes towards the government, and reduce the cred-
ibility of the government if the application of anthropomorphism is completely
copied from the experience in the commercial field, so it is necessary to explore the
application of anthropomorphism of the government Q&A robot and its relation-
ship with the government trust. With the level of anthropomorphism as the core, we
select four influencing variables, namely, government affinity perception, service
result valence, authoritarianism obeys personality, and government trust, formu-
late research hypotheses and construct an empirical research model, and conduct
one pre-experiment and three formal experiments using the method of contextual
manipulation experiments. The experimental results show that the anthropomor-
phism degree of the government Q&A robot positively affects government trust;
government affinity perception plays a mediating role in the above process; service
result valence moderates the relationship between the anthropomorphism degree
of the government Q&A robot and government trust; and authoritarianism obeys
personality moderates the relationship between the anthropomorphism degree of
the government Q&A robot and government cognitive trust, but does not moderate
the relationship between the anthropomorphism degree and government emotional
trust.

Keywords: Anthropomorphism - Government Q&A robot - Digital
Government - Government trust - Authoritarianism obeys personality

1 Introduction

Government Q&A robots are often defined as computer programs in the field of gov-
ernment affairs based on artificial intelligence technology that respond to user inquiries
by recognizing, processing, and analyzing natural language [1]. With the launch of
Al chatbot models ChatGPT and GPT-4 by US-based OpenAl triggering a new wave
of technology worldwide, government Q&A robots have received an unprecedentedly
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high level of attention, both in academia and in industrial practice. Anthropomorphism
of robots is a research priority in the field of human-robot interaction. It has been widely
practiced in the field of business marketing for developers to elicit positive impressions
and responses from users by making robots designed to be more human-like. Anthro-
pomorphic design tools have also been introduced in the field of digital government
services to create intelligent Q&A robots. However, government services are different
from commercial services in terms of seriousness and authority, so the application of
anthropomorphism may not be able to completely copy the experience of the commercial
sector, otherwise the phenomenon of “not suited to the local environment” may occur.

Public trust in government is at the center of the government-public relationship.
Some studies have found that the exposure and use of digital government services
can help improve the public’s perception of the government’s efficiency, transparency
and responsiveness, improve the public’s evaluation of government performance, and
improve the public’s internal trust in the government [2]. Therefore, government Q&A
robots play an important role in shaping government image, perceiving government
performance, and forming government trust to a certain extent. However, there is lim-
ited research on the government’s adoption of intelligent Q&A robots and their impacts,
especially on how the anthropomorphism strategy of government Q&A robots affects the
formation of government trust. Therefore, this study proposes core scientific questions:
(1) Can the application of anthropomorphism in government Q&A robots influence the
formation of government trust? (2) How does the application of anthropomorphism in
government Q&A robots affect the mechanism of trust formation in government? (3)
Does the impact of anthropomorphism in government Q&A robots vary in different
contexts?

2 Literature Review

Throughout the domestic and international research literature, studies on the anthro-
pomorphism of robots are mostly focused on the commercial field, but rarely involve
the political field. Existing studies mainly include three categories: (1) Studies on the
anthropomorphic design of robots, such as external image anthropomorphism, behav-
ioral anthropomorphism, verbal communication anthropomorphism, etc., focusing on
how to design intelligent robots in business scenarios so that anthropomorphism can
really work [3]; (2) Studies on ethical issues of anthropomorphism applied in robots,
discussing whether anthropomorphic attributes can create an issue of ethical risk [4];
(3) Studies on the impact of anthropomorphism on users. This study focuses on the
third category, the study of the impact of anthropomorphism on users. Many empirical
studies have verified the positive results of anthropomorphism [5], such as enhancing
users’ satisfaction and consumption willingness; some scholars have also investigated
the negative effects of anthropomorphism, e.g., based on the theory of the Valley of
Horror, Zhang Yi et al. [6] found that when the anthropomorphism of a service robot
exceeds a certain threshold, consumers will feel disgusted instead. Very few scholars
have studied the effect of anthropomorphism on the communication effect of political
microblogging in the field of government affairs.

Many researchers have paid attention to the impact of new models of government
services based on digital government in government trust [7]. How to enhance public
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trust in government with the application of digital government is one of the primary
goals of digital government development. For the path of the role of data government
contact on government trust, existing studies divide it into two categories: (1) Partici-
patory government path, emphasizing that digital government can enhance the level of
public trust in government by promoting public political participation; (2) Enterprise
government path, emphasizing that the government can create a service-oriented digital
public service system with the help of information technology, and enhance the pub-
lic’s trust in the government by improving the public’s perception of the performance
of public services. Studies have been conducted to explore the influencing factors of
government trust under the perspective of digital government engagement based on the
two aforementioned paths of government trust formation, and this paper categorizes
the perspectives of these studies into those based on the perspective of public political
participation and those based on the perspective of service performance perception.

According to the literature combing, this paper believes that there are three research
gaps worth exploring: Firstly, the extension of anthropomorphism-related theories in the
governmental domain is worth exploring; secondly, more research perspectives such as
human-computer interaction are called for in the study of the impact of digital govern-
ment contact on government trust; finally, there is a lack of mature theoretical guidance
on the influence mechanisms and boundary conditions of anthropomorphism in digital
government. Our study aims to fill these three research gaps. To address research gap
1, this study explores the impact of anthropomorphism on government Q&A robots
by demonstrating the applicability of anthropomorphism’s spillover effect in the gov-
ernment domain. This part of the study answers RQ 1. Addressing research gap 2,
this study explores the impact of the anthropomorphism of government Q&A robots
on government trust from the perspective of human-computer interaction, combining
social response theory and institutional performance theory. This part of the study also
answers RQ 2. To address research gap 3, this study integrates interdisciplinary theo-
ries of human-computer interaction and political psychology, constructs and validates
a research model, and explores how the mediating variable (government affinity per-
ception), and moderating variables (service result valence, and authoritarianism obeys
personality) affect the influence of the anthropomorphism degree of government Q&A
robot on government trust. This part of the study answers RQ 2 and RQ 3.

3 Hypothesis Formulation and Model Construction

3.1 Theoretical Foundation

Social Response Theory and Institutional Performance theory are two of the most sig-
nificant theoretical foundation applied in our research. Social Response Theory is a
classic theory in the field of human-computer interaction. The theory states that human-
computer interaction is inherently social: individuals automatically or unconsciously
perceive computers as social actors, even if they know that the machine has no feelings
or intentions [8]. In this context, when computers have cues related to human behavior,
people unconsciously or autonomously apply human social rules to their interactions with
computers, such as norms of politeness and personality responses [9]. It has been shown
that users develop a sense of social presence when interacting with anthropomorphic
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virtual machine agents. Even a few anthropomorphic cues can trigger an individual’s
sense of social presence and social norms, which in turn prompts the user to display
behaviors and reactions similar to those in human-to-human interactions.

Government trust is the focus of this study. In the field of government trust research,
Institutional Performance Theory and Social Capital Theory are the two dominant
explanatory theories. The difference between these two theories is that Institutional
Performance Theory focused on the performance of the government, while the social
capital theory emphasizes the importance of socio-cultural context and public partici-
pation. According to the context of our research, we prefer to adopt Institutional Per-
formance Theory. Institutional performance theory argues that government trust stems
from the public’s perception and rational assessment of government governance per-
formance or institutional performance [10]. The level of government trust depends not
only on objective institutional performance such as economic growth and government
transparency, but also on subjective perceptions such as public satisfaction with public
services and a sense of political efficacy. However, whether emphasizing objective insti-
tutional performance or the impact of subjective feelings of performance on government
trust, institutional performance theory stresses the endogenous nature of government
trust, emphasizing that government trust comes from the results of the government sys-
tem’s own operation, and that the public’s choice of trusting or distrusting the government
is based on rational calculations.

3.2 The Effect of Anthropomorphism of Government Q&A Robot on Government
Trust

According to Social Response Theory, when interacting with robots, people automati-
cally or unconsciously perceive the computer as a social actor, even if they know that
the machine has no feelings or intentions. It has been noted that if people perceive intel-
ligent robots to be more similar to people, they will have more positive attitudes towards
them and develop positive emotions, which in turn increase user trust and satisfaction.
Further research has found that the anthropomorphic characteristics of robots can gener-
ate spillover effects, which can help increase users’ attitudes and emotional connection
towards the websites or brands represented by the robots. For users in the governmental
domain, highly anthropomorphic Q&A robots may also be associated with the level of
digitization and intelligence of government services. Therefore, this study hypothesizes
that highly anthropomorphic government Q&A robots in the governmental domain also
help increase users’ trust in the governmental agencies represented by the robots. Draw-
ing on Du Fan and Wu Xuanna’s [11] categorization, this study refines government trust
into cognitive trust and emotional trust in government.

H1 The degree of anthropomorphism of government Q&A robots positively affects
users’ trust in government.

Hla The degree of anthropomorphism of government Q&A robots positively affects
users’ cognitive trust in government.

H1b The degree of anthropomorphism of government Q&A robots positively affects
users’ emotional trust in government.
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3.3 The Mediating Role of Government Affinity Perception

Highly anthropomorphic service robots can give users a stronger desire to engage with
them and bring them closer to the psychological distance between them and the robot
[12]. This study hypothesizes that this effect can also apply to the relationship between
the user and the government that provides the government Q&A robots, e.g., increas-
ing the sense of closeness with the government. Drawing on existing research, this
paper introduces the concept of government affinity perception. Government affinity
perception refers to the degree to which a user perceives that the government exhibits
characteristics such as enthusiasm and efficiency in government services and develops
an affinity with the government on a psychological level. We infer that anthropomorphic
government Q&A robots can evoke users’ perception of government affinity and thus
enhance trust in the government. Therefore, based on the above analyses, this study
proposes the following hypotheses:

H2 Government affinity perception mediates the relationship between anthropomor-
phism level and government trust.

H2a Government affinity perception mediates the relationship between anthropomor-
phism level and government cognitive trust.

H2b Government affinity perception mediates the relationship between the degree of
anthropomorphism and government emotional trust.

3.4 The Moderating Role of Service Result Valence

According to institutional performance theory, public trust in government depends on
the perceived performance of public services. When users interact with government
Q&A robots, they often want to obtain information or get help, so whether the robots
can solve problems is what users focus on, which will largely affect their performance
perception of government services. In interviews with consumers, Deng Shichang et al.
[13] found that the inability of Al robots to practically solve the user’s problems can
lead to a poor experience. In the existing anthropomorphism literature, many scholars
have examined the impact of anthropomorphism based on the context of robot service
success, and some scholars have also focused on the role of anthropomorphism in the
context of service failure [14], but the existing studies tend to focus on only one of the
scenarios of success or failure, and very few studies have examined both the success and
failure scenarios of the service from an integrated perspective. For these two different
service result contexts, users’ information processing and perception may differ, thus
affecting the identification, perception, and subsequent role of anthropomorphic cues.
Therefore, this study introduces service result valence as a moderating variable to exam-
ine the differences in anthropomorphic influence on positive and negative outcomes.
Synthesizing the above analyses, this study proposes the following hypotheses:

H3 Service result valence moderates the effect of anthropomorphism degree on
government trust.

H3a Service result valence moderates the effect of anthropomorphism degree on govern-
ment cognitive trust; in the positive outcome, anthropomorphism degree of government
Q&A robots does not have a significant effect on government cognitive trust; in the
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negative outcome, high anthropomorphism degree of government Q&A robots is more
likely to enhance users’ government cognitive trust.

H3b Service result valence moderates the effect of anthropomorphism degree on govern-
ment emotional trust; under positive outcome, anthropomorphism degree of government
Q&A robots has no significant effect on government emotional trust; under negative
outcome, high anthropomorphism degree of government Q&A robots is more able to
enhance users’ emotional trust in government.

3.5 The Moderating Role of Authoritarianism Obeys Personality

When studying the cognitive formation of users, it is important not to ignore the dif-
ferences between individual traits. It has been pointed out that intrinsic personality and
extrinsic environmental variables affect their political awareness tendencies and political
attitudes. The anthropomorphism of the government Q& A robot belongs to the extrinsic
environmental variables, so the intrinsic personality is also an indispensable variable in
the study of the formation of government trust. It has been pointed out that authoritari-
anism obeys personality is one of the important variables in the study of the relationship
between public and government trust. Individuals with an authoritarianism obeys per-
sonality usually exhibit authority over law, adhere to traditional values and concepts, and
are not allowed to express dissatisfaction with authority [15]. Therefore, the stronger
the authoritarianism obeys personality, the more subconsciously one identifies with the
current authoritative government, i.e., the higher the level of trust in the government,
and the less sensitive this trust is to changes in the external environment. Based on this,
the present study hypothesizes that the effect of anthropomorphism level on trust in
government is likely to be moderated by the moderating effect of authoritarianism obeys
personality. This study proposes the following hypothesis:

H4 Authoritarianism obeys personality moderates the effect of the degree of anthropo-
morphism on government trust.

H4a Authoritarianism obeys personality moderates the effect of anthropomorphism
degree on government cognitive trust; for high authoritarianism obeys personality,
anthropomorphism degree of government Q&A robots has no significant effect on gov-
ernment cognitive trust; for low authoritarianism obeys personality, high anthropomor-
phism degree of government Q&A robots is more likely to enhance users’ government
cognitive trust.

H4b Authoritarianism obeys personality moderates the effect of anthropomorphism
degree on government emotional trust; for high authoritarianism obeys personality, the
anthropomorphism degree of government Q&A robots has no significant effect on gov-
ernment emotional trust; for low authoritarianism obeys personality, government Q&A
robots with high anthropomorphism degree are more able to enhance users’ emotional
trust in the government.

Based on the above assumptions, the research model of this paper is constructed as
shown in Fig. 1.
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Fig. 1. A research model to study the effect of anthropomorphism level of government Q&A
robot on government trust.

4 Research Design and Experimental Validation

4.1 Pre-experiment: Anthropomorphic Manipulation Design and Effect

This study chooses to manipulate it in a “picture”-based way, focusing on “ID card
processing process consulting” as a common government affairs consulting topic, and
designing different levels of anthropomorphic dialogue interfaces between the govern-
ment Q&A robot and the user. This study recruits 80 subjects to participate in an online
contextual experiment through the “Credamo” platform. First, the subjects are randomly
divided into two groups, with one group browsing high-form anthropomorphic manipu-
lation materials and the other browsing low-form anthropomorphic manipulation materi-
als. Next, the subjects are asked to fill out an experimental questionnaire, which consists
of four anthropomorphism measurement questions of the government Q&A robot and
personal information.

A total of 78 valid samples are obtained in the pre-experiment. The internal con-
sistency coefficient of the anthropomorphism measurement scale is greater than 0.7,
indicating a high degree of inter-question agreement. An independent-samples t-test is
used in this study, which shows that the anthropomorphic manipulation approach in the
pre-experiment is valid and that it can be used in subsequent formal experiments.

4.2 Experiment 1: Main Effect of Degree of Anthropomorphism
and the Mediating Effect of Government Affinity Perception

In Experiment 1, a one-way (high vs. low anthropomorphism) between-groups design
is used to recruit 80 subjects from the “Credamo” platform. The first part of the formal
experiment consists of randomly dividing the subjects into two groups and then sub-
jecting them to the same anthropomorphic manipulation as in the pre-experiment. In the
second part, the subjects are asked to imagine that they are a college student who has
just come to the city A for employment and needs to apply for a new ID card in A after
moving their household registration to A. They then ask the intelligent Q&A robot on the
government service platform of A about the current process of applying for an ID card;
then, the subjects will see a screenshot of their dialogue with the Q&A robot. The third
part is to fill in the experimental questionnaire, which includes four anthropomorphism
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measures, two government affinity perception measures, three government cognitive
trust measures, three government emotional trust measures and personal information.

A total of 69 valid samples are eventually obtained for Experiment 1. The internal
consistency coefficients for all measurement scales are greater than 0.7. Firstly, Exper-
iment 1 still tests the validity of the anthropomorphism manipulation. Secondly, an
independent-samples t-test is used to verify the effect of anthropomorphism level on
trust in government, which shows that compared to the low anthropomorphism group,
users in the high anthropomorphism group have higher cognitive trust in government
(Mhigh anthropomorphism = 6.11, SD = 0.62; Mjow anthropomorphism = 5.23,SD=0.95;t=
4.546, p < 0.001), and their emotional trust is also higher (Mhigh anthropomorphism level =
5.91, SD = 0.81; Miow anthropomorphism level = 5.28, SD = 1.03; t = 2.781, p = 0.007 <
0.01); the effect of anthropomorphism level on the perceived affinity for the government
is also validated, with users in the high anthropomorphism group generating higher per-
ceptions of affinity for the government than those in the low anthropomorphism group
(Mhigh anthropomorphism = 5.75, SD = 1.01; Moy anthropomorphism = 4.40,SD =1.34;t=
4.702, p < 0.001). Next, in order to verify the mediating effect of government affinity
perception, the Bootstrap method is chosen for this study. The results show that the
indirect effect of anthropomorphism degree on government cognitive trust through gov-
ernment affinity perception is significant (3 = 0.137,[0.019,0.267]), and the direct effect
is significant (3 = 0.187, [0.013,0.361]), which indicates that government affinity per-
ception produces a partial mediating effect; and that the degree of anthropomorphism
has a significant indirect effect on the emotional trust of the government through the
perception of government affinity ( = 0.236, [0.109,0.389]), and the direct effect is not
significant (§ = 0.089, [—0.091,0.269]), indicating that the perception of government
affinity produces a complete mediating effect.

4.3 Experiment 2: Moderating Effects of Service Result Valence

In Experiment 2, a 2 (anthropomorphism level: high vs. low) x 2 (service result valence:
positive vs. negative) two-factor between-groups experimental design is used, and 160
subjects are recruited from the “Credamo” platform. In the first part of the main experi-
ment, all subjects are randomly assigned to two groups, and the same anthropomorphic
manipulation as in the pre-experiment is performed on the subjects; next, the two groups
are subdivided into two groups, and the subjects are set up with the scenarios of suc-
cessful and unsuccessful service outcomes. The second part of the main experiment is
for the subjects to imagine that they are a college student who has just come to the
city A for employment, recently intends to apply for a passport in order to facilitate
overseas travel, so asks the intelligent Q&A robot of the city A’s government service
platform about the current process of applying for a passport; the subject is then shown
a screenshot of the complete dialogue between himself/herself and the Q&A robot. The
third part of the main experiment is to fill out the questionnaire, which contains the
same anthropomorphism, government affinity perception, government cognitive trust,
and affective trust measurements of the government intelligent Q& A robot as in the pre-
vious experiments, one service outcome validity measurement, one situational imagery
difficulty measurement, and personal information.
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Experiment 2 ends up with a total of 136 valid samples. The internal consistency
coefficients for all measurement scales are greater than 0.7. First, Experiment 2 tests
the validity of the manipulation. Second, Experiment 2 again verifies the main effect
of anthropomorphism level on government trust and the mediating effect of govern-
ment affinity perception. Finally, the moderating effect of service result valence on the
relationship between the degree of anthropomorphism and government trust is tested.
A two-way ANOVA is used to test the interaction between service result valence and
anthropomorphic degree on government trust, and the results show that the main effects
of anthropomorphic degree and service result valence on cognitive trust and emotional
trust of the government are both significant; and the interaction effect of anthropomor-
phic degree*service result valence is significant on cognitive trust of the government (F
=8.90,p=0.003 < 0.01), and the interaction effect on emotional trust of the government
is equally significant (F = 9.34, p = 0.003 < 0.01).

Further simple effects analyses show that under the positive outcome, the govern-
ment cognitive trust for users in the high and low anthropomorphism group is 5.93 and
5.68 respectively, and the simple effect of anthropomorphism on cognitive trust is not
significant (F = 0.86, p = 0.355 > 0.05); the government emotional trust for users in
the high and low anthropomorphism group is 5.99 and 5.74 respectively, and the simple
effect of anthropomorphism on emotional trust is not significant (F = 0.73, p = 0.395
> (.05). Under the negative outcome, users in the high anthropomorphism group have
significantly higher cognitive trust (Mhigh anthropomorphism = 4.59) than those in the low
anthropomorphism group (Miow anthropomorphism = 3.21), and the simple effect of anthro-
pomorphism on cognitive trust is significant; users in the high anthropomorphism group
have significantly higher government emotional trust (Mhigh anthropomorphism = 4.73) than
those in the low anthropomorphism group (Miow anthropomorphism = 3.21), and the simple
effect of anthropomorphism on emotional trust is significant.

4.4 Experiment 3: Moderating Effects of Authoritarianism Obeys Personality

Experiment 3 is a one-way (anthropomorphism: high vs. low) between-groups design,
in which a measure of the psychological value of authoritarianism obeys personality is
included in the experiment. A total of 160 subjects are recruited from the “Credamo”
platform. The first part of the main experiment consists of randomly dividing all subjects
into two experimental groups and then subjecting them to the same anthropomorphic
manipulation as in the pre-experiment. The second part of the main experiment is for
the subjects to imagine that they have moved their household registration to the new
city M because of their work, and they need to apply for a new ID card in M. They then
ask the intelligent Q&A robot of the M city’s government service platform for advice
on the process of applying for an ID card now; next, the subjects will be presented with
a screenshot of the dialogue between themselves and the Q&A robot. The third part of
the main experiment is for the subjects to fill out a questionnaire, which includes the
same anthropomorphism level of the Q&A robot, government affinity perception, cog-
nitive trust, government affective trust, and situational imagery difficulty measurement
questions as in the previous experiments, the four authoritarianism obeys personality
measurement items, and personal information.
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Experiment 3 ends up with a total of 117 valid samples. The internal consistency
coefficients for all measurement scales are greater than 0.7. First, Experiment 3 tests
the validity of the anthropomorphism manipulation again. Second, Experiment 3 con-
tinues to validate the effect of anthropomorphism level on government trust and the
mediating effect of government affinity perception. Again, the moderating effect of
authoritarianism obeys personality is tested. The average of the four measures of author-
itarianism obeys personality is taken as the score of authoritarianism obeys personality,
and the samples with scores above the median are classified as the high authoritari-
anism obeys personality group, and those below the median are regarded as the low
authoritarianism obeys personality group. Finally, a two-way ANOVA is also used to
test the interaction of authoritarianism obeys personality and anthropomorphism level
on government trust. The results show that the main effect of degree of anthropomor-
phism and authoritarianism obeys personality on government cognitive trust is significant
(Fdegree of anthropomorphism = 17.16, p < 0.001; Fauthoritarianism obeys personality = 26.07,p <
0.001) respectively and the interaction effect of degree of anthropomorphism* author-
itarianism obeys personality on government cognitive trust is significant (F = 4.498, p
= 0.036 < 0.05); the main effects of degree of anthropomorphism and authoritarianism
obeys personality are significant on emotional trust (Fgegree of anthropomorphism = 22.50,
p < 0.001; Fauthoritarianism obeys personality = 32.48, p < 0.001) respectively, but the inter-
action term of degree of anthropomorphism * authoritarianism obeys personality is not
significant for government emotional trust (F = 2.047, p = 0.155 > 0.05).

Simple effect analyses of anthropomorphism and authoritarianism obeys personal-
ity on government cognitive trust show that for high authoritarianism obeys personality,
the simple effect of anthropomorphism on government cognitive trust is not significant
(Mhigh anthropomorphism = 6.01, SE = 0.18; Mjoy anthropomorphism = 5.70,SE =0.18; F =
2.02, p = 0.158 > 0.05); for low authoritarianism obeys personality, the simple effect
of anthropomorphism on government cognitive trust is significant (Mhigh anthropomorphism
= 5.53, SE = 0.18; Mjow anthropomorphism = 4.40, SE = 0.18; F = 19.79, p < 0.001).
Thus, the moderating effect of authoritarianism obeys personality on the relationship
between anthropomorphism and government cognitive trust is validated. In addition,
there is no moderating effect of authoritarianism obeys personality between anthropo-
morphism and emotional trust, as the interaction effect between anthropomorphism and
authoritarianism obeys personality on government emotional trust is not significant.

5 Discussion of the Results

The results of Experiment 1 validate HI and H2. First, the results demonstrate that a
high degree of anthropomorphism enhances users’ cognitive trust and emotional trust.
Second, the mediation test reveals the mechanism by which the degree of anthropomor-
phism affects government trust. Government affinity perception partially mediates the
effect of anthropomorphism degree on cognitive trust and fully mediates the effect of
anthropomorphism degree on emotional trust. Therefore, compared with the cognitive
trust, government affinity perception occupies a stronger dominant role in the process
of anthropomorphism promoting the formation of emotional trust.

The results of Experiment 2 verifies H3, and also again verifies HI and H2. When the
service outcome is positive, there is no significant difference between the effects of high
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and low anthropomorphism on cognitive trust and emotional trust in the government; and
when the service outcome is negative, high anthropomorphism enhances the cognitive
trust and emotional trust of the users more than low anthropomorphism.

The results of Experiment 3 partially support H4, i.e., H4a is valid, but H4b is not.
Experiment 3 also again tests H1 and H2. The results of Experiment 3 indicate that
authoritarianism obeys personality plays a moderating role in the relationship between
anthropomorphism degree and cognitive trust, but not significantly in the relationship
between anthropomorphism degree and emotional trust in government. Specifically, for
high authoritarianism obeys personality, there is no significant difference between the
effects of high and low anthropomorphism degree on government cognitive trust; for
low authoritarianism obeys personality, high anthropomorphism degree is more effective
than low anthropomorphism degree in enhancing users’ government cognitive trust. For
both high and low authoritarianism obeys personalities, a high anthropomorphism level
can significantly enhance users’ emotional trust in the government.

6 Conclusion

This study focuses on the impact of anthropomorphism degree of government Q&A
robots on government trust, firstly, based on literature combing and analysis, summa-
rizing the results and shortcomings of existing research and determining the research
idea of this paper; secondly, combining theory and existing research to put forward
relevant research hypotheses and constructing an empirical research model; lastly, one
pre-experiment and three formal experiments are carried out using context manipulation
experiments to verify the research hypotheses. This study shows that the anthropomor-
phism degree of government Q&A robot positively affects government trust, and that
the government affinity perception plays a mediating role in this process; that the ser-
vice result valence moderates the relationship between the anthropomorphism degree of
government Q&A robot and government trust; and that the authoritarianism obeys per-
sonality moderates the relationship between the anthropomorphism level of government
Q&A robot and cognitive trust in government, but doesn’t moderate the relationship
between anthropomorphism level and emotional trust in government. Our findings not
only make a meaningful contribution to the theoretical development of anthropomor-
phism and government trust research, but also provide valuable suggestions for the
product design of government Q&A robots, effective ways of guiding the public by
government administrations, as well as policy formulation.

Although this paper has done a lot of work to ensure the accuracy and scientificity
of the study, due to the researcher’s own ability and the limited reality of the conditions,
there are still some shortcomings in this paper. In terms of research objects, this paper
mainly explores the virtual, text-based, intelligent Q&A robots, but there are still some
other types of intelligent Q&A robots, which can be further explored in the future. In
addition, in terms of data acquisition, although this study uses contextual descriptions
plus dialogue pictures to simulate as much as possible the usage scenarios of govern-
mental intelligent Q&A bots, it still doesn’t quite match the real-life usage scenarios.
Therefore, future research can optimize the design of the experimental scene and use
technical means to build a more simulated experimental environment.
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Abstract. [Purpose] By constructing an improved model of online public opin-
ion reversal events, we explore the evolutionary pattern with reversal attributes
in multiple dimensions, and provide practical support for relevant public opin-
ion governance. [Methodology] This research is based on the social combustion
theory, which will map to the sentiment, opinion leader and theme of the opin-
ion reversal event from three perspectives of combustion materials, combustion
agents and ignition temperature, to further select the Hu Xinyu incident for empir-
ical research. [Results] The results show that the interaction of opinion leaders’
influence, theme changes and netizens’ emotional confrontation leads to the con-
tinuous “combustion” of public opinion reversal events, and jointly advances the
evolution of public opinion. Opinion leaders play the role of “accelerant” in the
incident, and good media can promote the positive development of netizens’ emo-
tions. [Conclusions] Facing the reversal of public opinion, the mainstream media
should take up the main responsibility in the process of public opinion man-
agement and promote the maximization of the impact of effective information;
netizens should make rational judgement and voices on public opinion, trust the
government, and maintain a positive mindset.

Keywords: Online Public Opinion - Opinion Reversal - Incident Evolution -
Social Combustion Theory

1 Introduction

Reversal events, as a special type of online events, are characterized by the fact that
netizens’ discussions will culminate and change direction repeatedly through event’s
progress. Public sentiment is susceptible to redundant information in various media,
especially undesirable media, which creates ambiguous perceptions [1]. During changes
in reversal events, public sentiment is prone to more intense emotional confrontation and
cyber violence, because news facts fail to make a timely appearance resulting in a pro-
liferation of false information and a gradual loss of control of public opinion [2]. Hence,
it is of great practical significance for public governance to explore the evolutionary
characteristics and laws of public opinion reversal events.
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Few studies have taken into account the influence of opinion leaders on netizen
sentiment, despite the fact that previous research has examined the evolution of pub-
lic opinion based on the social combustion theory and has introduced the themes of
netizen sentiment and events. This paper puts the emotions, events, and themes of pub-
lic opinion reversal events to the three elements of “combustion substance,” “acceler-
ant,” and “ignition temperature” in social combustion theory, and then introduces the
multi-dimensional evolution model based on inter-sequence when opinion leaders are
constructed, before selecting the Hu Xinyu event for empirical analysis and making
targeted recommendations.

2 Literature Review

In instances of public opinion reversal, the distorted reporting of undesirable media not
only impedes the search for the truth of the incident, but also further aggravates the pub-
lic’s emotions, which can easily lead to the direction of public opinion deviating from
the right track [3]. In the post-truth era, the study of public opinion reversal events has
received extensive attention from scholars. Scholars chose the theme of the public opin-
ion reversal event, the dynamics of official releases and public psychology as the features
of the evolution mechanism of public opinion reversal, and simulated and modelled them
[4, 5]. Scholars mainly use the infectious disease model [5, 6] and social combustion
theory [7] to simulate the evolutionary path of public opinion reversal events. In research
on the governance of public opinion reversal events, scholars have proposed that public
opinion governance should continuously strengthen platform regulation, encourage the
media to adhere to the industry’s responsibility, and strengthen public awareness [8, 9].

To sum up, the content aspects of current research on opinion reversal events ignore
the function of opinion leaders in influencing the direction of public opinion and arousing
the public’ emotions, and instead concentrate on the public level. Current research on
reversal events lacks a sentiment corpus suitable for analyzing public opinion, and exist-
ing techniques primarily use quantitative word frequency features and do not recognize
variables at the semantic level.

3 Research Design

Public opinion reversal event is the intervention of a reversal event in the process of public
opinion evolution, resulting in the views and emotions of different netizens tending to
develop in the opposite direction [ 10]. This research classifies the stages of public opinion
reversal events according to their reversal points, and further studies the mechanism of
public opinion generation and the synergistic evolution from the three elements of social
combustion theory. Owing to the contradictions and conflicting views of netizens can be
visualized as emotional confrontation over the same event, this study analogizes the "
sentiment" as the "combustion materials"; and further introduces the intentional guidance
of public opinion by the media, especially the opinion leaders, as " combustion agent"; as
the theme of the public opinion reflects the event’s connotation, this study regards " event
theme" as " ignition temperature”. Based on the improved model (see Fig. 1), this article
intends to select typical reversal events and analyze the multi-attribute characteristics
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and evolution trends of opinion leaders, event themes and emotional confrontation at
each stage, revealing the synergistic evolution law of public opinion reversal events.

ignition temperature

Analysis of Theme Evolution Based on
Content Dimension

/ [ Subject Identification H Topic keyword exlracnon}—-[ Theme Evolution Ax\alysst

Fig. 1. Evolutionary Analysis Model of Public Opinion Reversal Events Based on Social
Combustion Theory

3.1 Research Methods

Analysis of Opinion Leaders. Online opinion leaders, as the intermediate link between
media information and influence, can guide the formation of users’ opinions [11]. Opin-
ion leader analysis helps to improve the accuracy of opinion research and judgement.
This paper achieves multi-stage opinion leader influence assessment by applying an
improved opinion leader evaluation system [12], which assigns weights to parameters
such as the number of fans, retweets, comments and likes.

Analysis of Theme. Public opinion events’ themes react to the focus of netizens’ atten-
tion. As LDA can achieve good topic feature extraction for texts with high similarity and
poor differentiation under the same event, this paper applies the topic model to identify
multiple topics for the development of public opinion events, and further uses the per-
plexity to determine the optimal number of topics. The perplexity calculation formula
is as follows:

. > logp(w) )
perplexity(D) = exp| ——=———
( Zz'/[:l Nd

pw) = pw/t) *p(t/d)

where d denotes a document, the denominator is the total length of all unit words of the
document, p(w) denotes the probability that a feature word occurs, p(w/t) denotes the
probability that a feature word occurs in a topic, and p(t/d) denotes the probability that
a topic occurs in a document.
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Analysis of Emotional. Sentiment analysis helps to explore the mindset of public
groups on specific topics [13]. The Snow-NLP tool has defects such as poor gener-
alization ability and failure to consider semantic features, therefore, this paper proposes
to combine Word2vec and Bi-LSTM for sentiment analysis. The Word2vec is able o
achieve more accurate semantic similarity expression. The Bi-LSTM model is able to
improve the gradient disappearance problem triggered by the increase of the number of
layers in the network. It can be seen that the complementary characteristics of the two
models fit the processing requirements of our dataset very well.

3.2 Data Collection and Processing

The “Hu Xinyu” incident attracted widespread attention from the news media in late
2022. It started with the strange disappearance of Hu Xinyu at school, and netizens’
failure to make progress on the case for a long time led to heated discussions on social
media, mainly attacking the school’s concealment behavior and the police’s lack of com-
petence, and even pushed public opinion to the brink of loss of control at one point. The
public opinion was later calmed down when the truth was clarified at a press conference.
In the “Hu Xinyu” incident, netizens’ emotions are intense, the sensitivity of the subject
is high, the investigation cycle is long, and the public opinion of the incident is reversed
in the process. Hence, this paper chooses this public event as the research object, collects
the contents and comments of the related microblogs, and obtains 29,210 microblogs
after cleaning. The fields of this research dataset including user’s ID, microblog text,
time, retweet number, comment’s number and text.

3.3 Public Opinion Life Cycle

This research integrates the Baidu index of the "Hu Xinyu" incident, combines man-
ual interpretation, and initially obtains the two-stage reversal characteristics of public
opinion of the incident, and further fits the "bimodal" propagation model of network
information [14], dividing the incident cycle into: beginning stage (November 21, 2022-
January 28, 2023), outbreak stage (January 29, 2023), first decline stage (January 30,
2023-February 2,2023), second outbreak stage (February 2, 2023), second decline stage
(February 3, 2023-February 6, 2023), and calming stage (February 7, 2023-February 12,
2023). As shown in Fig. 2, we find that the causes of the two peaks are “Hu Xinyu’s
body was found” and “Hu Xinyu’s press conference”. As the revelation of the truth of
the incident made the public opinion space rational return, point E as the public opinion
reversal point of the incident, after the reversal of the public opinion heat gradually
calmed down.

4 Results Analysis

4.1 Analysis of Opinion Leaders

This paper, based on existing experience, assigns values to the number of retweets,
comments, likes, and blogger followers of microblogs: in 0.25, 0.25, 0.125, and 0.375
[12], calculates the influence of opinion leaders at each stage, and takes the top ten to
be analyzed.
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A-B: beginning stage; B-C: outbreak stage; C-D: first decline stage;
search volume D-E: second outbreak stage ; E-F: second decline stage ; F-G: calming stage
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Fig. 2. The Life Cycle Stages of Internet Public Opinion on the “Hu Xinyu Incident”

Opinion Leader Radar Chart — beginning stage Opinion Leader Radar Chart — outbreak stage Opinion Leader Radar Chart — first decline stage

Opinion Leader Radar Chart — calming stage

Fig. 3. Radar Chart of Opinion Leaders’ Influence at Various Stages of Public Opinion Reversal
Events

As depicted in Fig. 3, it could be seen that there are large differences in the opin-
ion leaders corresponding to each stage. Overall, mainstream media occupy the foci of
influence, they have professional reporting power, are trusted by the public and have
wide influence. Furthermore, there are many relatively less influential self-media outlets
among the opinion leaders. It is evident that public opinion is influenced by both main-
stream media and self-published media, and its governance should rightly be shared by
both.

4.2 Evolution Analysis of Theme

Under the influence of significant public opinion events, the content of the topics dis-
cussed at each stage of public opinion has been continuously fluctuating and changing.
With instinctive concern for the life of a teenager, netizens have continued to pay atten-
tion to and follow up on the disappearance of Hu Xinyu. By determining the optimal
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number of themes for each stage, this paper further lists the high-frequency words under
each theme (see Table 1).

Table 1. Distribution of thematic feature words at each stage of public opinion reversal events

Developmental stage Topics Feature words
Beginning stage Topicl-1 Hope, Find, Child, Concern
Topicl-2 Tape recorders, Organs, Playgrounds
Topicl-3 Video, Search, Rescue, Police
Topicl-4 Surveillance, School, Disappearance
Outbreak stage Topicll-1 Death, Found, Results
Topicll-2 Blessings, Children, Hope, Students
Topicll-3 Search, School, Corpse
Topicll-4 Truth, Forensics, Blessings, Tape recorders
First decline stage Topiclll-1 Truth, Hope, Expectation, Concern
TopicllI-2 Warehouses, Discoveries, Woods, Granaries
Topiclll-3 Media, Press, Families
Second outbreak stage TopicIV-1 Children, Parents, Mental Health, Teenagers
TopicIV-2 Corpse, Work, Search
TopicIV-3 Deceased, RIP, Surveillance, Granary
TopicIV-4 Conspiracy, Disinformation, Media, Truth
Second decline stage TopicV-1 Police, Suicide, Truth, chool
TopicV-2 Children, Psychology, Parents, Teachers
TopicV-3 Parents, Teachers, Depression, Blessings
Calming stage TopicVI-1 Media, Disinformation, Punishment
TopicVI-2 Truth, Officials Launch
TopicVI-3 News, Account, Disposition

Table 1 shows that: in the beginning stage, the themes included rumors and police
actions, with netizens not knowing the truth and having diverse opinions. In the outbreak
stage, the themes include the discovery of the body, the police’s ineffective handling of the
case, intense discussions among netizens, and an increase in rumors. In the first recession
stage, themes include suspicions about the case, existing findings. In the second outbreak
stage, themes included the release of the truth and clarification of doubts, netizens’ focus
shifted from the incident itself to the mental health of the youth, and the discussion of
psychological issues brought the heat of the incident to its peak once again. In the
second recession stage, the theme focused on the psychological education of teenagers,
and netizens gradually returned to rationality. In the calming phase, the theme included
rumor accounts and media, and netizens condemned the behavior of some bad media for
eating “human blood buns”. Moreover, this paper finds that a portion of the themes run
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through multiple stages, which indicates their continuous concern. Relevant management
departments can summarize the key points of netizens’ concerns accordingly and take
reasonable diversionary measures.

4.3 Evolution Analysis of Emotional

This paper statistics on the proportion of the public’ sentiment tendency in each stage
(see Fig. 4). Netizens’ sentiments were stable before the second outbreak. Netizens’
negative emotions accounted for about 1/3 of the total, due to the long investigation and
the misleading of the bad media which made the negative emotions rise in the public
opinion space, and the negative text’s viewpoints were focused on the dissatisfaction
with the police work, with remarks such as “it feels like a show”, on the other hand,
there were fewer positive emotions, about 20%, which were mainly the prayers for
the family members of the person concerned. Netizens’ neutral sentiments were often
characterized by doubts and discussions about the case, such as “why no case was filed”.
With the convening of the press conference and the clarification of the truth, the “Hu
Xinyu” incident has ushered in a second outburst of public opinion. Netizens’ positive
sentiments rose 2.41 times, and related microblogs began to express trust in officials and
gradually focused on the youth mental health issues. In the second decline stage when
the content of Hu Xinyu’s recordings was disclosed, netizens’ positive sentiment peaked
as opinion leaders called for the care of young people’s mental health. In the calming
stage, netizens were extremely dissatisfied with the disposition and punishment of the
rumour-mongering media announced by the Internet Information Office, and demanded
that the punishment be increased, causing the proportion of negative sentiment expressed
in the relevant microblogs to rise to 48.1%. However, as the case came to an end, the
public gradually withdrew from the centre of public opinion on the incident, and the
whole public opinion reversal incident came to an end.

Developmental stage |Proportion of negative emotions|Proportion of Neutral Emotions|Proportion of Positive Emotions
Beginning stage 29.37% 56.23% 14.40%
Outbreak stage 30.63% 55.13% 14.24%
first decline stage 31.24% 56.41% 12.35%
second outbreak stage 30.75% 40.11% 29.14%
second decline stage 29.49% 41.32% 29.19%
calming stage 48.13% 43.48% 8.39%

Fig. 4. Distribution of Public Sentiment at Various Stages of Public Opinion Reversal Events

4.4 Co-evolution Analysis

This research, combined with the social combustion theory, finds that the spread and
reversal of the “Hu Xinyu” incident is influenced by the interaction of opinion leaders,
event themes, and netizens’ emotions, so this paper analyses the synergistic evolution
of opinion leaders, event themes, and netizens’ emotions, and obtains Fig. 5 and Fig. 6.
The opinion leaders, such as Headline News and China News, provided timely reports
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after the outbreak of the incident (in Fig. 5), promoting effective information to play a
positive role, and prompting netizens’ positive emotions to rebound and outweigh the
negative emotions. While Sina, Global Times, and Beijing Daily failed to fulfil their
responsibilities in order to bring up the tempo, which triggered the rise of negative
sentiments among netizens. We find that opinion leaders contribute to the polarization
of netizens’ sentiments and exacerbate the potential danger of “burning” when public
opinion is constantly erupting.

Developmental Stage Opinion leaders Negative emotional ratio | Neutral emotion ratio | Positive emotion ratio
beginning stage People's Daily 30% 58% 12%
& 8 stag Headline News 28% 53% 19%
Headline News 16% 23%
outbreak stage )
China News 16% 51% 33%
. Headline News 24% 38% 38%
first decline stage N
Sina 36% 52% 12%
! i 21% 37% 29
second outbreak stage People’s Daily 2
CCTV news 35% 36% 29%
: P 8% 1%
second decline stage Big J and Lml? D .
Planet Huang Zhixian 8% 34% 58%
calming stage Global Times 0 44% %
8 stag Beijing Daily 36% 8%

Fig. 5. Public Sentiment Distribution of Opinion Leaders at Various Stages of Opinion Reversal
Events

In Fig. 6, this study finds that social events stimulate conflicts in cyberspace and
trigger emotional confrontation among netizens. In the beginning stage, the proportion
of positive emotions within the topics of the “Hu Xinyu” incident, such as the police’s
ineffective handling of the case (Topic I-3), “Disappearance” (Topic I-4), and "Organ
trading” (Topic I-2), was less than 10%. In the first outbreak stage, topics such as “human
remains discovery” (Topic II-1) pushed the proportion of positive sentiment to 35%. In
the first decline stage, the distribution of sentiment varies greatly among different top-
ics, with “pursuing the truth” tending to be positive, “searching” tending to be neutral,

Devel 1 stage Topic Proportion of negati i Proportion of Neutral Emotions | Proportion of Positive Emotions
Topicl-1 21% 28% 51%
Beginning stage Topicl-2 33% 59% 8%
Topicl-3 37% 58% 5%
Topicl-4 28% 66% 6%
Topicll-1 28% 59% 13%
Topicll-2 31% 52% 17%
Outbreak stage | 1 om3 20% 61% 10%
Topicll-4 35% 44% 21%
Topiclll-1 28% 37% 35%
first decline stage Topiclll-2 21% — 4%
TopicIll-3 43% 45% 12%
TopicIV-1 19% 24%
TopicIV-2 32% 53% 15%
second outbreak stage TopicIV-3 20% 54% 17%
TopicIV-4 40% 40% 20%
TopicV-1 22% 43% 35%
second decline stage | TopicV-2 31% 42% 26%
TopicV-3 35% 35% 30%
TopicVI-1 39% 10%
calming stage TopicVI-2 43% 8%
TopicVI-3 45% 46% 9%

Fig. 6. Theme-Sentiment Distribution at Various Stages of Opinion Reversal Events



118 K. Dong et al.

and “families seeking help through the media” tending to be negative. With the truth
released, netizens expressed regret while gradually observing the social issues about car-
ing for the mental health of youth (Topic IV-1), and the proportion of positive sentiment
came to 56%. In the calming stage, public announcement of the punishment of some
rumour-mongering media (Topic VI-1) inspired netizens denounce, and the proportion
of negative sentiment rose.

5 Conclusion

This article analogizes the opinion leaders, themes and netizens’ emotions of opinion
reversal events to the three elements of the social combustion theory, and conducts an
empirical study through the “Hu Xinyu” incident. The interaction of opinion leaders’
influence, theme change and netizens’ emotional confrontation leads to the continuous
“combustion” of public opinion reversal events, and jointly advances the evolution of
public opinion. This research finds that opinion leaders play the role of “accelerant” in
the diffusion of public opinion, especially in the early stage of the incident, and that good
media can promote the positive development of netizens’ sentiment. Hence, mainstream
media should take the main responsibility in the process of public opinion management
to maximize the effect of effective information and prevent the public from being misled
by “invalid and junk information”. Netizens, as an important group of participants in
public opinion events, should strive to get rid of the emotional errors caused by social
stereotypes, make rational judgements and voice out information in the online public
opinion space, trust the government, and face the public opinion reversal events with a
positive attitude. Nevertheless, this research has certain research limitations. For exam-
ple, our dataset is limited to text data from microblogs, multimodal data, such as images
and videos, is not taken into account. In future research, deep learning and other similar
models can be used to accomplish recognition and classification of multimodal data.
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Abstract. Inthe context of the digital economy, the emerging digital technologies
have made the digital transformation of enterprises an unavoidable trend to help
improving customer service. This paper conducted a sample survey of 139 Chi-
nese companies and used multiple regression equation analysis to try to explore
the mechanism between enterprise digital transformation and customer service
innovation performance. The research results showed that: (1) Enterprise digital
transformation had a significant direct positive impact on customer service innova-
tion performance; (2) Enterprise cross-border activities played a partial mediating
role in the process of enterprise digital transformation affecting customer service
innovation performance; (3) Both proactive market orientation and reactive mar-
ket orientation positively moderated the positive relationship between enterprise
digital transformation and enterprise cross-border activities. That is, the higher
the enterprise’s proactive market orientation and reactive market orientation, the
stronger the impact of enterprise digital transformation on enterprise cross-border
activities. The above research results have important theoretical and practical sig-
nificance for understanding the complex relationship between enterprise digital
transformation and customer service innovation, and for improving the enterprise’s
ability to serve customers.

Keywords: Enterprise Digital Transformation - Cross-border Activities - Market
Orientation - Customer Service Innovation Performance

1 Introduction

The new round of technological revolution and industrial transformation is promoting the
rapid development of digital industrial technologies such as artificial intelligence, cloud
computing, and big data, which in turn promotes the continuous and deep integration of
digital technology and the real economy, and accelerates the digital transformation of
enterprises. Entering the era of digital knowledge economy, customer service innovation
has become an important driving force for companies to quickly respond to customer
needs and improve corporate service quality. However, in the past, enterprises’ emphasis
on innovation was often limited to the technical level, and insufficient attention was paid
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to service innovation in the service department (Zhang et al., 2010) [1]. In fact, enterprise
service innovation is the process of breaking through previous technical limitations and
utilizing the services provided by new technologies (Qi and Wang, 2022) [2]. Service
innovation not only involves the improvement of service technology, but also includes
the integration of optimizing customer service, service delivery systems and technology
selection (Johne and Storey, 1998) [3]. For enterprises, customer service innovation is a
key factor in improving their core competitiveness. Therefore, it is of great significance
to study the impact of enterprises digital transformation on customer service innovation
performance.

Based on the development of new technologies, enterprises can cross their own
organizational boundaries and seek external resources and knowledge to make up for
their own insufficient endowments and shortcomings in their capability structures. This
cross-border search for knowledge is called cross-border activities (Wu et al., 2015)
[4]. Existing research on cross-border activities pays more attention to the impact of
cross-border activities driven by new technologies on cooperation between enterprises
and other organizations and the efficiency of resource acquisition. This study includes
the cross-border activities of enterprises as mediating variables to explore their role on
enterprise digital transformation affecting customer service innovation performance.

In addition, the choice of different market orientations by enterprises will affect
cross-border knowledge search, thereby affecting corporate innovation (Qu, 2021) [5].
This study incorporates market orientation as a boundary condition into the model to
explore the impact of different market orientations on enterprise digital transformation
affecting cross-border activities.

Based on this, this study attempts to conduct an empirical study to find out whether
and how enterprise digital transformation affects customer service innovation perfor-
mance, by focusing on the meditating role of enterprise cross-border activities and mod-
erating role of market orientation under the background of digitalization, so as to help
companies strengthen their service capabilities and service efficiency.

2 Literatures Review and Research Hypotheses

Enterprise digital transformation is the process of using a variety of digital technologies
to promote the reconstruction and optimization of all levels of the enterprise, enabling
enterprises to reduce production costs, improve production and service efficiency, control
business risks, and thereby enhance their core competitiveness (Pei et al., 2023) [6].
Based on the research on enterprise digital transformation by many scholars, the impact
of enterprise digital transformation behavior on enterprises is multi-level, diversified, and
throughout the entire process, while the impact on customer service is rarely touched
upon.

In the context of digitalization, a large number of studies have proven that the rapid
development of technology has a significant positive effect on enterprise service innova-
tion performance (Jian et al., 2014) [7], at the same time, the enterprise’s own ability to
absorb new technologies will also affect the enterprise’s service innovation performance
(Xiao, 2013) [8]. It can be seen from a large number of studies that there is a strong
correlation between an enterprise’s customer service innovation performance and its use
of new technologies. Based on this, this study puts forward the following hypothesis:
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H1: Enterprise digital transformation has a significant positive impact on customer
service innovation performance.

Rosenkopf and Nerkar (2001) [9] proposed the concept of cross-border search, which
refers to the activities that enterprises will carry out to search for external knowledge
across organizational boundaries and knowledge bases in a dynamic environment. Cross-
border activities enable enterprises to contact the outside and obtain innovation knowl-
edge. Enterprise cross-border activities are an important way to help enterprises innovate,
and they will also affect the innovation performance of enterprises (Wang and Wei, 2017)
[10], that is, the enterprise’s cross-border activities have a good positive impact on cor-
porate innovation. To sum up, the cross-border activities of enterprises have a direct and
positive relationship with customer service innovation performance. Accordingly, this
study proposes the following hypotheses:

H2: Enterprise cross-border activities have a significant positive impact on customer
service innovation performance.

The digital transformation of enterprises can help enterprises cross the “digital
divide” and promote customer service innovation (Zhu, 2023) [11]. Cross-border activi-
ties can help companies break through their own boundaries to obtain external technology
and information (Wu et al., 2015; Fu, 2023) [4][12]. The technical resources acquired
by enterprises through cross-border activities will help enterprises apply it to customer
service innovation in the process of digital transformation. Based on this, combined with
the previous hypothesis analysis, this study proposes the following hypotheses:

H3: Enterprise cross-border activities mediate the relationship between enterprise
digital transformation and customer service innovation performance.

Market orientation is a series of behaviors or activities that collect, disseminate
and respond to market intelligence (Wu et al., 2021) [13]. Narver et al. (2004) [14]
and others divided market orientation into proactive market orientation and reactive
market orientation based on customers’ explicit and implicit needs. Proactive market
orientation is to proactively focus on the potential needs of customers, not limited to the
needs and knowledge currently expressed by customers, and always maintain sensitivity
to new markets, new technologies and new ideas (Xu, 2019) [15]. The reactive market
orientation focuses on the explicit needs of customers and also pays attention to the
information of the existing market. The proactive market orientation and the reactive
market orientation use exploratory knowledge resources and exploitative knowledge
resources respectively to guide enterprises to carry out exploratory knowledge resources
and exploitative activities (Jian et al., 2018) [7]. The higher level of market orientation,
the more it can promote cross-border activities under the impact of enterprise digital
transformation. Accordingly, this study proposes the following hypotheses:

H4a: Proactive market orientation mediates the relationship between enterprise dig-
ital transformation and cross-border activities. That is, the higher level of proactive
market orientation, the stronger positive impact of enterprise digital transformation on
cross-border activities.

H4b: Reactive market orientation mediates the relationship between enterprise digital
transformation and cross-border activities. That is, the higher level of reactive market
orientation, the stronger positive impact of enterprise digital transformation on cross-
border activities.
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3 Research Design

3.1 Research Framework

According to the previous literature review, this paper’s research framework and
hypotheses are presented as Fig. 1.

Market
Orientation

Enterprise Digital Cross-border Customer Service
Transformation Activities "| Innovation Performance

T

Fig.1. The research framework

3.2 Measurement

In measuring variables, this study mainly used tested high-cited measurement scales
to ensure the validity and reliability of the research tools. All measurement scales are
Likert-5 rating scales.

Among them, the enterprise digital transformation scale comes from the research of
(Chi, 2020) [16] to design the questionnaire, with a total of 3 items. The cross-border
activity scale mainly refers to the research of (Wang et al., 2023) [17] to design the
questionnaire, including two dimensions: cross-border search for technical knowledge
(5 items) and cross-border search for market knowledge (4 items), with a total of 9
items Question composition. The proactive market orientation scale mainly refers to
the research of (Zhu et al., 2016) [18] to design the questionnaire, with a total of 5
items. The reactive market orientation scale mainly refers to the research of (Zhu et al.,
2016) [18] to design the questionnaire, with a total of 5 items. The customer innovation
service performance scale mainly refers to the research of (Avlonitis et al., 2001) [19]
to design the questionnaire, which includes two dimensions: customer service financial
performance (6 items) and customer service non-financial performance (5 items), with
a total of 11 items.

3.3 Sampling

The data for this study were collected from the middle and senior leaders responsible for
enterprise digital management in 139 enterprises in a provincial association in China.
A total of 150 questionnaires were distributed and lasted for one week. A total of 150
questionnaires were recovered, of which 142 were completed with complete answers.
After excluding 3 questionnaires with complete logical questions, a total of 139 valid
questionnaires were obtained, with an effective recovery rate of 94.7%. Among the 139
manager samples, the majority are male managers, with 114 people accounting for 82%;
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In terms of age, they are mainly young and middle-aged managers, with an average age
of 34.9 years (standard deviation = 5.8 years); In terms of educational background,
employees with high education account for a large proportion. There are 45 people
with master’s and doctoral degrees, accounting for 32.4%, 79 people with bachelor’s
degrees, accounting for 56.8%, and 15 people with junior college or below, accounting
for 10.8%; At the management level, there are 122 senior managers, accounting for
87.8%, 16 middle managers, accounting for 11.5%, and 1 junior manager, accounting
for 0.7%.

4 Data Analysis

4.1 Reliability and Validity Analysis

We used SPSS19.0 to do alpha test for ensuring the reliability of measuring scales, and
the tested results indicated that all Cronbach’s a value were greater than the standard
value of 0.7 which presented in Table 1, showing that the measuring scales of Enter-
prise Digital Transformation, Cross-border Activities, Market Orientation, and Customer
Service Innovation Performance have good reliability.

Table 1. Cronbach’s a value of measuring scales.

Variables a value
Enterprise digital transformation 0.75
Cross-border activities 0.77
Proactive market orientation 0.84
Reactive market orientation 0.83
Customer service innovation performance 0.85

And the validity test of Enterprise digital transformation, Cross-border activities,
Market Orientation, and Customer Service Innovation Performance was used CFA
method. The results presented in Table 2 indicated that all AVE (average variance
extracted) and CR (composite reliability) values are higher than the standard of 0.45
and 0.7, suggesting that all measuring scales of Enterprise digital transformation, Cross-
border activities, Market Orientation, and Customer Service Innovation Performance
have good validity.
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Table 2. AVE and CR values of measuring scales.

Variables AVE value CR value
Enterprise digital transformation 0.45 0.75
Cross-border activities 0.46 0.89
Proactive market orientation 0.51 0.84
Reactive market orientation 0.49 0.82
Customer service innovation performance 0.49 0.91

4.2 Descriptive Statistical Analysis

Table 3 performs descriptive statistical analysis on the variables and control variables of
this study, and summarizes the mean, variance and correlation coefficient of the study
variables of Enterprise digital transformation (EDT), Cross-border activities (CBA),
Proactive Market Orientation (PMO), Reactive Market Orientation (RMO) and Customer
Service Innovation Performance (CSIP) and control variables of Gender (GEN), Age,
Education (EDU), Position Level (PL). Correlation analysis results show that enterprise
digital transformation has a significant positive correlation with cross-border activities
(r=10.76, p < 0.01), proactive market orientation (r = 0.22, p < 0.01), reactive market
orientation (r = 0.20, p < 0.05) and customer service innovation performance (r = 0.76,
p < 0.01). Cross-border activities have a significant positive correlation with customer
service innovation performance (r = 0.86, p < 0.01). Positive correlation results provide
good guarantee for the verification of the research hypothesis of this study.

Table 3. Means, standard deviations, and correlations

Variables | 1 2 3 4 5 6 7 8 9

1. GEN 1.00

2. AGE |-0.02 1.00

3. EDU | —-0.13 | —0.04 1.00

4. PL 0.07 | —0.25%%* 0.02 1.00

5. EDT | —-0.07 | —0.59%%* 0.08 | 0.37** | 1.00

6. CBA | —0.05 | —0.45%* 0.08 | 0.25*%* |0.76** | 1.00

7. PMO 0.00 | —0.15 —0.03 | -0.02 0.22%* 1 0.33** | 1.00

8. RMO 0.00 | —0.16 —0.13 | -0.05 0.20* | 0.31*%* | 0.83** | 1.00

9. CSIP | —-0.05 | —0.48%%* 0.03 0.24** 1 0.76** | 0.86%* | 0.23** |0.27** | 1.00
Mean 0.18 | 34.92 221 2.87 3.34 3.36 3.37 3.37 3.30
SD 0.39 | 5.78 0.62 | 0.36 0.88 0.78 0.84 0.79 0.77

Notes: N = 139. #* p < 0.01, * p < 0.05
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4.3 Hypotheses Test

Hierarchical multiple regression analysis with SPSS 19.0 was used to test hypotheses by
entering in control variables (i.e., age, gender, education and position level), independent
variable (i.e., Enterprise digital transformation), mediator variable (i.e., Cross—border
activities), and moderator variable (i.e., Proactive market orientation, Reactive market
orientation) on separate steps. Table 4 presents the results.

Table 4. Hierarchical regression hypothesis test results

CSIP CBA
Modell |Model2 |Model3 |Model4 | Model5 | Model6 | Model7 |Model8

Control variables

GEN | -0.07 0.00 —0.02 —0.01 —-0.21 |-0.30 —0.18 0.02
AGE | —0.45%*¢| —0.06 —0.12% | —0.05 —0.03 |0.01 0.00 —0.01
EDU | 0.00 —0.03 —0.04 —0.04 0.18 0.19 0.14 0.03
PL 0.14%* —0.05 0.01 —0.03 —0.03 | -0.01 —-0.02 | —0.03
Independent variable

EDT | 0754 | 024+ 021% 076 073 | 073
Mediator

CBA | | 0804 | 0.66%* | | | |
Moderator

PMO 0.17**

RMO 0.20**
Interaction

EDT x 0.21%*

PMO

EDT x 0.15%*
RMO

R2 0.26 0.58 0.75 0.77 0.23 0.57 0.63 0.62
AR? 0.26 0.33 0.49 0.19 0.23 0.34 0.05 0.05

F 11.48%* | 37.23%% | 81.21%* |74.61%* | 10.07* |35.53** |31.26%* | 30.81%*
AF 11.48%* | 104.72%* | 268.48** | 109.56** | 10.07* | 105.90%%* | 9.38%* 8.71+*

Notes: N = 139. ** p < 0.01, * p < 0.05

According to the results of model M2 in Table 4, it is found that enterprise dig-
ital transformation has a significant positive impact on customer service innovation
performance (M2, B = 0.75, p < 0.01), and H1 is established.

According to the results of model M3, it can be found that cross-border activities
also have a significant positive impact on customer service innovation performance (M3,
B =0.80,p < 0.01), and H2 is established.
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It can be known from model M4 that when the mediating variable cross-border
activities is added to the regression equation of model M4, the impact coefficient of
enterprise digital transformation on customer service innovation performance (M2, p
= 0.75, p < 0.01) is significantly weakened by 72% ( M4, § = 0.24, p < 0.01). In
addition, the results of model M6 also show that enterprise digital transformation has
a significant positive impact on enterprise cross-border activities (M6, f = 0.76, p <
0.01). Therefore, based on the above empirical results, this paper can draw the following
conclusion that cross-border activities play a partial mediating role between enterprise
digital transformation and knowledge-based customer service innovation performance.
Thus, H3 is supported by the data.

This study draws on Hayes (2013) [20], Zhou and Zhou (2021) [21] and others
recommended the Bootstrapping method to further test the significance of the mediating
effect of cross-border activities. The results show that the mediating effect of cross-
border activities on enterprise digital transformation and customer service innovation
performance is 0.440, and its 95% confidence interval is [0.275, 0.658]. The confidence
interval of the mediating effect of cross-border activities does not include zero. Therefore,
the mediating effect of cross-border activities is significant, and H3 is further supported
by the data, that is, the significance of part of the mediating effect of cross-border
activities has been verified.

4.4 Analysis of the Regulatory Effect of Market Orientation

By comparing models M6 and M7, it can be found that after the interaction variable
“enterprise digital transformation x proactive market orientation” is introduced in model
M7, the variance explanatory power (R%) of model M7 not only significantly increases
by 10.5%, but also the interaction variable also has a significant impact on Cross-border
activities (M7, 3 =0.21, p < 0.01), indicating that proactive market orientation moderates
the relationship between enterprise digital transformation and cross-border activities
significantly. That is, the higher the proactive market orientation, the stronger the positive
impact of enterprise digital transformation on corporate cross-border activities. H4a is
supported. Figure 2 shows the influence pattern of this interaction.
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Fig.2. Differences of proactive market orientation on enterprise digital transformation impacting
enterprise cross-border activities
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By comparing models M6 and M8, it can be found that after the interaction variable
“enterprise digital transformation x reactive market orientation” is introduced in model
MS, the variance explanatory power (R?) of model M8 not only significantly increases by
8.8%, but also the interaction variable has a significant positive impact (M8, § = 0.15, p
< 0.01), indicating that reactive market orientation has a significant positive moderating
effect in the process of enterprise digital transformation positively affecting enterprise
cross-border activities. That is, the higher the reactive market orientation, the stronger the
positive impact of enterprise digital transformation on enterprise cross-border activities.
H4b is supported. Figure 3 shows the influence pattern of this interaction.
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Fig.3. Differences of reactive market orientation on enterprise digital transformation impacting
enterprise cross-border activities

5 Conclusions and Discussion

This study conducted a sample survey of 139 Chinese companies and used multi-
ple regression equation analysis to try to explore the mechanism between enterprise
digital transformation and customer service innovation performance. The results have
theoretical and practical significance.

Firstly, this study confirmed that enterprise digital transformation was a powerful
positive variable affecting customer service innovation performance in the context of dig-
itization. Enterprise digital transformation can significantly improve customer service
innovation performance, and customer service innovation can optimize the enterprise’s
customer service capabilities, accurately identify customer and market demands, and
have a positive impact on the enterprise’s development. Therefore, in the context of
digitization, enterprises should pay attention to customer service innovation, actively
utilize new technologies such as artificial intelligence and big data to optimize customer
service systems, and fully utilize the knowledge and information obtained during the dig-
ital transformation process to expand the positive impact on customer service innovation
performance.

Secondly, this study also found that enterprise’s cross-border activities mediated
the positive relationship between enterprise digital transformation and customer service
innovation performance. Clarifying how enterprise digital transformation contributes
to customer service innovation is of significant importance for people to gain a deeper
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understanding of how enterprise digital transformation enhances customer service inno-
vation performance. It is evident that in the process from enterprise digital transformation
to cross-border activities to the impact on customer service innovation performance, if
an enterprise wants to innovate in customer service during the digital transformation, it
needs to use new digital technologies. This process of seeking knowledge requires enter-
prises to break through their organizational boundaries to obtain external resources and
information, including innovatively reforming the enterprise’s strategic goals, collabo-
rating with technology companies in different industries, establishing new technology
research and development departments, and hiring technical experts to enable the enter-
prise to more efficiently obtain and utilize external new knowledge and technology. This
allows the enterprise to effectively explore market changes and consumer demands, inno-
vate in serving customers, optimize customer service processes, and ultimately enhance
customer service innovation performance.

Thirdly, the empirical results of this study indicated that different market orientations
chosen by enterprises will affect the degree of participation in cross-border activities dur-
ing enterprise digital transformation, thereby influencing the enterprise’s customer ser-
vice innovation performance. By introducing market orientation as an important exten-
sion of the impact of enterprise digital transformation on customer service innovation
performance, this study explored the boundary of the moderated role of proactive market
orientation and reactive market orientation on enterprise digital transformation affecting
customer service innovation performance. Therefore, in the process of enterprise digital
transformation, the selected market orientation should match the formulated enterprise
strategy, and analyzing the enterprise’s own market orientation will enable the enterprise
to more efficiently and effectively search for and use external knowledge and technol-
ogy, reducing exploration costs and improving the efficiency of knowledge search and
transformation.

Finally, this paper explored the relationship between enterprise digital transformation
and customer service innovation performance, as well as focusing on the mediating and
moderating effects of cross-border activities and market orientation, and makes certain
theoretical and managerial contributions. However, there are still some limitations: (1)
This study is too broad in its conceptual research on enterprise digital transformation,
and in the future, it can conduct more in-depth research on digital transformation to
refine the independent variables; (2) This paper primarily focuses on studying the effects
of cross-border activities and market orientation on customer innovation performance.
Future research can delve further into additional mediating and moderating variables
to better optimize the enterprise’s digital transformation customer innovation service
performance model.
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Abstract. The study reported here examined the relationship between online con-
sumers’ perceived financial constraint and online new product purchase intention
by focusing on the mediating effect of online consumers’ risk-taking tendency and
moderating effect of online consumers’ online shopping impulsivity. Data from a
survey of 209 students in three undergraduate classes and one professional master
student class was used to conduct empirical study. Results found that the perceived
financial constraint was negatively related to consumers’ online new product pur-
chase intention while risk-taking tendency mediated this relationship significantly.
In additional, consumers’ online shopping impulsivity was negatively moderat-
ing the relationship between online consumers’ perceived financial constraint and
risk-taking tendency. Moreover, consumers’ online shopping impulsivity had a
significant negative impact on perceived financial constraint. Finally, implications
of the findings were discussed for preventing or reducing the perceived financial
constraint from the perspective of online merchants and online consumers.

Keywords: Perceived Financial Constraint - Risk-taking Tendency - Online
Shopping Impulsivity - Online New Product Purchase Intention

1 Introduction

As production and manufacturing capabilities continue to progress, a multitude of new
products are being generated daily, while the evolution of network technology has led to
a considerable number of these new products being offered for sale online. Nevertheless,
it is prudent to consider whether these fresh online offerings are able to elicit purchase
intentions from online consumers. The acceptance of new products by consumers is
a multifaceted process, encompassing five key stages: awareness, interest, evaluation,
trial, and adoption (Rogers et al., 2014) [1]. Consequently, it is essential to address how
to enhance online consumers’ inclination to buy new products online, the factors influ-
encing this online purchase process, and the elucidation of the motives and mechanisms
guiding online consumers’ purchasing decisions.

The impact of an individual’s financial status is not solely derived from their objective
wealth, but also extends to their subjective perception. A growing number of consumers
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believe that their economic circumstance no longer satisfies their consumption require-
ments, leading to a perceived financial constraint which, in turn, influences their intention
to purchase new products online. In previous research on factors influencing the online
new product purchase intention, the characteristics of the online product itself will affect
the online new product purchase intention (Huang and Sengupta, 2020) [2]. In addition,
consumption context is also one of the factors that influence the online new product
purchase intention (Jiang, 2021) [3]. However, there is currently a scarcity of specific
and systematic analyses on the influence of online consumers’ perceived financial con-
straints on their intention to purchase new products online. Thus, further research in this
area is imperative.

In organizational behavior, scholars refer to risk-taking tendency by the concept
that individuals tend to evaluate their own likelihood of success when faced with risky
behavior. The level of an individual’s risk-taking tendency affects their risk preferences,
and subsequently the decisions and behaviors they will take (Llewellyn and Sanchez,
2008) [4]. Therefore, this study includes risk-taking tendency as a mediating variable to
explore its mediating role between the perceived financial constraint and the intention
to purchase new products online.

Considering the rise of the online shopping model, Jiang et al. (2014) [5] believed that
online consumers’ impulse purchases in online shopping were not utilitarian purchases,
but experiential purchases that pursue hedonism. The online shopping impulsivity makes
online consumers not think too much about internal and external negative impacts, as
well as the consequences of their purchasing behavior, but instead make them more
adventurous in purchasing online products. Therefore, this study intends to further ana-
lyze the role of online shopping impulsivity on online consumers’ perceived financial
constraint, and its moderating role between the perceived financial constraint and online
consumers’ risk-taking tendencies.

Therefore, this study aims to study the relationship between online consumers’ per-
ceived financial constraint and online new product purchase intention by focusing on
the mediating effect of online consumers’ risk-taking tendency and moderating effect
of online consumers’ online shopping impulsivity, so as to find out the way to help new
products sale online.

2 Literatures Review and Research Hypotheses

The perceived financial constraint refers to a subjective psychological feeling that indi-
viduals believe that their financial situation limits their consumption desires, emphasiz-
ing the limitations and constraints of existing financial conditions on expected consump-
tion (Tully et al., 2015) [6]. Hamilton et al. (2019) [7] pointed out that when consumers
feel a sense of financial constraints, they will adopt a three-stage response model. The
first stage is that consumers’ thinking and decision-making are disturbed, and they will
react. The second stage is that consumers begin to change their thinking and actions in
response to financial resource constraints. In the third stage, if the perceived financial
constraint persists for a long time, consumers will gradually adapt to this constraint and
take its impact into future decisions and behaviors.

The purchase intention of new product refers to the subjective willingness of con-
sumers in the process of purchasing products or services, and is a subjective probability



Effect of Consumers’ Perceived Financial Constraint 133

(Fishbein et al., 1975) [8]. There are two factors that affect the online new product pur-
chase intention. Internal factors include individual differences among consumers, con-
sumer perceived value, and consumer satisfaction. External factors include corporate
image, socioeconomic factors, situational factors, and the influence of others. Based on
this, this paper argues that the perceived financial constraint will cause online consumers
to limit and restrict their expected consumption and reduce their desire to purchase new
products online. Therefore, we propose the following assumption:

H1: Online consumers’ perceived financial constraint has a significant negative
impact on online new product purchase intention.

Risk-taking tendency refers to the behavioral pattern of an individual in a certain risk
situation, which reflects the degree to which an individual judge various factors in the
risk situation, thereby predicting future events and making risky decisions (Brochhaus,
1980) [9]. Individuals with high risk-taking tendencies will adopt a positive attitude
towards risk and like to get involved in new areas, and they will pay more attention to
the benefits brought by risky activities. This attitude will subtly affect the subsequent
behavioral tendencies (Ronay and Kim, 2006) [10]. Based on this, this paper argues that
high risk-taking tendency may have a positive impact on online new product purchase
intention. Therefore, we propose the following assumption:

H2: Online consumers’ risk-taking tendency has a significant positive impact on
online new product purchase intention.

The reason why the perceived financial constraint will have a negative impact on
online consumers’ online new product purchase intention is mainly because a strong
perceived financial constraint will make online consumers less aggressive in consump-
tion and afraid of trying online products with a high risk, thereby reducing the online
new product purchase intention. Based on this, this paper argues that the negative impact
of the perceived financial constraint on online new product purchase intention is likely
to be through reducing the risk-taking tendency of online consumers. Hence, we propose
the following hypothesis:

H3: Risk-taking tendency plays a mediating role between perceived financial
constraint and online new product purchase intention.

Impulse buying is a complex purchasing behavior that is characterized by sudden-
ness, convincingness, and hedonic, and the rapid purchase decisions made by consumers
prevent them from considering various information and alternatives carefully. Therefore,
impulsive buying can be regarded as an irrational behavior of consumers (Chung et al.,
2017) [11]. To determine whether a purchase decision is impulsive, we can consider
it with the following three criteria. The first criterion is that the purchase decision is
spontaneous and unplanned. The second criterion is that consumers rarely consider the
consequences of their purchasing decisions. The third criterion is that this purchase deci-
sion is triggered by some irresistible factors or uncontrollable personality, situation and
other temptation factors. These temptations will prompt consumers to gain immediate
satisfaction and develop a strong emotional attachment to the product, thus causing con-
sumers to have a strong, sudden and irresistible urge to buy immediately (Spiteri, 2020)
[12].

Online shopping impulsivity is defined as an individual’s strong desire to purchase
after being stimulated by some external environment, and under the control of this
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desire to purchase, the emotional response is much higher than the individual’s rational
judgment of online shopping behavior. Yang and Lu (2013) [13] pointed out that the
reason for the high incidence of impulse buying behavior on the Internet is that there are
various stimulating factors in the online shopping environment (such as product char-
acteristics, consumer characteristics, advertising promotions, website characteristics).
Based on this, this paper argues that consumers with high online shopping impulsivity
will become more aggressive and more courageous to purchase new online products that
exceed their financial affordability. They will not carefully consider the possible adverse
consequences of their purchase. Therefore, we propose the following hypotheses:

H4: Online shopping impulsivity has a significant negative impact on online
consumers’ perceived financial constraint.

HS: Online shopping impulsivity plays a moderating role in the relationship between
online consumers’ perceived financial constraint and risk-taking tendency.

3 Method and Design

3.1 Research Framework

According to the previous literature review, this paper’s research framework and
hypotheses are presented in Fig. 1.

Online Shopping

Impulsivity
Perceived Finan- v Risk-taking Online New Product
cial Constraint ¥ Tendency Purchase Intention

| o)

Fig. 1. The research framework

3.2 Research Samples

The research data in this paper was collected from students in three undergraduate
classes and one professional master student class in colleges. Relevant data collection
received strong support and cooperation from the leaders and students of the colleges.
In the survey, we collected the data of student background information (i.e. age, sex,
education, expenses, frequency), financial situation, online shopping impulsivity level,
risk-taking tendency level and the willingness to purchase new products online. It took
us one month to send out a total of 250 coded questionnaires and returned 223 with 209
were completed and valid, which represents a response rate of 83.6%.

By matching the survey data, questionnaires with obvious logical errors were elim-
inated, and a total of 209 student questionnaires were used for hypothesis verification.
Of these 209 students, 88 people were males (accounting for 42%), and 121 people were
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females (accounting for 58%); the average age was 20.59 years old (standard deviation
= 1.01); in terms of education background, 150 people were undergraduates (accounting
for 71.8%), 59 people were master students (accounting for 28.2%); in terms of monthly
expenses, 43 people had a monthly expenses of less than 1,000 Yuan, 126 people had
a monthly expenses of 1,001-2,000 Yuan, 27 people had a monthly expenses of 2001—
3000 Yuan, and 13 people had a monthly expenses of more than 3000 Yuan; in terms of
the frequency of purchasing new online products every month, 60 people purchased new
online products once or less (accounting for 28.7%), 124 people purchased new online
products 2-5 times (accounting for 59.3%), 17 People purchased new online products
5-9 times (accounting for 8.1%), and 8 people purchased new online products 10 times
or more (accounting for 3.8%). The characteristics of the samples were basically in line
with the characteristics of online consumers.

3.3 Measurements

In order to ensure the validity and reliability of the measuring scales of the perceived
financial constraint, online shopping impulsivity, risk-taking tendency, and online new
product purchase intention, this research used five-point Likert scales that frequently
cited in academic literature and revised partially according to the research purpose and
the suggestions of business people and experts in related fields. SPSS 26.0 was used
for testing the reliability with Cronbach’s a and AMOS 22.0 was used for testing the
convergent validity with Average Variance Extracted (AVE) and Composite Reliability
(CR).

Perceived Financial Constraint. The measuring scale of perceived financial constraint
was development by Paley (2019) [14] which comprised 4 items. Cronbach’s a was 0.85
(higher than 0.70), while AVE was 0.59 (higher than 0.50) and CR was 0.85 (higher
than 0.70) for perceived financial constraint, indicating that the construct of perceived
financial constraint has good reliability and convergent validity.

Online Shopping Impulsivity. The measuring scale of online shopping impulsivity
was development by Li and Guo (2015) [15] which comprised 5 items. Cronbach’s a
was 0.88 (higher than 0.70), while AVE was 0.59 (higher than 0.50) and CR was 0.88
(higher than 0.70) for online shopping impulsivity, indicating that the construct of online
shopping impulsivity has good reliability and convergent validity.

Risk-Taking Tendency. The risk-taking tendency scale was mainly measured using the
International Personality Inventory Library (IPIP) developed by Goldberg (1998) [16].
The IPIP contained a 10-item scale. This paper selected 6 positive items among them.
Cronbach’s o was 0.89 (higher than 0.70), while AVE was 0.57 (higher than 0.50) and
CR was 0.89 (higher than 0.70) for risk-taking tendency, indicating that the construct of
risk-taking tendency has good reliability and convergent validity.

Online New Product Purchase Intention. The measuring scale of online new product
purchase intention was development by Pavlou (2003) [17] which comprised 4 items.
Cronbach’s a was 0.87 (higher than 0.70), while AVE was 0.63 (higher than 0.50) and
CR was 0.87 (higher than 0.70) for online new product purchase intention, indicating
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that the construct of online new product purchase intention has good reliability and
convergent validity.

4 Results

4.1 Confirmatory Factor Analysis (CFAs)

Confirmatory factor analysis (CFAs) with AMOS 22.0 was used to examine the dis-
criminant validity of Perceived financial constraint (PFC), Online shopping impulsivity
(OSI), Risk-taking tendency (RT) and Online new product purchase intention (ONPPI)
with xz/df, RMSEA, RFI, and GFI. The results in Table 1 showed that by the comparison
between the four-factor model, the three-factor model and the single-factor model, the
four-factor model had the best fit indexes (x2/df = 133.457/146 = 0.914; RMSEA =
0.001 was less than 0.08, TLI = 1.007 was greater than 0.9, CFI = 1.000 was greater
than 0.9), indicating that the measuring scales used in this study has good discriminant
validity.

Table 1. Results of CFAs for the measures of the variables

Model Factors x2/df RMSEA RFI GFI

Four-factor PFC, OSI, RT, ONPPI 0914 0.001 0.933 0.937
Three-factor -1 PFC+OSI, RT, ONPPI 2.585 0.087 0.811 0.802
Three-factor -2 PFC+RT, OSI, ONPPI 2.655 0.089 0.806 0.793
Three-factor -3 PFC+ONPPI, OSI, RT 2.509 0.085 0.816 0.800
Three-factor -4 PFC, OSI+RT, ONPPI 1.482 0.048 0.892 0.881
Three-factor -5 PFC, OSI+ONPPI, RT 1.821 0.063 0.867 0.851
Three-factor -6 PFC, OSI, RT+ONPPI 2.519 0.085 0.816 0.784
One-factor PFC+OSI+RT+ONPPI 4.586 0.131 0.664 0.684

Notes: RMSEA is the root-mean-square error of approximation; RFI is the robust fitting index;
and GFI is the goodness-of-fit index

4.2 Descriptive Statistics

Table 2 presents the means, standard deviations, and zero-order Pearson correlations of
all main variables and controlled variables. Results in Table 2 showed that the perceived
financial constraint was negatively correlated with the risk-taking tendency (r = — 0.42,
p < 0.01) and the online new product purchase intention (r = —0.44, p < 0.01), and the
perceived financial constraint was also negatively correlated with the online shopping
impulsivity (r= — 0.41, p < 0.01). Risk-taking tendency was positively correlated with
the online new product purchase intention (r = 0.51, p < 0.01) and online shopping
impulsivity (r = 0.75, p < 0.01). In addition, the online new product purchase intention
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had no significant correlations with age (r = — 0.04, p > 0.05), sex (r =0.10, p > 0.05),
education (r = — 0.01, p > 0.05), monthly expenses (r = —0.01, p > 0.05) and online
shopping frequency (r = — 0.11, p > 0.05). These results provide initial support for the
further hypotheses test in this study.

Table 2. Mean, variance and correlation coefficient of main variables

Variables 1 2 3 4 5 6 7 8 9

1. Age 1.00

2. Sex 0.00 1.00

3. Education | 0.94** | -0.00 | 1.00

4. Expenses | 0.03 0.09 |0.00 1.00

5. Frequency | 0.00 0.06 |0.02 | 0.57** | 1.00

6. PFC —-0.07 0.04 | —0.04 1 0.02 0.05 1.00

7. OSI —0.02 0.08 | —0.03 | 0.07 —0.05 | —0.41** | 1.00

8. RT —0.00 0.10 |0.02 |0.04 —0.03 | —0.42%* | 0.75%* | 1.00

9. ONPPI —0.04 0.10 | —0.01 | —0.01 | —0.11 | —0.44** | 0.67** | 0.51** | 1.00
Mean 20.59 0.58 [2.28 |2.05 1.87 3.29 3.40 3.37 3.34
SD 1.01 049 1045 0.76 0.71 0.98 0.90 0.88 0.89

Notes: N = 209, * Significant at P < 0.05; ** Significant at P < 0.01. Sex is coded “0” = male,
“1” = female. Education is coded “0” = holding no degree, “1” = holding Bachelor’s degree, ‘“2”
= holding Master’s degree

4.3 Hypothesis Test

Hierarchical multiple regression analysis with SPSS 26.0 was used to test hypotheses
by entering in control variables (i.e., students’ age, sex, education, monthly expenses
and online shopping frequency), independent variable (i.e., perceived financial con-
straint), mediator variable (i.e., risk-taking tendency), and moderator variable (i.e., online
shopping impulsivity, perceived financial constraint x online shopping impulsivity) on
separate steps. Table 3 presents the results.

H1 proposed that perceived financial constraint had a significant negative impact
on online new product purchase intention. As shown in Table 3, perceived financial
constraint was negatively associated with online new product purchase intention (M2,
= —0.46, p < 0.01). Thus, H1 was supported.

H2 proposed that risk-taking tendency had a significant positive impact on online
new product purchase intention. As shown in Table 3, risk-taking tendency was positively
associated with online new product purchase intention (M3, B = 0.50, p < 0.01). Thus,
H2 was supported.

H3 proposed that risk-taking tendency mediated the relationship between perceived
financial constraint and online new product purchase intention. As shown in Table 3, the
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results indicated that perceived financial constraint had a significant negative impact on
risk-taking tendency (M6, p = — 0.14, p < 0.01), and the influence coefficient of the
perceived financial constraint on online new product purchase intention M2, f = —
0.46, p < 0.01) is significantly weakened (M4, § = — 0.30, p < 0.01) after entering
risk-taking to M2. Thus, H3 was supported.

Table 3. Hierarchical regression hypothesis test results

PFC ONPPI RT

M1 M2 M3 M4 M5 M6 M7
Control
Variables
Sex 0.07 0.12* 0.06 0.08 0.12 0.05 0.06
Age —0.36 —0.45*% | —-0.20 —0.33 —0.34 —0.20 —0.13
Education 0.29 0.40* 0.18 0.29 0.32 0.21 0.15
Expense 0.06 0.09 0.04 0.05 0.09 —0.00 —0.01
Frequency —0.02 —0.16% | —0.13 —0.13 —0.08 0.00 0.02
Independent
Variable
PFC —0.46%* —0.30%* | —0.43%% | —0.14%* | —(0.23%%*
Mediating
Variable
RT 0.50%* | 0.37**
Moderator
OSIP —0.42%* 0.69%* | 0.57**
Interaction
PFC x OSIP 0.20%*
R2 0.19%* 0.25%%* 0.28** | 0.35%* 0.20%* 0.58** | 0.61%*
AR? 0.19 0.06 0.09 0.10 —0.05 0.38 0.03
F 7.92%% | 10.91%* | 13.06%* | 15.61%* 8.56%* 40.35%* | 39.05%*
AF 43.36%* | 55.44%* | 67.85%* | 33.32%*% |46.12%*% | 184.48%* |13.03%*

Notes: N = 209, * Significant at P < 0.05; ** Significant at P < 0.01

Since the mediating effect analysis recommended by Baron and Kenny (1986) [18]
has the disadvantage that the significance of the mediating effect cannot be tested, boot-
strap method recommended by Hayes (2013) [19] was also used for the mediating effect
test. Results of bootstrapping test with 5000 times repeated sampling showed that there
was a significant mediating effect of risk-taking tendency on the relationship between
perceived financial constraint and online new product purchase intention ( mediating
effect value = 0.10, 95% confidence interval was [0.04, 0.18]included no zero). Hence,
H3 got further supported.
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H4 proposed that online shopping impulsivity had a significant negative impact on
perceived financial constraint. As shown in Table 3, online shopping impulsivity was
negatively associated with perceived financial constraint (M1, § = — 0.42, p < 0.01).
Thus, H4 was supported.

HS5 proposed that online shopping impulsivity moderated the relationship between
perceived financial constraint and risk-taking tendency. Results in Table 3 showed that the
interaction of perceived financial constraint x online shopping impulsivity was positively
related to risk-taking tendency (M7, = 0.20, p < 0.01), and the interaction effect
accounted for 61% of the explained variance in risk-taking tendency (AR? = 0.03, AF
= 13.03, P < 0.01). Moreover, to determine the nature of the moderating effect, we
plotted the interaction using Aiken and West’s (1991) [20] procedure of computing
slopes one standard deviation above and below the mean of online shopping impulsivity.
Figure 2 illustrated the pattern of this interaction. Hence, H5 was supported.

4.0 A High online shopping impulsivity
>
2
§ 3.5 A1
5}
gj 30 A ~ ~, Low online shopping impulsivity
E -~
225 - ~
M . . -
" Perceived financial constraint
- low high

Fig. 2. The moderating effect of online shopping impulsivity on the relationship between
perceived financial constraint and risk-taking tendency

5 Discussion and Conclusion

Taking 209 students from three undergraduate classes and one professional master stu-
dent class in colleges as study samples, this study empirically explored the effect and
impacting mechanism of online consumers’ perceived financial constraint on online new
product purchase intention. Through the hierarchical multiple regression analysis of the
data collected by the questionnaire, it was found that: (1) Perceived financial constraint
was negatively related to online new product purchase intention. (2) Risk-taking ten-
dency was positively related to online new product purchase intention, and mediated
the relationship between perceived financial constraint and online new product pur-
chase intention significantly. (3) Online shopping impulsivity moderated the relation-
ship between perceived financial constraint and risk-taking tendency. Moreover, online
shopping impulsivity had a significant negative impact on perceived financial constraint.
The results have theoretical and practical significance.

Firstly, this study confirmed that the perceived financial constraint was a negative
predictive variable that affected the online new product purchase intention. It can sig-
nificantly reduce consumers’ online new product purchase intention. Therefore, online
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merchants should conduct sufficient market research to identify the reasons for the
decline in online consumers’ purchase intention, and then make adjustments to their
online products, including improving product functions, enhancing product quality, and
increasing product value to meet the actual needs of consumers. In addition, online
merchants should also reconsider pricing strategies and increase promotion efforts and
advertising investment for online products to stimulate the online consumers’ online
new product purchase intention, thereby effectively weakening the negative impact of
the perceived financial constraint.

Secondly, this study confirmed that risk-taking tendency played a significant medi-
ating role between perceived financial constraint and online new product purchase inten-
tion. This research result uncovered the “black box” between perceived financial con-
straint and online new product purchase intention, suggesting that the perceived financial
constraint can reduce consumers’ online new product purchase intention by inhibiting
online consumers’ risk-taking tendency. Therefore, online merchants can help online
consumers understand the usage of new online products by providing fully transparent
product information to reduce consumers’ fear of the unknowns of online products. They
can also provide free trials of products and hold product demonstrations and experience
activities to allow consumers experience products with lower risks, thereby effectively
weakening the negative impact of being afraid to experience new online products due
to financial constraints. In addition, online merchants can reduce the perceived risks
of online consumers by providing risk-free return policies or satisfaction guarantees,
thereby effectively improving online consumers’ risk-taking tendency to purchase the
online products.

Finally, this study confirmed that online shopping impulsivity not only directly had
a significant negative impact on online consumers’ perceived financial constraint, but
also moderated the relationship between perceived financial constraint and risk-taking
tendency. This conclusion is an important extension of the research on the impact of
online consumers’ perceived financial constraint on online new product purchase inten-
tion. It is the first time to explore the moderating influence of individual online shopping
impulsivity on the process of financial constraints from the perspective of individual
traits, and helps to reveal the transmission mechanism and boundary conditions between
the perceived financial constraint and online new product purchase intention. Therefore,
various measures should be taken to enhance customers’ shopping impulsivity, thereby
decrease the negative impact of perceived financial constraint on online consumers’
risk-taking tendency.
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Abstract. This paper builds a dynamic multi-stage technology supply chain
model including a technology provider and two competitive retailers, explores the
timing strategies in introducing digital sensory technologies (the DSTs) for online
retailers and analyses the impact of technology provider’s response polices on
retailers’ decision-making. The results show that, when a retailer firstly introduces
the DSTs and another retailer is taking a wait-and-see attitude towards introducing
the DSTs (i.e., under the WAS strategy), a long period of monopoly period can
stimulate retailers to introduce the DSTs, and the lower technology service fee will
encourage the latter (retailer) to enter the market ahead of time, so that the latter
retailer has an incentive to shift strategy choices and introduce the DSTs together
with the competitor or sooner. Instead, the retailers will choose the AAS strategy,
i.e., they vie to be the first to introduce the DSTs. Under certain conditions, the
technology provider can satisfy the strategic needs of both the former and the
latter through different (uniform /reinforcing /weakening) response policies, and
strengthen or weaken the relationship between two competitive retailers through
the standardized technology service fee, which plays a“Management Leverage”
role.

Keywords: Online Retailers - Digital Sensory Technologies - Timing
Strategies - Response Policies

1 Introduction

1.1 Motivations and Questions

When browsing online retailers’ websites, consumers not only want to know how their
clothes look, but also how they feel on their skin. This has to be done with digital sen-
sory technologies (i.e., the DSTs), those that can generate sensory inputs and can enhance
the consumer’s shopping experience and prompt consumers to make purchasing deci-
sions (Petit et al. 2019). DSTs include virtual reality (Pfeiffer et al. 2020), augmented
reality (Pamuru et al. 2021, Wuttke et al. 2022), and other multi-sensory-enabling tech-
nologies. According to the researches of Pfeiffer et al. (2020), Pamuru et al. (2021) and
Wauttke et al. (2022), virtual reality (VR) and augmented reality (AR) technologies have
been used to improve psychological and emotional states that consumers interact with
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products in an online environment. Crucially, the seemingly more pleasurable experi-
ences adopted by these VR and AR technologies were found to have a positive impact on
consumers’ willingness to pay and purchasing intentions (Petit et al. 2022, Barta et al.
2023, Branca et al. 2023).

From the embodied cognition theory, enjoyable shopping experiences are built on
specific processing systems of physical states and sensory morphology in the brain
(Ruusunen et al. 2023). Thus, all consumer experiences are based on the integration of
sensory inputs that influence the latter’s judgments and behaviors (Krishna 2012). In
other words, the DSTs can more effectively influence consumers’ sensory experience of
a product, which in turn drives their buying decisions as quickly as possible (Krishna
2012, Shahid et al. 2022). Therefore, the DSTs provides a new online environment
and presents a multi-sensory experience similar to that observed in the real world. For
instance, the DSTs of realsee.com allows consumers to manipulate any product that
they are interested in online store, and to rotate it through a 3D interactive view; and
further, consumers can click on the dot to display the item of product and get the relevant
information’.

Therefore, online retailers have an incentive to introduce the DSTs to attract con-
sumers to find the interested product (by rotating or zooming in the product image),
which helps improve sensory consistency in product search (Fiirst et al. 2021). Pfaff and
Spann (2023) showed unfavorable AR contexts negatively affect consumers’ product-
related purchase intention. Von Der et al. (2023) emphasized the plausibility of AR
content, e.g., a rational and deliberate assessment of AR content will impact utilitarian
benefits. Thus, introducing the DSTs to build a good virtual environment cannot always
provide consumers with a more comprehensive experience.

With that in mind, this paper wants to solve the following question.

Q1: When considering the DSTs can build a good virtual environment, whether
introducing the DSTs is profitable for retailers or not?

In fact, not all online retailers are willing to introduce the DSTs in a context where
emerging technologies are transforming the retail industry. On the one hand, some
customers are averse (i.e., technology-biased) about emerging technologies (Allen and
Choudhury 2022), so that retailers have no incentive to introduce technology, or they
are willing to wait a while before considering introducing the DSTs. On the other hand,
retailers have to consider cost and positive ROI; for instance, according to Zipline’s
2022 retail technology report, retailers are making technology purchase decisions based
upon the technology cost”>. From the perspective of transaction cost economics, if the
transaction costs of introducing the DSTs exceed the benefits of the DSTs, then online
retalers have no incentive to introduce the DSTs (i.e., the DSTs don’t generate effective
market spillovers). As a result, some retailers are taking a wait-and-see attitude towards
introducing new technologies and choosing a wait-and-see strategy (i.e., WAS strategy)
based on the trade-off between benefits and costs. However, even though some retailers
face great uncertainty and market risk, they vie to be the first to introduce the DSTs.
This may be because traditional retailers are participating in the transformation and

I Source: https://www.realsee.com/website/solution/business.
2 Source: https:/getzipline.com/resources/retail-technology-report/.
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technology upgrading under the new retail environment, so that they choose an act-at-
once (soon) strategy (i.e., AAS strategy). With this in mind, we attempt to address the
following question.

Q2: Which (wait-and-see v.s act-at-once) strategy is better for competitive retailers
under considering the introduction timing in the DSTs Introduction?

1.2 Contribution Statements

To properly answer these research questions, we consider a technology supply chain
model between a technology provider and a retailer (or two competitive retailers) under
different technology introduction strategies. Our studies has two main contributions.
First, there is currently a scarcity of literature on the timing of technology introduction
by retailers, both domestically and internationally. Thus, this paper has a certain degree
of innovation and novelty. Additionally, this research will provide management insights
and suggestions for the formulation of technology solutions by technology providers.
Second, this paper considers the strategy choices of retailers regarding the timing of
technology introduction and factors such as the level of technological output, adopting
insights into strategy choices for technology transactions in the dynamic multi-agent
supply chain system of the new retail market. This has significant practical value.

2 Main Model

2.1 Model Assumption

This paper constructs a dynamic multi-stage technology supply chain model involving
a technology provider S and two competitive retailers R; and R; (i, j = (1, 2),j # i). To
address the timing of the DSTs introduction by retailers, this model sets a continuous
time variable 7 for the DSTs introduction, and t is a continuous variable ranging from
[0, T] (Tan et al. 2022). At T = 71, any retailer begins to decide the time of introducing
the DSTs and signs a technology service contract with the provider, specifying the start
date for technology application. When the technology provider and retailer(s) sign the
contract, the technology service fee for per unit product can be set as w, the technological
functionality or technology output level is 6, and to achieve a technology output, the
technology R&D cost is a convex increasing function F(0) in which F7(0) > 0 and
F”(0) > 0. Following the extant literature (e.g., Biswas et al. 2023), to facilitate result
development and derive more closed-form results, we consider the case when F(6)
is quadratic, i.e., F(§) = y6%/2, where y (y > 0) represents the technology cost
coefficient.

The strategies of introducing the DSTs can be divided into (a) WAS strategy and (b)
AAS strategy:

(a) WAS strategy: When the first retailer Ry decides to introduce the DSTs at time 71, the
second retailer R, takes a wait-and-see attitude towards introducing the DSTs (e.g.,
observes and waits for a period). This results in the retailers introducing the DSTs
through a sequential manner. Consequently, retailer Ry operates as a monopolist and
profits during the entire period [t1, 72), known as Period I—the Monopoly Period.
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In Period I, the technology provider initially decides the technology output level
O—1\+ROMAN for retailer Ry. Subsequently, retailer R; sets the price p1 —1\+xROMAN
for its product. It is not until time 7 that the second retailer R, decides to introduce
the DSTs. Since retailer Ry does not exit the market, both Ry and R, will coexist in
the period [12, T) which is set as Period II—the Competition Period. The technology
provider decides the technology output level 6 for this period, and both retailers
independently set the prices for their products, p1 11 and p2 11 during the competitive
period (12, 1]. Let 1 = 1o — 71 and #1 = T — 73 represent the lengths of Periods I
and II respectively.

(b) AAS strategy: If both retailers (denoted as Ry and R;) choose to introduce the DSTs
simultaneously, i.e., at 77 = 1;(tr, T € (0, T]), they enter Period II—the Competi-
tion Period together and the lengths of Period I1is f;; = T — t7(;). In this strategy, the
market comprises two competitive retailers, Ry and R;. For simplicity, we assume
T = 1 and the technology provider adopts homogeneous technological functional-
ity with the technology output level 6. Subsequently, both retailers simultaneously
decide their respective prices py 11 and py 1.

To facilitate result development and derive more closed-form results, we assume that
the technology provider adopts the following three polices to meet the varying needs of
two retailers, where p is a discount factorand 0 < p < 1:

(1) Uniform policy: The technology provider adopts the same technological function-
ality to both Ry and R, in both Periods I and II, satisfying the technology output
level 91’1 = 91’11 = 92,11 =0.

(2) Reinforcing policy: When only one retailer enters in the market of DSTs (Period
I), the technology provider adopts a higher level of technological functionality to
the former (retailer Rp), i.e., strengthens technological support for the first retailer
and attracts them to early sign a technology contract. In Period 1II, the latter (i.e.,
retailer R,) joins the market and obtains the lower technology output. Considering
the competition in Period II, the technology output of retailer R is the same to that
of Ry, satisfying 611 = 6, 6111 = 6.1 = pb.

(3) Weakening policy: Contrary to the reinforcing policy, the technology provider
will focus on increasing the technology output level in the competitive period
(Period II) to meet the competitive demands of R; and R, thereby diminishing
the technology output level provided solely to the monopolist R; in Period I. Hence,
O11= 00,011 =011 =0.

2.2 Decision Analysis

We assume that the demand rate A of retailers (market demand for per unit time) is
sensitive to the market price p set by retailers and the technology output level 6 provided
by the technology provider. Following the extant literature (e.g., Biswas et al. 2023),
we set A = u — p + B0, where u(u > 0) represents the potential market demand, and
B(B > 0) is the enhancement effect of the technology output level on demand (e.g.,
products’ sensory congruency through the DSTs). Furthermore, in a competitive market
environment (in Period II), the demand rate of two competitive retailers (R; and R; j+;)
ishn=u—pi+p0+ n(p,',n — pi,n),j # i, where n(n > 0) represents the competitive
intensity between two retailers.



146 Z.Zhou et al.

Thus, the demand rates for retailers under the WAS strategy in each period can be
expressed as follows (note that during Period I, retailer R, does not introduce the DSTs,
and only R is present in the market, thus A, 1 = 0):

Period I-Monopoly : A1 1 =u —p1u+ 86, 221 =0 @))

Period II-Competition : A; 1 = u — p; 1 + BOn + 7’](pj,1[ — p,'ﬁn) 2)

Correspondingly, j # i,i,j € {1,2}. Under the AAS strategy, the market only
exists in Period II, so that the demand rate for each retailer can be expressed as (2),
andi,j € {f,[}.

Following the model proposed by Tang et al. (2022), the demand of retailer i €
{1,2,f,1} in period n € {1, II} is the product of the corresponding demand rate and the
period lengths, i.e., D; , = A; »t,. Therefore, the corresponding profit function can be
expressed as I[1; = D; 1 x (p,-’I — w) +D; 11 % (pi,H — w). Based on the model assumption
of Figs. 1(a), the total profit function of retailer R| under the WAS strategy equals the
sum of the profits in the two periods. Retailer R, with zero demand rate in Period I,
derives the total profit solely from Period II, which are respectively shown in Formula
(3) and (4). Table 1 lists the profit functions of two retailers under different scenarios.

1 (pl,ll!pz,llf oy, 911) =Dy X (P1,1 - W) + Dy X (P1,11 - W)

= A1ty X (pl,l - W) + Ayt X (p1,11 - W)

= (u — D11t .Bgl)tl X (P1,I - W) + [u —DPiu+ B0+ U(Pz,n - pl,II)]tII(pl,II - W)
3

My (pyi Do 01, 611) = Doy X (P2 — W) + Doy X (P — w)

= Ayt X (Pz,[ - W) + Ay ity X (Pz,ll - W) 4)
=0+ [u —Pou+ B0+ TI(PLII - pZ,II)]tII X (Pz,n - W)

= [u — P+ PO+ U(Pl,n - Pz,ll)]tn X (Pz,n - W)

Further, we obtain the profit function of the technology provider under different
strategies, the result under the WAS strategy is as following:

1 1
Mg =w x (Dy; + Dy yy + Dyyy) — max {gyglz,gyeuz} ®)
The result under the AAS strategy is as following:
1
I¢*% = w x (Dy.i+ D) — 5)/92 (6)
Note that, the technology service fee for per unit product is multiplied by the total
demand under introducing the DSTs, and then minus the total R&D cost. Under the

WAS strategy, to avoid double-counting R&D cost in both periods, we use the larger
R&D cost in Period I and Period II to represent F'(0).
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Table 1. Profit Function of Retailers

MY = (u—py+ BO) % (pri—w) + [u—pyu+ BO+
;J;‘liii(;”g’U) 1Pz = pr)|tu % (Pru - w)
LY = [u=pyu+ PO+ n(pun — P2u)|tu x (P — w)
%= (u-py+ BO)tyx (pri— W)+ [u— piu+ pBO +
NP2 = r)|tu X (Pru - w)
L% = [u—pou + pBO + n(Pon — Pou) | tu X (P2 — w)

WAS Reinforcing
strategy  policy (R)

m" = (u - Pt Pﬁg)tl x (P1,I - W) + [u - put PO+

We.akening 1(p2n = pou)]tu X (P — w)
policy (W) w
IL," = [u - Pt PO+ 7](!’1,11 - pz,n)]tn X (Pz,ll - W)

Py Puns 0) = [ = pra+ BO + n(pu = pran)]tn X
(Pru—w)
0(pra P 0) = [u— pu + B+ n(pru — pon)|tu X
(pii = w)

AAS strategy

3 Retailers’ Strategy Analysis

3.1 Equilibrium of Retailers’ Strategies

For obtaining the equilibrium results of retailers under different strategies, we externalize
the technology provider’s variables 6 and w to simplify the solving process. After taking
the WAS strategy as an example and using backward induction, we obtain the solving
model sequence as following:

;leagc I (Pl,II»PZ,IL 9)
, M (p11, 0 7
max [T(p1.at, p2.1u, 6) o) "

Under the condition where the technology provider adopts the uniform policy to
retailers, we get the equilibrium prices and profits for retailers R and R, under the WAS
and AAS strategies, as shown in Lemma 1 (the proof is is omitted).

Lemma 1: Equilibrium results under different strategies exhibit significant similarities,
but primarily differ in the discount factor p of the technology output level, as shown in
the following (Table 2).
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Table 2. Equilibrium results under different strategies

(a) Equilibrium Solution under the WAS strategy

Uniform policy (U) Reinforcing policy (R) Weakening policy (W)
P1,11U = Pz,uU = P1,11R = Pz,uR = P1,11W = Pz,uw =
LO+u+w+nw BLO+u+w+nw LO+u+w+nw
n+2 n+2 n+2
O+u+ 6+u+ O+u+
P1,1U =£ 2 = P1,1R = BTW P1,1W = pﬁ%
)2 —w)2 )2
1,V = EE T R = Eonewt 1, = @’y
4(77+1)t11] (n+1) (pBO+u-w)?ty (+1)(BO+u-w)*ty
(n+2)? (n+2)? (n+2)?
n U _ (n+1)(BO+u-w)?ty I R _ (+1)(pBO+u-w)’ty n wo_ (n+1)(BO+u-w)’ty
2 (+2)? 2 (+2)? 2 (n+2)?

(b) Equilibrium solution under the AAS strategy

BO+u+w+nw
n+2 ’

_ (m+1)(BO+u—w)ty

Pru = D = Iy =11, = 122

3.2 Different Strategy Choices of Retailers

Combining the equilibrium results under different strategies, we obtain Proposition 1
and Proposition 2 for the sake of demonstrating the strategic trade-off between the WAS
strategy and the AAS strategy.

Proposition 1: Setting a longer monopoly period can inspire retailers to take the initia-
tive in introducing the DSTs. In this way, the retailer’s strategy choice will be unaffected
by the technology provider’s differentiated response polices.

(1) Under the condition that#; > t*, the WAS strategy is comprehensively advantageous;
(2) Underthe condition that#; < t*, the WAS strategy is partially advantageous, wherein,
o 4[(BO+u—w)?—(pBO+u—w)? ] (n+ Dty
B (BO+u—w>2(n+2)” '

Proposition 1 shows that, as long as the monopoly period length for retailer R; is
sufficiently long, regardless of the response polices adopted by the technology provider,
retailer Ry will choose the WAS strategy. That is, only when the monopoly period length
is short, the profits gained by introducing the DSTs simultaneously with competing
retailers might be higher. Additionally, we find the maximum profits for the technology
provider adopting a uniform policy or a weakening policy are greater than those under
the AAS strategy.

A longer monopoly period ensures that the former who introduces the DSTs firstly
have stronger bargaining power, helping to secure more favorable technology service
fees and terms from the technology provider, thereby reducing investing costs. In prac-
tice, retailers taking the initiative to sign technology service contracts with technology
providers can also create a win-win situation. For example, in China’s new retail industry,
according to the 2020 semi-annual report of Sun Art Retail, Alibaba, as the technology
provider, contributed to a 16.8% increase in net profit year-over-year and brought nearly
50 million users to Sun Art Retail, with nearly 13 million active users; Alibaba’s financial
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report for the first quarter of the fiscal year 2021 also showed that up to the first half of
2020, the revenue contributed to Sun Art Retail by Alibaba’s empowerment accounted
for about 15% of the total revenue.

Proposition 2: Lowering of the technology service fee will motivate the latter (e.g.,
retailer R») to enter the market earlier, giving them the incentive to change their strategy
and choose to introduce the DSTs simultaneously with competitors.

(1) Under the condition that w > w + u, it follows that IT,® > IT; (or ITLY or
HZW), i.e., the WAS strategy is more advantageous;

(2) Under the condition that w < w + u, it follows that IT,® < IT; (or IT,Y or
I1LY), i.e., the AAS strategy is more advantageous.

Proposition 2 shows that for retailer R», it is advisable to avoid introducing the DSTs
at the same time as competitors when the service fee is high, and R, will choose a waiting
and convince the technology provider to choose a reinforcing policy, i.e., providing a
higher technology output level to competitor R; during the monopoly period. On one
hand, a higher technology service fee can increase the financial burden on the business,
affecting the profits of the latter. For example, retailer R, can control the total cost of the
enterprise by convincing the technology provider to lower the technology output level;
on the other hand, the latter hope to “free ride”, not only share the demand driven by
the former’s technology marketing, but also obtain best practices and expert opinions
which are of reference value and guiding significance, helping the latter to understand
the technology environment and market competition more quickly. For example, the
technology provider may release reports on technology trends and industry development
after collaborating with retailer R, so that retailer R, can hitch a ride to optimize the
strategy choice.

Proposition 3: Under the WAS strategy, lowering of the technology service fee will
encourage two retailers to form an alliance and jointly persuade the technology provider
to choose a uniform policy; whereas increasing the technology service fee will prevent
the alliance of two retailers.

Proposition 3 shows that if the technology service fee is lower, two retailers (R; and
R») are willing to introduce the DSTs under the WAS strategy, and prefer the technol-
ogy provider to adopt a uniform policy to maximize their profits; when the technology
service fee is higher and the monopoly period length is shorter, two retailers (R and
R») are willing to prefer the technology provider to adopt a reinforcing policy; when the
technology service fee is higher and the monopoly period length is longer, retailer R
wants the strategy to remain unchanged, i.e., prefer the technology provider to adopt a
reinforcing policy, while retailer R prefers the technology provider to adopt a weakening
policy.

In summary, under the condition of w < w ~+u, the WAS strategy can achieve a
win-win result for both retailers, and they should form an alliance to jointly persuade the
technology provider to choose a uniform policy; subsequently, increasing the technology
service fee will prevent the alliance of the two retailers. For example, in Period I (with

> %) under the higher technology service fee, retailer Ry prefers a weakening

policy, and retailer R; prefers a reinforcing policy; under f; < 1* < %), retailer Ry
prefers a AAS strategy (as shown in Proposition 1(2)), and retailer R, prefers areinforcing
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policy. Therefore, we argue that the technology provider can adopt a homogenized
technology service fee which simultaneously satisfies the strategic needs of the former
and the latter, and the homogenized technology service fee also effectively strengthens
or weakens the alliance between two retailers, i.e., plays a “Management Leverage” role.

4 Extension and Discussion

In Sect. 3.2, we find setting a longer monopoly period (i.e., #{ > t*) can inspire retailers
to take the initiative in introducing the DSTs. This result is valuable for retailers, and
can guide retailers to make rational choices. However, which Measures should retailers
take to effectively introduce new technology? Previous studies lack analysis. Thus, this
section analyses the impact of the product competition intensity (1) and the discount
factor (p) on t*, so that take specific measures for retailers.

To facilitate result development and derive more closed-form results, we set t; = 0,
7 = t, and thus f; = ¢ and #;1 = 1 — t. According to Proposition 1, we show that ¢*
changes as t**, i.e.,

(BO + 1 — )21 +2)" + 40 + DIBO + 1 — w)> — [(0p0 +u — w)*]

thereby giving Proposition 5, and the proof is shown in the Appendix.

Proposition 4: Retailers should reduce the competition intensity and response the
differentiated policies.

(1) Time length #** in period I decreases with the increase of the competition intensity
(), 1.e., 8t**/817 < 0;

(2) When w > pf6 + u, it follows that 3r**/3p > 0, when w < pB6 + u, it follows
that 3r**/9p < 0, and when p = 1, it follows that #** = 0.

To verify the conclusion of Proposition 4, this paper uses the following figure to
characterize it numerically.

Proposition 4 show that, retailers should reduce the intensity of their product com-
petition, which can lessen the impact of technology providers’ differentiated response
policies on the DSTs introduction strategies. For example, each retailer just need to
introduce the DSTs for the new or exclusive products. In general, new products or exclu-
sive products are less competitive, so that retailers who firstly introduce the DSTs can
obtain the longer time of period I, as shown in Fig. 1(a). Moreover, if the technology
provider provide the lower technology service fee, the former retailers should require the
technology providers to enhance their differentiated response policies, such as offering
larger discounts. Thus, technology providers strengthen the technological support for
the first retailer and attracts them to early sign a technology contract. On the contrary,
if the technology provider provide the higher technology service fee, retailers should
require the technology providers to reduce the difference between response policies, as
shown in Fig. 1(b).
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Fig. 1. The impact of n and p on the time length in period |

5 Conclusions

This paper builds a dynamic multi-stage technology supply chain model involving a tech-
nology provider and two competitive retailers. To address the strategic timing choice
of two retailers for introducing the DSTs, the model employs a continuous time vari-
able; further, considering the real-world context where the technology provider adopts
differentiated technology response policies to retailers: an uniform policy, a reinforcing
policy, and a weakening policy. And the results show that, when a retailer firstly intro-
duces the DSTs and another retailer is taking a wait-and-see attitude towards introducing
the DSTs (i.e., under the WAS strategy), a long period of monopoly period can stimulate
retailers to introduce the DSTs, and the lower technology service fee will encourage
the latter (retailer) to enter the market ahead of time, so that the latter retailer has an
incentive to shift strategy choices and introduce the DSTs together with the competitor
or sooner. Instead, the retailers will choose the AAS strategy, i.e., they vie to be the first
to introduce the DSTs. Under certain conditions, the technology provider can satisfy the
strategic needs of both the former and the latter through different (uniform /reinforcing
/weakening) response policies, and strengthen or weaken the relationship between two
competitive retailers, which plays a“Management Leverage” role.

However, there are still limitations in this study. First, future research could relax
assumptions such as the linear impact of factors like technology output level on demand,
and strengthen the conclusions of this paper by comparing equilibrium results under
linear and nonlinear models. Second, for the customer who are anxious or averse about
emerging technologies (Kundu and Ramdas 2022), they will not use DSTs and cannot
enjoy the value brought by DSTs functionality; for the customer who are willingly using
the emerging technology functionality to gain additional value (Sun and Ji 2022). Thus,
future research can consider the above consumer segmentation, i.e., relax assumptions
that not all online retailers are willing to introduce DSTs, thereby strengthening our
research conclusions.
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Appendix

Appendix 1

See Table 3.

Table 3. The notations of H and A

WAS strategy

U _ 141 R _ 24n+tpn W _ 2ptntpn
H = 2+n° H T2+ H 24n
U=a4mHY + 1 AR = 2mpHR 4+ 4 AY = 2HY + oy

AAS strategy
HAAS _ é—%?z | AAAS — oy HAAS

Proofs of Proposition 1 and Proposition 2.

(1) The inequality ;Y — Iy = M > 0 always holds, and I}V > Tl;. In
addition, it is easy to see that v = = I1;.

—w)2_ —w)2 w2 2
(2) Let H]R Ly 4(+Dn[(pBO+u—w) (if;:_uz);v) ]+(BO+u—w)>(n+2)*11 — 0, then
4 —w)2— —w)2 1
we find: When = [(B0-+tuw)* (B0 +u—w) ] )IH, we have TR = I;

(BO+u—w)2(+2)°

4[(BO+u—w)>—(pBO+u—w)?|(n+1

[(BO+u—w)—(ppo+u W)ZJ(H )IH, we have TT;R > Iy; when 11 <
(/39+u w) n+2)

4[(BO+u—w)—(ppO+u—w) ](n+1)tn

(BO+u—w)2(n+2)°

2
Let [I,R — I1; = (r;+1)tn[(pﬁ0+(::7+‘;))2 Bo+u—w?] _ 0, then we find:

Whenw = 860+p) + u, we have 1'[2 = I1;; when w > B60+p) + u, we have
2 2
IR > I1;; when w < w + u, we have IT,® < I1;.
2
(3) The inequality TT;" — I1; = W;WM > Oalwaysholds, soll;" > IIy. In
addition, it is easy to see that IT," = IT;. Proposition 1 is proved.
Similarly, whenw > w—’-u, I1,R > I;; whenw < w—}—u,ﬂzle <11y,
and IM,Y = M,V = I1;. That is, Proposition 2 is proved. Q.E.D.

when 1 >

we have ;% < I

Proof of Proposition 3.
The proof of Proposition 3 is similar to the proofs of Proposition 1 and Proposition

2, can be omitted.
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Proof of Proposition 4.
The proofs of Proposition 4 is similar to the proofs of Proposition 1 and Proposition
2, can be omitted.
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Abstract. [Purpose/Significance] With the continuous development of Internet
technology, open innovation communities (OICs) have become a crucial force
driving scientific and technological progress as well as industrial development.
In-depth research and analysis of OICS are of significant importance in under-
standing their developmental trends, influencing factors, and future tendencies.
[Method/Process] A total of 129 Chinese core literature articles were selected
from the China National Knowledge Infrastructure (CNKI) database within a spe-
cific time range. English literature data were collected from the SCI and SSCI
of the Web of Science Core Collection, totaling 128 articles. CiteSpace, a visu-
alization knowledge mapping tool, was utilized for bibliometric analysis, exam-
ining the growth trends, current status, and research hotspots in the OIC field.
Based on this analysis, potential areas for future research emphasis were iden-
tified. [Results/Conclusion] Building upon the definitions provided by domestic
and international scholars concerning open innovation communities, this paper
summarized five major characteristics of these communities: virtuality, goal ori-
entation, interactivity, network structure, and voluntariness. The results of liter-
ature growth trends indicate a general increase in the number of publications
within the OIC field, garnering widespread attention in academia. By compar-
ing keyword clustering maps of Chinese and English literature, it was observed
that common focal points revolve around community user creative management,
user behavior analysis, and corporate performance research. However, differences
exist as domestic literature emphasizes leading user identification while foreign
literature pays more attention to research on open-source software communities
within OICs. Future research should concentrate on leading user identification and
demand analysis.

Keywords: Open Innovation Communities - Knowledge Mapping - CiteSpace

1 Introduction

The surge of globalization and rapid advancement in information technology have sig-
nificantly impacted corporate innovation. Relying solely on internal resources for closed
innovation is no longer sufficient to adapt to the complex and ever-changing competitive
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environment. Many enterprises are establishing Open Innovation Communities (OICs)
in response, inviting external users to participate in innovative activities such as inter-
nal product development and service design through online platforms. As an emerging
content generation platform, OICs have garnered widespread attention and high regard
in both industry and academia. In the industry, OICs have flourished, with prominent
communities like Salesforce, Starbucks’ MyStarbucksldea, Dell IdeaStorm, Xiaomi’s
MIUI Community, Huawei’s Pollen Club, Honor’s Club, Haier’s HOPE Community,
among others. User-contributed content within OICs significantly enhances a company’s
innovation performance. Statistics show that one-third of modification suggestions for
Xiaomi’s MIUI operating system are provided by community users [4], and MyStar-
bucksldea amassed 150,000 ideas within just five years. In academia, the emergence
and rapid development of OICs have sparked extensive scholarly research and practi-
cal discussions. Increasingly, both domestic and international scholars have regarded
OICs as an important research topic in innovation management. Research on open inno-
vation communities abroad has reached a relatively mature stage, accumulating a vast
amount of literature and case studies. However, domestic research in this field is still in
an exploratory and nascent stage, necessitating further in-depth research and practical
experience to refine the theoretical framework and methodologies within this domain.

Over the past few decades, significant progress has been made in the research field
of OICs both domestically and internationally, covering numerous related topics such as
community member participation behavior, knowledge sharing mechanisms, construc-
tion and management of innovation ecosystems, and value co-creation. However, due
to the broad scope of research content and the extensive volume of related literature
covering various research themes, an effective method is required to synthesize and ana-
lyze these works, enabling a better understanding of research hotspots and trends. Given
the vast number of publications, the visualization analysis tool CiteSpace can conduct
bibliometric research within specific academic disciplines, revealing research hotspots,
frontiers, and developmental trends within a discipline during a certain period, providing
a clear overview of a particular academic domain. Hence, this paper will utilize CiteS-
pace for bibliometric analysis systematically to explore the research progress and trends
within the OICs field. Through the implementation of this research, we aim to offer new
methods and perspectives for the study and practice of open innovation communities,
providing valuable references for future research endeavors.

2 Understanding and Characteristics of Open Innovation
Communities

2.1 Essence of Open Innovation Communities

OICs originated from the concept of open innovation proposed by Professor Chesbrough
in 2003 [1]. The concept emphasizes the permeability of organizational boundaries and
the significance of external resources [2]. Enterprises can purposefully import and export
innovative resources, maximizing the value of these resources, effectively enhancing
innovation capabilities, and assisting in achieving and sustaining innovation. OICs serves
as a pivotal platform for enterprises to achieve open innovation [3]. It is a user-centric
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virtual community established by enterprises or third-party platforms [4], fundamentally
operating as an internet-based user-generated content platform.

The rise and application of OICs have garnered widespread attention, leading
researchers from various academic fields to propose different definitions and interpre-
tations. Gangi et al. consider OICs as communities composed of individuals distributed
across different locations, focusing on solving general issues or developing new solu-
tions through computer-mediated communication [10]. This definition emphasizes the
distributed nature of OICs and their use of computer communication to support collab-
oration and innovation. The primary goal of open innovation communities is to address
problems and develop new solutions, thereby increasing their influence on enterprise
innovation. West et al. propose that OICs are voluntary, non-coercive associations, typi-
cally lacking prior organizational affiliations among community members, who unite to
achieve a shared goal of creation or advancement of innovation [ 11]. Schroder et al. inter-
pret OICs as virtual communities comprising numerous voluntarily participating indi-
viduals aiming to seek new, creative solutions, encompassing both product-related issues
and personal needs [13]. Zhang Keyong views OICs as open collaborative environments
developed based on internet technology, serving as crucial platforms for enterprises to
coordinate internal and external innovation resources to achieve technological, product,
or service innovation [14]. Zhang Ning and colleagues define OICs as vital channels
for value co-creation between enterprises and consumers, primarily using the internet
as a communication medium, with consumers and enterprise R&D personnel as main
members, aiming to address product issues or gather innovative product suggestions
[15].

Among these scholars’ perspectives, the definitions of OICs generally encompass
four aspects: entity, technology, scope, and purpose. This paper considers OICs as
online virtual communities established by enterprises using internet technology, cen-
tered around users. Their purpose is to encourage users to collaboratively develop new
innovative ideas through social interaction, integrating these ideas into enterprise prod-
uct development and service design processes to support the realization of specific
innovations.

2.2 Characteristics of Open Innovation Communities

Based on the analysis of domestic and international scholars’ definitions of OICs, this
paper summarizes five major characteristics of OICs: virtuality [4, 10, 13, 14], goal ori-
entation [11, 12, 15], interactivity [13], network structure [10, 11, 16], and voluntariness
[11,13].

Virtuality: This characteristic is reflected in its dependence on the internet and digital
technology, enabling members to communicate and collaborate without being restricted
by time or space, anytime and anywhere.

Goal Orientation: The establishment of OICs is aimed at attracting more external
users to participate in internal innovation and driving the achievement of innovative goals.
OICs aim to foster the generation of new and creative ideas and solutions, introducing
them into the market to meet user needs or address specific problems.
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Interactivity: This is manifested in multiple interactions between community mem-
bers, platform interfaces, among community members, and between community mem-
bers and community managers. Firstly, community members contributing knowledge
can understand the innovation needs of the enterprise and the creative content of other
members through the platform, thereby engaging in knowledge creation. Secondly, com-
munity members can share innovative ideas and provide feedback through various means
such as likes, comments, and bookmarks, fostering interactions not limited to one-on-one
communication. Community members can interact simultaneously with multiple others,
collectively propelling innovation. Furthermore, community managers gain insights and
ideas from members, providing resources, support, feedback, and rewards to promote
innovation prosperity.

Network Structure: Within OICs, community members engage in social interac-
tions through internet platforms, such as liking, commenting, or bookmarking each
other’s ideas and creativity, collectively addressing problems or developing innova-
tions. These interactions establish social relationships, interconnecting community mem-
bers, forming a social network. This social network significantly influences information
dissemination, knowledge sharing, and collaboration within OICs.

Voluntariness: Participation by community members is based on personal willingness
and interest rather than mandatory requirements or specific organizational affiliations.
Member involvement is voluntary, where they autonomously choose to join the com-
munity, share innovative ideas, interact with other members, and collectively achieve
innovation goals.

3 Current Research Status of Open Innovation Communities

Chinese literature data were obtained from the China National Knowledge Infrastructure
(CNKI) database using the search term ‘Open Innovation Community’ with no specified
time range. Irrelevant or minimally related documents such as handbooks or book reviews
were excluded, and duplicate literature was removed, resulting in a final dataset of 129
articles. English literature data were sourced from the Science Citation Index (SCI) and
Social Sciences Citation Index (SSCI) within the Web of Science Core Collection. The
search query used was ‘TS=(“Open Innovation Communit*”) OR TS=(* Innovation
Communities *7)’. After excluding irrelevant literature, a total of 128 articles were
obtained.

CiteSpace software was employed for bibliometric analysis, utilizing visualization
methods to delve into the scientific knowledge structure, regularities, and distribution of
literature in the field of OICs. The analysis primarily focuses on the following dimen-
sions: (1) Analysis of literature growth trends; (2) Keyword clustering maps: Analysis
of research hotspots.

3.1 Analysis of Literature Growth Trends

Growth Trends in Chinese Literature. Using the built-in bibliometric function in
CNKI to analyze the publication volume changes in the field of OICs (as shown in
Fig. 1): Literature research in this field commenced in 2013, marking a nascent phase
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from 2013 to 2016 with slow development. In 2017, there was an explosive growth in
the number of publications, reaching 18 articles. From 2018 onwards, the field entered a
fluctuating development stage, with the annual publication count maintaining a relatively
high level. Overall, over the past decade, Chinese literature has shown a general upward
trend, indicating a gradual increase in attention within the domestic academic community
toward this field.

2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2
4 % s = 2 23 3 % 2 2 2

Fig. 1. Growth Trend of Chinese Literature in the OIC Field

The research on domestic OICs began in 2013. Xia Shanjun et al. analyzed and
integrated three subsystems of knowledge transfer and flow, human capital flow, and
innovation income growth, proposing a systemic dynamic model of the OICs network
operation [17]. The model highlights the important state variables connecting these
three subsystems: the number of network members, R&D investment, patent quantity,
and innovation income. Starting from these three key variables, the study suggests that
effective management of OICs by enterprises is crucial, emphasizing the integration
of human capital, funds, and intellectual capital; diversification of innovation income
growth; and cultivation of an open innovation culture. This research reveals the operation
mechanism of OICs, indicating three key factors to enhance enterprise open innovation
performance, holding significant practical and theoretical value. The most frequently
cited paper is ‘Research on Online User Contribution Behavior of Enterprise Open
Innovation Community Based on CAS Theory: Taking a Well-Known Domestic Enter-
prise Community as an Example’ [18] by Qin Min et al., which divides community
users’ contribution behavior into active contribution and reactive contribution. Drawing
on complex adaptive system theory, it explains user contribution behavior, categorizing
the influencing factors of user contribution behavior into individual factors, interac-
tion factors, and user-community environmental impact factors, conducting empirical
research using a questionnaire survey. This study defines and quantitatively develops two
behavior scales—online user active contribution and reactive contribution—uncovering
differences in the influencing mechanisms of these two types of contribution behaviors,
laying a foundation for in-depth exploration of enterprise OIC user behavior.
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Growth Trends in English Literature. Growth trends in English literature (Fig. 2):
The bar chart represents publication volume, and the line chart depicts citation count.
The publication volume shows a fluctuating upward trend, reaching its peak in 2022;
citation count displays a noticeable growth trend, indicating that this field is gradually
becoming a current research hotspot.
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Fig. 2. Growth Trends of English Literature in the OICs Field

Research on OICs abroad started earlier. The earliest publication with the highest
citations is ‘Open innovation and strategy’ [19]. Scholars such as Chesbrough used the
global collaborative development of the Linux operating system as an example to deeply
analyze the open-source business model in the software industry. They pointed out two
major challenges posed by the open innovation model to traditional business models: the
first being the questioned principle of needing ownership of resources that create value,
and the second principle of excluding others’ ability to replicate the product. The paper
also emphasizes crucial considerations for companies implementing open strategies:
firstly, how to attract a broad range of contributors to actively participate and maintain
their engagement over time. Secondly, given the scarcity of contributors who can signif-
icantly drive the community, how can companies stand out in a competitive contributor
market? Additionally, as each OIC comprises internal and external participants, how
can companies effectively balance their collaborative relationships? Finally, how can
companies find profitable avenues from open innovation initiatives and ensure sustained
involvement in these initiatives? The posing of these questions marks the beginning of
research in the OICs field, offering essential research directions for further exploration
of the impact and applications of the open innovation model.

3.2 Analysis of Research Hotspots

Keywords serve as highly refined and summarized representations of the literature
content. Keyword analysis was conducted using CiteSpace software, which involved
merging semantically similar nodes and removing nodes with minimal relevance to the
research topic, resulting in a clustered keyword network diagram.
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Research Hotspots in Chinese Literature. The clustered keyword network diagram for
Chinese literature is illustrated in Fig. 3, summarizing the primary keyword distributions
within the top four major categories (Table 1).

™ =1 T

g

o ¢
care oy o
oA m P
i x&m/ﬁﬁ’gF
9 PR
52 e
v BhnAL e
#2 Jema UK
“Waaa b S
atwa N
= POk RR X
LY

Fig. 3. Clustered Keyword Network Diagram of OICs in Chinese Literature

Table 1. List of Hotspot Keywords in OICs

Cluster Hotspot Keywords

Leading Users Source Credibility, Clustering Algorithms, Identification, Text Mining,
Innovation Capability, Social Network Connections, Needs Analysis

Online Communities | Innovation Communities, User Creativity, Knowledge Creation,
Innovation Sources, Absorptive Capacity

Influencing Factors Innovation Models, Corporate Performance, Knowledge Contribution,
Game Theory

Community Networks | Knowledge Evolution, Knowledge Collaborative Innovation,
Operation Mechanisms, Innovation Resources, Trust Mechanisms

The hotspot keywords represent the research focus and trends in this field. By observ-
ing and analyzing the table data along with relevant literature, the current research
hotspots in OICs have been summarized as identification of leading users, management
of user creativity in communities, the impact factors on corporate performance and user
knowledge sharing behavior, and research on community networks.

Research Hotspots in English Literature. From the results of the analysis of hotspot
keywords in English literature, the current research hotspots include technological inno-
vation in open-source software communities, user creative adoption in OICs commu-
nities, OICs case studies (focusing on corporate innovation performance), social media
technologies, and user behavior analysis (Fig. 4).
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Fig. 4. Clustered Keyword Network Diagram of OICs in English Literature

From the results of the analysis of hotspot keywords in English literature, the cur-
rent research hotspots include technological innovation in open-source software com-
munities, user creative adoption in OICs communities, OICs case studies (focusing
on corporate innovation performance), social media technologies, and user behavior
analysis.

3.3 Comparative Analysis of Domestic and Foreign Literature

Comparing the research hotspots in domestic and foreign studies, both share common
focuses on managing user creativity in communities, user behavior analysis, and cor-
porate performance research. The difference lies in domestic literature placing more
emphasis on identifying leading users, while foreign literature shows more interest in
researching open-source software communities within OICs.

The related studies on creative management emphasize the full utilization of knowl-
edge resources to optimize the process of screening and evaluating creativity. Scholars
primarily explore how to accurately identify high-quality ideas when facing the challenge
of a vast pool of ideas. For instance, Gangi et al. identified factors influencing creative
adoption using mixed case studies based on survey data and objective data from the Dell
community. Their results indicate that the complexity, observability, and trialability of
ideas are equally important in determining the adoption of user-generated ideas [10].
Hossain and Islam analyzed 320 adopted ideas in the Starbucks community, categoriz-
ing ideas into three types: product, experience, and involvement, establishing empirical
models for each. Their research indicates that the implementation of ideas depends sig-
nificantly on factors such as the number of votes and points obtained by the idea, the time
of posting, and the contributor’s points [20]. Zhang et al. approached value co-creation,
using signal transmission theory to study factors influencing idea adoption, such as idea
information entropy, emotional intensity, idea length, views, and comments, from the
perspective of co-creating value [15]. Zhang Lanlan, based on Aristotle’s persuasion
theory, summarized factors influencing idea adoption from dimensions like personality
appeal, logical appeal, and emotional qualities [3].
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In the study of user behavior, scholars both domestically and abroad focus mainly on
methods for identifying leading users, user participation motivations, and factors influ-
encing user contribution behavior. For instance, Paulini et al. found through surveys
that most participants in OICs are contributors or collaborators, primarily motivated
by fun and challenge, with intrinsic motivation outweighing extrinsic motivation, and
passionately engaged participants are typically new members [21]. Fang et al. explored
motivations influencing users’ willingness and behaviors for continued participation
from psychological, social, and functional perspectives, suggesting that user participa-
tion motivations are stimulated by both psychological and external factors [22]. Mahr
et al. qualitatively researched the characteristics of user contribution behavior in OICs,
dividing it into active and reactive contributions [23]. Building upon this, Qin et al. bor-
rowed from the theory of complex adaptive systems to explain user contribution behavior,
categorizing the influencing factors into three dimensions: individual user factors, user
interaction factors, and user-community environmental influence factors [18]. Zhang
Lanlan, based on social exchange theory, analyzed users’ motivations for participating
in innovation from an input-output perspective [3].

Regarding corporate innovation performance, several scholars’ research demon-
strates that engaging in open innovation has a positive impact on enhancing corporate
innovation performance. Cheng et al., through a survey of 223 Asian service companies,
found a significant positive correlation between companies conducting open innova-
tion activities and four dimensions of innovation performance: innovativeness of new
products/services, success rate of new products/new services, customer performance,
and financial performance. The impact was relatively stronger on the innovativeness
of new services and financial performance [24]. Dong et al. drew from the dynamic
capabilities framework and the innovation value chain perspective, conducting empirical
research using panel data collected from Dell and Starbucks communities. They proposed
two dimensions of dynamic capabilities - enterprise ideation capability and enterprise
ideation implementation capability - and discussed their impact on corporate perfor-
mance from the perspective of corporate value [25]. Xia et al. constructed a three-party
game model involving enterprises, competitive enterprises, and customers, examining
the influence of closed, semi-open, and open innovation models on corporate innovation
performance. They advocated for companies to establish OICs communities to enhance
innovation capabilities [26]. Various scholars use different performance measurement
indicators for corporate innovation performance. Some use company metrics, including
financial performance indicators [24], sales growth indicators [26], market share indi-
cators [27], while others use innovation metrics such as R&D intensity, the number of
new products developed and commercialized, speed of new product development, and
the number of patents [28].

The identification of leading users is a primary area of focus in domestic research,
and in foreign studies related to user behavior, identifying leading users is also a key area.
The concept of leading users was initially proposed by Hippel, and with the application
of the leading user theory, more characteristics of leading users have been discovered.
Synthesizing scholars’ viewpoints, leading users possess the following characteristics:
they have needs ahead of ordinary users [7, 8, 32], anticipate benefiting from innovation
[7, 29], have a strong motivation for innovation [7, 31-33], possess strong innovation
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capabilities [30, 32, 33], have extensive expertise (product usage experience and product
knowledge) [8, 23, 32, 33], adopt new products faster than ordinary users [8, 33], have
potential as opinion leaders [8, 32, 33], and higher intermediary centrality [9] (Table 2).
The methods for identifying leading users mainly include: group screening, pyramid
method, crowdsourcing, network volunteerism, and identification algorithms based on

data mining technology (Table 3).

Table 2. Characteristics of Leading Users

Characteristics

Source

Needs ahead of ordinary users

Hippel[7]; Liithje[8]; Belzl[32]

Anticipation of benefiting from innovation

Hippel[7]; Morrison[29]

Strong motivation for innovation

Hippel[7]; Bogers[31];Belzl[32];Pajo[33]

Strong innovation capabilities

Belzl[32];Pajo[33];GuozhengHe[30]

Rich expertise (product usage experience and
product knowledge)

Liithje[8]; Mahr[23]; Belzl[32]; Pajo[33]

Faster adoption of new products than ordinary
users

Liithje[8]; Pajo[33]

Potential as opinion leaders

Liithje[8]; Belzl[32];Pajo[33]

Higher intermediary centrality

Ozaygen[9]

Table 3. Comparison of Leading User Identification Methods

Method

Characteristics

Group Screening Method

Advantages: Easy to implement and operate
without requiring professional training for
researchers

Disadvantages: Tedious process of
questionnaire distribution, collection, and data
analysis; high human and physical costs
resulting in low efficiency; lack of objectivity
in the obtained results

Pyramid Method

Advantages: Less workload and higher
efficiency compared to group screening
methods

Disadvantages: May overlook some highly
innovative but less socially influential leading
users; lack of objectivity in the results

(continued)
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Table 3. (continued)

Method Characteristics

Crowdsourcing Method Essentially a method for recruiting and
aggregating users for innovative tasks, doesn’t
fully utilize the automatic data mining and
processing capabilities of user innovation
communities

Network Log Method Advantages: Qualitative research method,
collects more objective data

Disadvantages: Requires researchers to have
rich experience and keen observation skills,
otherwise, potential leading users might be
overlooked

Identification Methods Based on Data Mining | Advantages: Saves manpower and resources,
increases efficiency; more objective results
Disadvantages: The effectiveness is highly
reliant on the constructed indicator system

4 Conclusion and Implications

Based on the definition of open innovation communities by scholars both domestically
and internationally, this study outlined five major characteristics of open innovation
communities: virtuality, goal orientation, interactivity, networked structure, and volun-
tariness. Using CiteSpace for bibliometric analysis of 129 Chinese and 128 English
papers, the trend in literature growth indicated an overall increasing trend in the field of
Open Innovation Communities (OICs). This suggests a growing academic interest in this
area. Comparing the keyword clustering maps of Chinese and English literature, it was
found that both domestic and foreign studies share common focuses on community user
creativity management, user behavior analysis, and enterprise performance research.
However, there are differences, with domestic literature focusing more on identifying
leading users while foreign literature emphasizes research on open-source software com-
munities within OICs. Notably, in foreign literature, the study of leading users stands
out in user behavior-related research. The objective results of bibliometrics affirm that
identifying leading users is a current hot topic in academia and holds substantial research
value. This study suggests that future research could focus on the following aspects:

Identification of Leading Users Issue. Fiiller et al. highlighted that the stability, per-
sistence, and effectiveness of OICs communities rely on mobilizing and managing user
heterogeneity [5]. Leading users are the main drivers of innovation within OICs, being the
most active and innovative group, often characterized by forward-looking needs. Their
insights and demands significantly influence product and service innovation. However,
these users are both active and scarce within OICs [6]. With a large user base and few
leading users, accurately identifying them is crucial for enterprises to enhance innovation
performance.
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Issue 1: How to construct an effective system of identification metrics based on
leading user theory and rapidly identify leading users? How can the effectiveness of this
process be validated?

Leading User Needs Analysis Issue. OICs communities, as emerging platforms for
user-generated content, play a crucial role in fostering innovation. Leading user theory
emphasizes the forward-looking nature of these users’ needs. Their insights and demand
predictions significantly impact product and service innovation. The text data within
posts or replies by leading users contain implicit real opinions about products or services.
By mining this textual data from leading users, enterprises can obtain valuable market
insights, guide product development and innovation strategies, anticipate user needs,
enhance competitiveness, and foster sustainable community growth. Understanding and
meeting the needs of leading users are pivotal factors in driving innovation and the
success of the community in the context of OICs.

Issue 2: How to extract and classify user needs from the textual data of leading users?
How to quantify the importance and level of improvement of different types of needs?

Issue 2: For various types of needs, how to extract valuable insights and provide
effective recommendations for enterprises?
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Abstract. Acknowledging the growing preference of university students for
studying on the Bilibili platform, this study explores their motivations using the
theory of transactional distance and social identity theory. The research investi-
gates the relationship between perceived interactivity and students’ continuance
intention to study on Bilibili, with self-identity and social identity as mediating
variables. The study also integrates emotional needs, based on social identity the-
ory, as a moderating variable. Data from 371 valid survey responses out of 384
potential participants, predominantly senior students regularly using Bilibili for
study, were analyzed. The findings reveal that perceived interactivity positively
influences students’ self-identity and social identity, which significantly enhances
their intention to continue using Bilibili for educational purposes. The research
demonstrates that perceived interactivity indirectly affects continuance intention,
mediated by self-identity and social identity, while emotional needs positively
moderate this mediating process.

Keywords: Online video-sharing platform - Bilibili platform - Perceived
Interactivity - Self-identity - Social identity

1 Introduction

Inrecent years, anew mode of learning has emerged among the younger generation. With
the onset of the COVID-19 pandemic in early 2020, which severely impacted everyday
activities including education, China had to shift entirely to online education. Leveraging
internet platforms and digital learning resources, the scale of online education platforms
grew massively, with over 100 million users in online learning spaces.

Some studies have identified that online video-sharing has become a popular social
and educational practice. Platforms like Bilibili, originally intended for general video
sharing, are increasingly recognized for their educational potential. These platforms
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enable individuals to publish topics, searches and watch videos of interest, interact
through comments and bullet chats, and find like-minded individuals. CCTV’s report
describes Bilibili as a new type of social learning platform favored by Generation Z.
While existing research has primarily concentrated on MOOC:s and similar online teach-
ing platforms, it was observed that students’ autonomy, motivation, and learning capabil-
ities influence their continued learning engagement significantly. Therefore, this study
centers around why an increasing number of university students prefer using online
video-sharing platforms for learning, with a focus on Bilibili.

The research employs a quantitative approach, integrating the Theory of Transac-
tional Distance and Social Identity Theory into an empirical model, validated using
statistical methods. The study’s contributions include revealing the critical role of inter-
activity on Bilibili in attracting students for learning, enhancing understanding of online
learning phenomena, and exploring the impact of identity theory on students’ online
learning willingness. It also finds that individuals with higher emotional needs are more
influenced by this process, underscoring the role of entertainment and social interaction
in online learning and helping to understand the popularity of video-sharing platforms
in remote learning.

2 Literature Review

2.1 Online Learning

Online learning, first coined in 1995 with WebCT’s development, has expanded beyond
its initial scope of utilizing LMS for uploading texts and PDFs. This growth now encom-
passes e-learning, blended learning, and various online courses, significantly diversifying
digital educational activities [1].

Research exploring the characteristics of teaching content in online learning high-
lights its unique ability to enhance learning and interactivity, both in synchronous envi-
ronments with live lectures and real-time interactions, and asynchronous settings where
learning content is accessed independently, impacting student motivation and outcomes
[2]. Further studies have discussed the distinct technological aspects of online learning,
which facilitate a shift from traditional didactic methods to more learner-managed modes.
This transition is characterized by enhanced dialogue, involvement, and support for indi-
vidual learning styles, thus promoting learner autonomy [3]. Additionally, research has
uncovered the community and social attributes inherent in e-learning, where communi-
ties of practice within these platforms foster shared interests and collaborative learning.
However, these communities are often confined to structured discussions within LMS
and are limited to specific groups like university classes [4]. Lastly, a comprehensive
review by Hoi et al. [5] categorizes online learning methods into supervised, with lim-
ited feedback, and unsupervised types, while Vonderwell et al. [4] identify technology,
course interface, group behavior, and student personas as significant factors influencing
learner participation and outcomes in online courses.
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2.2 Continuous Intention of Online Video-Sharing Platform

In our study, “continuous intention” refers to the learner’s ongoing behavioral tendency
and attitude towards engaging with online course platforms. Such behavioral intention,
as identified by Chen et al. [6], is a dynamic belief influencing behavior execution.

The usage of various media types on social platforms varies according to the appli-
cation. The emergence of new platforms introduces novel media exchange methods,
with video becoming a widely utilized medium for knowledge sharing across social
media and MOOC platforms. Key variables influencing users’ continuous intentions on
video-sharing platforms are explored by researchers. Some study found that the ease
of access to knowledge in comment section will help viewers understand a big picture
of knowledge introduced in the video. Research of Wu et.al. [7] has showed that col-
laboration is crucial for increasing users’ engagement in knowledge sharing. Users on
a collaborative video platform are more willing to share their opinions and knowledge
than in a traditional forum platform. A study proposes a model based on the technology
acceptance model (TAM) and social influences theory by conducting a survey of 206
male and 135 female video sharers of YouTube to test model. The results indicate that
perceived ease of use is an important determinant of the intention to use YouTube to
share video [8].

3 Theoretical Framework and Hypotheses

3.1 Perceived Interactivity

The Theory of Transactional Distance, originally proposed by Moore, plays a pivotal
role in this study’s exploration of distance education. It integrates four core concepts:
structure, dialogue, transactional distance, and learner autonomy. Among these, Transac-
tional distance refers to the psychological and communicational space created by phys-
ical distance in online education, depending on the platform’s structure and dialogue
capabilities.

Interactivity, as defined by Kiousis [9], signifies the simulated interpersonal com-
munication experience in an information technology-driven environment. This aspect
of online platforms, as noted by Fernandes and Neves [10], significantly enhances user
experience. For instance, YouTube is known for video sharing, Instagram for photos and
videos, and Twitter for text messages. In platforms like Bilibili, features such as bullet
chats and comment sections foster a dynamic learning environment. Zhang and Cassany
[11] highlight the unique interactive nature of bullet chats on Bilibili, offering a real-time,
anonymous space for viewers to freely express opinions and engage in dialogues.

This study posits a key reason that university students are drawn to online video-
sharing platforms like Bilibili for learning is the enhanced perception of interactivity
these platforms offer. Grounded in the Theory of Transactional Distance, it is suggested
that the perceived interactivity positively influences online learning. Education funda-
mentally involves social interactions like student-teacher and student-student dialogues.
Elements such as course structure and interactive features are crucial in shaping the
online learning experience. Bilibili, with its interactive design, effectively reduces the
transactional distance (TDST and TDSS), thereby fostering a more engaging learning
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environment. Features like bullet chats and comment sections on Bilibili enhance this
interactivity. Bullet chats, appearing in real-time alongside videos, offer an anonymous
and spontaneous way for users to express themselves and engage in cross-temporal dia-
logues [11]. While the anonymity of bullet chats might limit direct replies, comment
sections allow for more structured interactions, including questions and responses from
other users or video creators. This unique blend of interactive elements contributes to
Bilibili’s distinctive learning atmosphere.

H1: Perceived interactivity on online video-sharing platforms significantly and pos-
itively influences the continuous learning intention of university students on these
platforms.

3.2 Self-identity and Social Identity as Mediators

Identity is a sense of belonging to a group that is expressed in terms of personal attributes,
group membership, and social roles. It is an extremely important aspect of self-concept
[12]. Human identity has two levels: self-identity and social identity [1].

Self-identity is the awareness of one’s uniqueness, and thus, self-identity establishes
the individual as the same person in time and space rather than others [13]. Social identity
is the recognition that one belongs to a particular social group, and also the recognition
of the emotional and value significance that being a group member brings [14].

Social identity theory argues that everyone makes an assessment of their own image
and puts their subjective image into a social context to seek self-positioning, thus obtain-
ing a sense of identity [14]. One’s social group membership and group category are an
important part of one’s self-concept, and it advocates that people strive to obtain and
maintain positive social identity, thereby enhancing self-esteem. This positive identity
is largely derived from the comparison of in-groups and relevant out-groups. Existing
research has discussed the influencing factors of identity from multiple aspects, such as
demographic characteristics, gender and age [13], and social factors such as religious
beliefs and culture [15].

This paper argues that when college students generate a sense of interactivity on
online video sharing platforms, it will produce a sense of self and social identity. The
interactivity of college students using Bilibili to learn mainly manifests itself in the
process of sending barrage or leaving messages in the video comment area, through
interaction and communication with bloggers or other users. When college students
learn on Bilibili and receive interactive feedback, they will have two feelings. First,
social identity perception, in the context of watching videos on Bilibili, college students
can perceive that there are other users who have also watched the same video and left
their footprints through the scrolling barrage, and the real-time number of online viewers
allows users to perceive that there are other users learning together at any time. This
cross-temporal companionship learning also allows users to realize that they are not
alone in the process of watching videos, and there are classmates in the same situation
as them learning on the other end of the Internet. This will stimulate a sense of group
unity, that is, social identity perception. Second, self-identity perception, when college
students express their personal opinions or questions through barrage or comment area,
and receive responses and likes from video bloggers or other users, they will think that
their understanding and cognition are unique and valuable, and they have gained the
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respect of others. Their sense of accomplishment is enhanced, thus realizing the identity
of individual identity. Therefore, we propose hypotheses 2 and 3:

H2: The interactivity perception of college students learning on Bilibili will
significantly positively affect individual identity.

H3: The interactivity perception of college students learning on Bilibili will
significantly positively affect social identity.

Identity perception affects the behavior of individuals on information platforms,
which has been found in many studies. Jiang et al. [16] investigated Weibo and, based on
the theory of planned behavior, studied the impact of identity on Weibo usage intention.
They found that Weibo platforms promote continuous usage intention through group
social identity and individual personal identity. There are also studies that use identity
theory to understand the teaching process. Hwang [13] found that individual social
identity and self-identity play a decisive role in developing emotional commitment and
the innate motivation to share knowledge through email in the study of the role of identity
in modern auxiliary teaching media learning. This paper argues that identity will affect
college students’ sustained learning intention on Bilibili.

Based on the above discussion, the interactivity perception generated by college
students’ learning on Bilibili will affect social identity and self-identity. At the same
time, this social identity and self-identity will have a separate impact on the sustained
learning intention of the platform. Therefore, we believe that social identity and self-
identity play a mediating role between interactivity perception and platform learning
intention. Therefore, we propose hypotheses 4 and 5:

H4: Interactivity perception will significantly positively affect college students’
sustained learning intention on online video sharing platforms through personal identity.

HS: Interactivity perception will significantly positively affect college students’
sustained learning intention on online video sharing platforms through social identity.

3.3 The Regulating Role of Emotional Needs

This study examines the role of emotional needs in the context of online learning, con-
ceptualizing them as pleasurable emotions experienced during interactions and relation-
ships within the digital platform. Emotional needs, as defined by Katz et al. [17], pertain
to the desires for aesthetic, pleasurable, and emotional experiences during platform
engagement.

Emotions play a significant role in online learning processes. While they can distract,
emotions, when managed, may enhance thinking, decision-making, and engagement.
Research on emotional presence within an online community of inquiry demonstrates
the salience of emotion in online learning. Given this reality, emotion must be considered,
if not a central factor, at least as a ubiquitous, influential part of learning—online and
otherwise. The Colmode model by Garrison et al. [18] suggests that emotional presence
is evident in social, cognitive, and teaching aspects of online learning communities.
Emotions in online learning environments are not just peripheral but are influential and
pervasive aspects of the learning experience, both online and in traditional settings.

This research hypothesizes that the emotional needs of university students learning
on Bilibili influence the process from perceived interactivity to identity recognition and,
ultimately, to the willingness to learn online. Identity Theory emphasizes the emotional
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and value significance of belonging to a social group [14]. There’s a strong correlation
between emotional needs and social identity recognition. Higher emotional needs often
lead to a more profound sense of belonging and self-awareness, stimulated by inter-
actions. Observations of students on Bilibili affirm this: those with higher emotional
needs actively seek self-identity construction, engaging more with the community. This
engagement, in turn, boosts their identity recognition and motivates continued learn-
ing on the platform. Conversely, students with lower social needs show less desire for
such interactions and identity recognition, resulting in lower motivation for continuous
learning on Bilibili.

H6:Emotional needs modulate the relationship between perceived interactivity and
social identity recognition. Higher emotional needs strengthen the positive relationship
between perceived interactivity and social identity recognition.

H7:Similarly, emotional needs also modulate the relationship between perceived
interactivity and personal identity recognition. When emotional needs are higher, the
positive correlation between perceived interactivity and personal identity recognition
becomes stronger.

Furthermore, emotional needs are believed to not only moderate the relationship
between interactivity and self-identity recognition but also affect the mediating role
of social identity recognition. Students with high emotional needs feel less isolated
through interactions on Bilibili, fostering temporary companionship, group solidarity,
and enhanced social identity, thus motivating continuous learning. In contrast, stu-
dents with lower social needs engage less with others, leading to lower social identity
recognition and motivation to continue learning on the platform (Fig. 1).

HS8: Emotional needs moderate the mediating effect of social identity recognition
in the relationship between the perceived interactivity on Bilibili and the continuous
learning intention on the platform.

H9 Emotional needs moderate the mediating effect of self-identity recognition in the
relationship between the perceived interactivity on Bilibili and the continuous learning
intention on the platform.

Self-identity

Emotional
Needs

Perceived Interactivity

Continuous
Learning Intention
Social
Identity

Fig. 1. Research Model



Why College Students Prefer to Study 173
4 Data Analysis and Results

4.1 Data Collection

This study focuses on college students and utilizes a questionnaire survey to collect
the necessary data via an online platform. Ultimately, there were 400 online surveys
administered, out of which 371 were deemed valid after eliminating any invalid sub-
missions. The criteria for identifying invalid questionnaires include selecting the same
option across all scales, indicating no prior knowledge or usage of Bilibili, or completing
the questionnaire in less than 100 s.

The demographic and descriptive statistics includes information on gender, grade,
usage time and useful frequency. Amongst the 371 college students surveyed, the gender
breakdown of the group is 32.6% male and 67.4% female. The majority of participants
into several categories, including less than 1 year (10.2%), 1 to 3 years (26.7%), 3 to
5 years (30.5%), 5 to 10 years (28.6%), and more than 10 years (4.0%). The useful
frequency of Bilibili for learning, within a week’s time frame, is also broken down into
several categories, including O times (13.5%), 1 to 3 times (40.4%), 3 to 5 times (17.3%),
and more than Stimes (28.8%).

4.2 Measurement Tools

In this research, perceived interactivity was developed and revised based on Ridings
et al. [19], was measured by 3 items. Continuous intention was modified from Lin and
Wang [20], were measured with 6 items. Self-identity and social identity were developed
and revised based on Cheek et al. [1]. Self-identity was measured by 5 items, and social
identity was also measured by 5 items. The emotional needs refer to Park et al.’s [21]
study included a total of 5 items. All questionnaire items were based on a 7-point Likert
scale (5 = strongly agree and 1 = strongly disagree). In order to mitigate the influence of
confounding factors, this study controls for other variables that may impact the findings.
Specifically, four control variables are selected: gender, grade, usage time and useful
frequency.

4.3 Results

Reliability and Validity. In this study, SPSS 26.0 was tested for the reliability of the
questionnaire scale. Each item demonstrated a factor loading above 0.7, the CR values
of each variable were more than 0.7, and the Cronbach’s alpha coefficients of all items in
the questionnaire were over 0.8, indicating excellent reliability of the constructed scale.
To further validate the model, confirmatory factor analysis was performed using AMOS
26.0 software in this study. The overall results of the fitting evaluation are as follows:
¥x2/DF = 2.830 < 3, CFI = 0.953 > 0.9, NFI = 0.929 > 0.9, RMSEA = 0.070 < 0.1.
These results indicate an ideal data fitting effect. Furthermore, the square root of each
variable’s average variance extracted (AVE) is greater than its correlation coefficient
absolute value, suggesting good discriminant validity. Given that we used and modified
existing mature scales for this study’s purposes, it ensures good content validity.
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Common Method Biases. To eliminate common method bias, the unrotated
exploratory factor analysis in this study was conducted using SPSS 26.0. The results
revealed a total of five factors with eigenvalues greater than 1, and the largest factor
was 19.532%, less than 20%. Moreover, the variance inflation factor (VIF) for all vari-
ables is less than 3. In conclusion, it indicates that there was no serious multicollinearity
problems.

Test of Hypotheses. The standardized path coefficients and hypothesis testing results
of the model are shown in \* MERGEFORMAT Table 1. Results of path coefficient. For
Hypothesis 1, perceived interactivity on online video-sharing platforms was found to be
positively correlated with the continuous learning intention of university students (8 =
0.417, p < 0.001), and thus hypothesis 1 is supported. In the same way, Hypothesis 2 (8
= 0.259 p < 0.001), Hypothesis 3 (8 = 0.309, p < 0.001) are all supported, perceived
interactivity was found to be positively correlated with self-identity and social identity.

Table 1. Results of path coefficient

Hypothesis | Path B T-value | Result

H1 Perceived Interactivity — Continuous learning 0.417 | 9.850™"" Supported
intention

H2 Perceived Interactivity — Self-identity 0.259 | 5.063""" | Supported

H3 Perceived Interactivity — Social identity 0.309 | 6.059""" Supported

H6 Perceived Interactivity*Emotional needs — Social | 0.131 2.598" Supported
identity

H7 Perceived Interactivity*Emotional needs — 0.156 |3.112*" Supported
Self-identity

Note:* P < 0.05, ** P < 0.01, *** P < 0.001

To test the mediation effect, 371 samples were tested by Bootstrap method. The
bootstrapping program was used to construct a 95% confidence interval for the bias
correction of the indirect effect, the results are shown in Table 2. Mediation effect test.
Hypothesis 4 and Hypothesis 5 are supported. Perceived Interactivity can significantly
positively affect college students’ willingness to continue learning on online video shar-
ing platforms through self-identity and social identity. To test the moderating effect, as
shown in Table 1, Hypothesis 6 (f = 0.131 p < 0.05) and Hypothesis 7 (8 = 0.231 p <
0.01) are supported too. Emotional needs modulate the relationship between perceived
interactivity and social identity and the relationship between perceived interactivity and
self-identity. And moderating effect diagrams are shown in Fig. 2 and Fig. 3.

For Hypothesis 8 and Hypothesis 9, the results are shown in Table 2. Hypothesis
8 and Hypothesis 9 are supported. Emotional needs moderate the mediation effect of
social identity and self-identity in the relationship between the perceived interactivity
and the continuous learning intention on Bilibili.
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Table 2. Mediation effect test
Hypothesis | Path Effect | SE LLCI |ULCI |Result
H4 Perceived Interactivity — Self-identity 0.0288 | 0.014 | 0.0059 | 0.0603 | Supported
— Continuous learning intention
H5 Perceived Interactivity — Social identity 0.0301 | 0.0163 | 0.0039 | 0.0679 | Supported
— Continuous learning intention
HS8 Perceived Interactivity*Emotional needs 0.018 |0.0104 | 0.0006 | 0.0404 | Supported
— Social identity —Continuous learning
intention
H9 Perceived Interactivity*Emotional needs 0.0172 | 0.0094 | 0.0004 | 0.0366 | Supported

— Self-identity — Continuous learning
intention
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Fig. 2. The moderating effect diagram of emotional needs on social identity
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Fig. 3. The moderating effect diagram of emotional needs on self-identity

This study, based on research involving 371 university students, arrives at several con-
clusions. Firstly, perceived interactivity in online video-sharing platforms enhances the
willingness to continue learning. This inclination arises from a sense of identity recog-
nition induced by interactive experiences. Moreover, social presence is not merely about
perceiving group belonging but also involves realizing one’s self-worth. Our study goes
a step further by suggesting that such interaction fosters not only a sense of belonging
to a community but also an individual’s self-awareness. Secondly, the perception of
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interactivity influences continuous learning intention through personal and social iden-
tity recognition. Our study posits that the interactivity perceived by university students
on online video-sharing platforms fosters both personal and social identity recognition.
This process of identity recognition, stimulated by perceived interactivity, fuels stu-
dents’ willingness to continue using the platform for learning purposes. Thirdly, the
emotional needs of university students intensify the process wherein interactivity per-
ception influences continuous learning intention through identity recognition. These
emotions, which are complex and multifaceted, encompassing emotions arising from
social interactions and entertainment experiences. Emotions experienced during online
learning can stimulate identity recognition, ultimately affecting the willingness to use
the platform.

Our study has some theoretical contributions. First, further clarify the concept of
“online video sharing platform”. The study may provide some enlightening significance
for clarifying its concept and promoting its standardization. Secondly, from the perspec-
tive of interactivity, we explore the impact on college students’ willingness to continue
learning on the platform. This reveals that interactivity on online video sharing platforms
is an important reason to attract students to use platforms for learning, and a more com-
prehensive understanding of the factors that influence the willingness of platforms to
continue learning contributes to the existing literature on online learning. Thirdly, based
on the new theoretical perspective of interactive distance theory and identity theory, the
phenomenon of college students’ tendency to use online video sharing platform is fur-
ther interpreted. The study deepens the understanding of students’ willingness to learn
online learning and expands the research field of identity theory on the other hand.

Our study has some practical contributions. Firstly, the implications of this study
emphasize the significance of interactivity and identity recognition in enhancing online
learning experiences. By focusing on these aspects, online platforms can create more
engaging and effective learning environments, catering to the evolving needs of modern
learners. Moreover, this study found that online video-sharing platforms can satisfy stu-
dents’ emotional needs. Emotional needs are manifested as a desire for entertainment,
aligning with the role of entertainment in learning. The bullet comment (danmu) and mes-
saging mechanisms on online video-sharing platforms cater to both entertainment and
social needs. This finding strengthened application on online learning platforms, partic-
ularly the bullet comment system, which offers an asynchronous interaction mechanism,
fostering a sense of community and belonging.

This paper also has certain limitations. The research sample primarily consisted
of university students, reflecting only a subset of Bilibili users, which might limit the
study’s generalizability. Future research could expand the sample size and diversify the
subjects to deepen the study’s insights. Moreover, bullet comments can also have negative
impacts, such as inundating students with irrelevant information, which was initially
designed to establish connections and a sense of belonging. This can distract students
and affect their focus and concentration. Addressing these challenges and balancing the
positive and negative aspects of such interactive features on online platforms is a crucial
area for future exploration.
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Abstract. Dynamic capabilities are essential for micro-startups to identify and
exploit opportunities in the era of digitalization. Entrepreneurs must exercise their
digital leadership to enhance organizational dynamic capabilities, particularly in
fragile micro-startups with weak structures and unclear work routines. The case
study adopted a constructivist grounded theory to explore how entrepreneurs adopt
their digital leadership to influence the micro-startups’ dynamic capabilities in
China. Semi-structured interviews were conducted with 15 entrepreneurs manag-
ing micro-ventures in the digital sectors in East China. Five themes were identified
to interpret the impact: 1) opportunities beneath the uncertainty, 2) constraints
evoke breakthroughs, 3) ambition balance furthers entrepreneurship, 4) maintain-
ing entrepreneurship in flux, and 5) shared vision engines the entrepreneurship
team. The study broadens the theoretical understanding of digital leadership and
dynamic capabilities. It also provides digital practitioners with insights to improve
their leadership, benefiting the survival and development of micro-startups within
the digital context.

Keywords: Digital leadership - Dynamic capabilities - Digitalization -
Micro-Startups

1 Introduction

Due to the rapid development of technology and innovation in the digital era, most enter-
prises have difficulty maintaining advantages in the process of digitalization. Confronted
with varying challenges in digitalization, micro-startups face more severe survival and
management issues due to their liabilities of newness and immature organizational struc-
ture [1]. Research pointed out that in the digital context of rapid technological and market
changes, the dynamic capability of an organization is a crucial ability for enterprises to
create, acquire, and rearrange resources to adapt to the ever-changing business envi-
ronment [2]. Teece’s [3] research suggests that dynamic capability consists of three
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dimensions: 1) sensing opportunities and threats, 2) seizing opportunities, and 3) recon-
figuring resources. Numerous studies have indicated that micro-startups must establish
solid dynamic capabilities to efficiently identify and develop opportunities [4]. Conse-
quently, they can survive and further develop within the emerging and complex digital
economy.

Although dynamic capabilities provide a strategic solution for micro-startups, the
construction and utilization of dynamic capabilities still heavily depend on the leader-
ship of entrepreneurs, especially digital leadership in this era [4]. Digital leadership is
an evolved form of leadership under the global digitization; it refers to leaders incor-
porating digital technology into their mindset and behaviors to improve efficiency and
create value for the company [6—-8]. The emergence and discussion on digital leadership
stem from the diverse challenges and difficulties in the current digital process, such as
complex information processing and digital business patterns. These challenges require
entrepreneurs in the digital sectors to transfer their traditional leadership (e.g., transac-
tional leadership) to embrace the new digital leadership, which enables them to achieve
digital strategic goals through evolutive and dynamic leading styles.

While a growing body of literature recognizes the importance of digital leadership
in enterprise development in the digital era, the extant studies primarily concentrate on
its process and implications [2]. There is a lack of interpretation regarding how dig-
ital leadership influences diverse aspects of startups, such as organizational dynamic
capabilities. Besides, some studies have examined the association between digital lead-
ership and enterprise dynamic capabilities [1, 8], there is a gap in the literature regarding
a thorough exploration and comprehensive understanding of the impact between these
two constructs. This gap is particularly evident in the absence of insights from the experi-
ences of digital leaders in various cases. To better understand how entrepreneurs in micro
startups adopt their digital leadership to influence organizations’ dynamic capabilities,
we proposed the following research question:

How do entrepreneurs influence organizational dynamic capabilities through their
digital leadership?

To address this research question, we collected different cases of Chinese micro-
startups in digital sectors. Through in-depth interviews among these leaders, several
themes emerged in thematic analysis to illustrate how entrepreneurs exercise their digital
leadership to influence micro-startups’ dynamic capabilities. This study contributes to
the literature by linking digital leadership and dynamic capabilities, thereby expanding
the theoretical understanding of both. It also underscores the practical importance of
this relationship, emphasizing the need for entrepreneurs to embrace digital leadership
in addressing challenges posed by global digitalization and ensuring the survival and
development of micro-startups in the digital economy.
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2 Theoretical Background

2.1 Dynamic Capabilities in Micro-startups

The dynamic capability was initially conceptualized as a company’s ability to integrate,
develop, and reconfigure internal and external capabilities to help the company adapt to
ever-changing environments [2, 3]. It concerns the creation and development of an orga-
nization’s sustainable competitive advantages, encompassing three aspects: 1) sensing
opportunities and threats, 2) seizing opportunities, and 3) maintaining competitiveness
through the reconfiguration of resources [3]. In a turbulent and unstable market envi-
ronment, numerous studies have investigated and recognized the indispensable role of
dynamic capabilities in organizational management and strategic development [2]. For
instance, research highlights the mediating role of dynamic capabilities between strategic
growth and business models, ensuring companies’ strategic updates.

However, enterprises encounter various challenges and opportunities within the dig-
ital economy context during digital transformation. This has increased research focus
on updating dynamic capabilities in the digital landscape [1]. For instance, Guo’s [5]
study explored the development of digital startups from a dynamic capabilities’ perspec-
tive, emphasizing the need for strategic updates through the integration of technological
innovation and value proposition innovation [6]. Similarly, for micro-startups with lower
risk resistance, continual development of dynamic capabilities is essential to coordinate
limited resources and develop integrated business models suitable for their unique busi-
ness and digital context [3]. Thereby, they can gain a competitive edge and ensure a
sustainable source of advantage. However, given the absence of a well-established man-
agement team and organizational structure in micro startups, the development of dynamic
capabilities heavily relies on the leadership of entrepreneurs.

2.2 Digital Leadership of Entrepreneurs

Digital leadership refers to leaders integrating digital technology into their leadership
style, identifying and exploiting opportunities through innovative and efficient digital
technology to create value for the company [7]. The current research investigating the
characteristics and roles of digital leadership is in a preliminary and emerging stage.
For instance, Zhu’s [14] study categorized five characteristics of digital leadership:
thoughtful, creative, global visionary, inquisitive, and profound. Additionally, research
has emphasized the pivotal role of digital leadership in the digital transformation of star-
tups. These digital leaders possess combined skills in digital, market, business, strategic,
etc. In the digital era, they lead entrepreneurial teams with a visionary approach, achiev-
ing sustainable advantages in the ever-changing market environment [13]. Similar roles
of digital leadership are further supported by some notable business cases, such as the
digital transformation in Schneider Electric and DBS Bank [8].

Although leaders and scholars have gradually recognized the role of digital leadership
in enterprise innovation and management, related research is still in its early stages. Most
research in the context of digitalization does not distinguish between digital leadership
and general leadership, thus overlooking some of the digital literacy of leaders [6].
Further research is needed to investigate the role of digital leadership in organizational
management, including its impact on organizations’ dynamic capabilities.
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2.3 Study Context

Global digitalization is a distinctive context in our study. Due to its transformative nature,
digitalization brings varying challenges to startups in reshaping the traditional business
models, communication channels, and operational processes, etc. To stay survival and
competitive in the digital era, research indicated that dynamic capabilities are a critical
factor for micro-startups [1, 4]. Therefore, entrepreneurs need to enhance their digital
leadership to build solid dynamic capabilities of micro startups, thereby confronting the
challenges and opportunities brought by digitalization. However, the current research on
digital leadership is still underexplored, and the impact of digital leadership on dynamic
abilities, especially in micro startups has not been fully investigated [7, 8, 13]. We
thereby conducted this study to explore the impact of entrepreneurs’ digital leadership
on dynamic capabilities among micro-startups. This research enhances our theoretical
understanding of digital leadership, and it also inspires future digital leaders to uti-
lize their leadership more efficiently in practical management scenarios, improving the
dynamic capability of startups.

3 Methods

The qualitative research employed the constructivist grounded theory to explore the
impacts of entrepreneurs’ digital leadership on dynamic capabilities among varying
micro-startups [9]. The constructive grounded theory is appropriate for the case study
[15]. First, the research issue of the influence of digital leadership on micro startups’
dynamic capabilities is lacking clarity, requiring further exploration. Grounded theory
is suitable for the exploratory topic, and it can employ systematic research procedures to
analyze collected data, extract theory, and address current research gaps [15]. Second,
unlike building a conceptual framework based on prior knowledge, grounded theory
advocates that theories and themes would emerge from the raw data through inductive
analysis [15]. This meets our research needs by inductively constructing a theoretical
framework on the narratives and experiences of participants, to reveal the influencing
process of digital leadership on startups’ dynamic capabilities. Third, grounded theory
is suitable for conducting research within a unique context [15]. Digitalization is a
special context for leaders and startups due to its transformative nature in many aspects,
such as business models and human resource management. Grounded theory effectively
aids researchers in iteratively comparing and analyzing the participants’ responses to
identify the patterns and themes, showing how digital leadership influences the dynamic
capabilities of micro-startups.

3.1 Participants

Utilizing the theoretical sampling technique and data saturation criteria [9], our study
enlisted 22 individuals at first, and 15 participants met the recruitment standards. These
15 participants are active entrepreneurs managing their micro-ventures from digital sec-
tors across diverse Chinese cities. The study specifically selected entrepreneurs from
Jiangsu, Zhejiang, and Shanghai, as these places exhibited similar economic levels,
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industrial structures, and a comparable cultural context that embraced entrepreneur-
ship. Additionally, these southern coastal areas are famous for incubating digital micro-
startups, owing to their advantageous locations and supportive local government policies.
As Table 1 illustrates, the study also considered the demographic factors of participants.
The gender ratio was relatively balanced among all participants, encompassing nine
males and six females. Those entrepreneurs are all involved in digital sectors, includ-
ing E-commerce, machine learning, cloud computing, cybersecurity, etc. The average
duration of their business was two years and a half. The entrepreneurial team size was
between two and five people, which belongs to a typical micro-startup in China.

Table 1. Demographics of participants

Participants | Gender | Age | Education | Business Years of | Location | Team
(Degree) Business | (City) Members
1 Male |26 |Bachelor | Software 2 Suzhou 2
2 Male |32 | Master E-commerce 3 Suzhou 3
3 Female | 29 | Bachelor | Telecommunication | 1.5 Suzhou 5
4 Male |44 |High E-commerce 2 Hangzhou | 3
school
5 Female | 34 | Master Artificial 3.5 Shanghai |4
Intelligence
6 Female | 32 | Bachelor | Software 2 Suzhou 3
7 Male |21 |Bachelor | Social Media 1 Shanghai |2
8 Female | 32 | Master Cybersecurity 2.5 Suzhou 3
9 Male |22 |Bachelor | Digital Games 1 Suzhou 4
10 Male |35 |High Software 35 Hangzhou | 4
school
11 Female | 29 | Bachelor | Software 1 Hangzhou | 5
12 Female | 28 | Bachelor | Social Media 2 Hangzhou | 3
13 Male |33 | Master E-commerce 3 Hangzhou | 3
14 Male |27 |Bachelor | E-commerce 1.5 Wenzhou |5
15 Male |29 |High Digital Games 2 Wenzhou |4
school

3.2 Interview Procedure

Semi-structured interviews were conducted individually, lasting approximately 90 min
each. After obtaining the ethics approval, researchers conducted the face-to-face inter-
views, with eight predetermined questions guiding the discussion [9]. First, the par-
ticipants would be guided to talk about their venture’s basic situation, entrepreneurial
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progress, and market contexts, followed by the main interview question, ‘“Please briefly
introduce the entrepreneurial process of your enterprise, and corresponding digital con-
text within the market.” Second, we introduced the participants to the concepts of
dynamic capabilities and digital leadership. Afterward, those participants would be
required to narrate their roles of digital leadership in running a business, such as allocat-
ing resources, sensing opportunities and threats, and handling challenges. An example
question could be, “What specific digital leadership practices do you employ to create
and acquire resources that your startup needs?”.

In addition, the entrepreneurs’ communication mode, behavioral style, and daily
routine as a digital leader would also be discussed. They aim to identify their managerial
roles in their team. For example, “Please tell me about your digital leadership in different
management scenarios, such as how to get along and communicate with your team
members. How does this affect the development of the startups?”” These responses could
comprehensively demonstrate the roles and responsibilities of a digital leader, and how
they exercise leadership to impact the micro-startups’ dynamic capabilities.

3.3 Analysis

Our study utilized the three-step coding method to process the interview data via NVivo
12 [9, 15]. The initial step involves open coding. By reading the transcribed texts repeat-
edly, the researcher deconstructed the data into smaller, manageable units with descrip-
tive codes, which capture the essence of the information. In the second step, focused
coding is adopted to refine and consolidate codes identified in open coding, leading
to the emergence of central themes or core categories that explain the primary phe-
nomenon. The third step is theoretical coding. Through considering the interactions and
causality among categories, researchers extract and interconnect sub-themes to unveil a
comprehensive theoretical explanation within the research.

During the coding process, we followed the procedures of comparative analytical
standards in grounded theory to compare data, codes, and categories [15]. In addition,
the other co-authors conducted a review of the interview data and coding results, con-
tributing to the data exploration and reinforcing its credibility. Figure 1 illustrates the
data collection and analysis process.

Theoretical Sampling C Comparison
Data Management Three-step Coding
Data Collection .
® Semistructured © Transcription ® Open Coding Theory

Construction

Interview ©® Homogenous ©® Focused Coding

Cat izati
ategonization @ Theoretical Coding

In-depth Interpretation

Fig. 1. Data collection and analysis process
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4 Findings

The research yielded five main themes: 1) opportunities beneath the uncertainty, 2) con-
straints evoke breakthroughs, 3) ambition balance furthers entrepreneurship, 4) maintain-
ing entrepreneurship in flux, and 5) shared vision engines the entrepreneurship team.
These five themes offer valuable insights into how entrepreneurial leaders influence
organizational dynamic capabilities through their digital leadership.

4.1 Opportunities Beneath the Uncertainty

The first theme refers to the fact that some participants with digital leadership could
better handle the uncertainty in digital transformation, thereby identifying value oppor-
tunities in turbulence. Specifically, those digital leaders tended to look at unknown
entrepreneurship from a rational perspective, employing digital technologies to foresee
some pitfalls, and identify opportunities. Although the innate fearful dispositions toward
uncertainty sometimes upset the whole team, those digital leaders liked to take respon-
sibility for the ambiguity and steer the business development. For instance, participant
11 remarked, “I like to use data analytics to achieve valuable insights on the chaotic
internet... They[insights] inspired my buddies [employees].”

In this theme, the respondents demonstrated a high level of digital literacy in their
leadership style, effectively addressing the uncertainties of entrepreneurship. Unlike
conventional leaders, these digital leaders exhibit a firm grasp and analytical ability
concerning digital information, thereby better perceiving opportunities and threats. This
further aligns with the dimension of dynamic capabilities. A representative quote from
participant 7 was listed to support this finding:

“It’s so important that I will spend three hours per day reading news from all digital
media, regarding the latest market conditions, customer comments, and policy iteration...
I gradually get used to the uncertain market...I can extract unique opportunities from it,
and those opportunities provide directions for my business transformation.”

4.2 Constraints Evoke Breakthroughs

This theme pertains to certain digital leaders who are limited in resources, but they
can flexibly reconfigure scarce resources through digital systems, creating opportunities
to promote entrepreneurial progress. Such a process boosts the development of micro-
startups’ dynamic capabilities. Specifically, micro startups often encounter unexpected
events, and constrained resources may hinder business development, and even disrupt
team collaboration. Our participants emphasized that digital leadership could integrate
digital technologies to provide a more efficient workflow through the redistribution and
combination of resources. Participant 5 noted that “this can enable startups to achieve
unexpected breakthroughs in restrictions.”

Furthermore, this theme also indicates that entrepreneurs with digital leadership
have an untrammeled attitude towards business running. Some participants expressed
that stereotypes in consumption patterns are an intangible limitation, and they tend to
challenge so-called trends. Digital thinking allows them to “jump out of the box”, and
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ultimately provide disruptive products or services in the sectors. Participant 3 made the
comments:

“The desperate situation in entrepreneurship made me realize what [resources] I
currently have, which furthered me to think about how to reallocate them to cater to the
market... I start to understand the formula ‘1+1>2’, which means maximizing profits
with the least number of people and things... For example, using DingTalk [a digital
management platform] to improve workflow efficiency.”

4.3 Ambition Balance Furthers Entrepreneurship

Under this theme, digital leadership entails leaders setting ambitious goals for enterprise
development, while maintaining a clear awareness of the organization’s actual resources
and production capacity. Challenges reflecting leaders’ ambition can stimulate busi-
ness development, as some participants noted that setting higher standards and goals
than expected would pose challenges to the team. Overcoming these setbacks in chal-
lenges enhanced the overall ability of the entrepreneurial team, aiding micro-startups
in effectively integrating resources, boosting dynamic capabilities, and driving venture
progress.

However, these digital leaders must balance their ambitions, as challenges beyond the
team’s capabilities can jeopardize the entire business. Our cases illustrated that excessive
ambition in leaders can bring overwhelming challenges, causing uncontrollable damage
to the organization’s inherent goals, shared vision, and team cohesion. Participant 4
stated, “radically taking orders is actually a result of my inadequate resource allocation
as a leader.” Therefore, leaders need to acquire organized skills from digital culture,
better balancing their ambition for organizational development with precise control over
resources. Participant 8 made the remarks:

“As the principal within my company, I benefited from the digital technology to
have a clear understanding, lets’ say big picture, of the resources and team of the entire
company... Sometimes I have an over passion and ambitious plan for my business, but I
realized that this is not based on reasonable resource allocation.”

4.4 Maintaining Entrepreneurship in Flux

This theme indicates that entrepreneurial leaders need to upgrade the company’s digital
layout, lead their organizations to align with the digital market, and maintain stable and
efficient communications with other units in the digital context. Specifically, the devel-
opment of digital technologies has brought earth-shattering changes to all aspects of a
typical enterprise, including its production pattern, supply chain management, market-
ing strategies, customer experience, and so on. The dilemma in digital transformation
poses great challenges for most startups, especially those in traditional industries. Some
participants who have successfully navigated digital transformation have expressed that
they would strive to enhance their digital knowledge and skills, leverage the advantages
of digital technology, negotiate with internal and external stakeholders, and seek benefits
while eliminating obstacles for their business.

Hence, the “flux” in this theme implies that organizations, under the management of
digital leaders, need to establish dynamic links with the digital era to achieve management
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upgrades, effective communication, and resource reconfiguration. The role of digital
leadership in this process clearly aligns with the characteristics of dynamic capabilities
in startups. Participant 6 expressed the following opinions:

“I used to scoff at those fancy digital technologies... But I realized that traditional
operations and management patterns are gradually being phased out by the digital age...
The old set makes it almost impossible for my company to ‘communicate’ with the
trendy enterprises and customers... This [upgrade through digitalization] effect is very
positive, and the most obvious one is that we are able to keep up with the pace of digital
changes, which helps us expand our more innovative business.”

4.5 Shared Vision Engines the Entrepreneurship Team

Under this theme, digital leaders use the strength of digital technologies to establish a
shared vision and make full use of the human resources within entrepreneurial teams,
thereby enhancing organizational dynamic capabilities. Specifically, entrepreneurial
leaders are required to refine their strategies for team management in the digital context.
Participants highlighted that by utilizing digital technologies, such as online collabo-
rative work platforms, task and project management applications, and cloud-based file
sharing, leaders could effectively construct a digital culture within the team, thereby
improving the workflow of micro-startups to further the business venturing.

Furthermore, participants revealed that as entrepreneurs, they liked to exercise their
digital leadership to empower team members by providing a shared vision. Building on
improved digital workflows, leaders fostered team cohesion through thoughtful commu-
nication and concrete actions such as team-building activities. Consequently, participants
have observed that team members in a highly committed alliance are motivated to exert
more significant efforts in assisting businesses with resource allocation and development
in digitalization, ultimately realizing a shared vision. Despite potential unintentional fric-
tion among subordinates, Participants 12 and 4 stated that they would play the role of
a “lubricant” to mediate employee relationships and stimulate a spirit of teamwork. A
representative quote from participant 10 was listed:

“A very important but easily overlooked issue is that I [as the leader] have trans-
formed, or upgraded my digital thinking, but I have not timely trained, or led my team to
adapt to the situation digital transformation... It’s not just about putting a digital system
on the company... But I believe it’s more important to integrate digital culture into the
company, establish a strategic goal and blueprint that fits the current market, in order to
continuously motivate our partners.”

5 Discussion

This study explored how micro-startup leaders use their digital leadership to
enhance organizational dynamic capabilities. Through in-depth interviews with 15
entrepreneurial leaders in the digital sectors, we have identified five main themes from
the analysis to illustrate the impact of digital leadership on organizational dynamic capa-
bilities, which are: 1) opportunities beneath the uncertainty, 2) constraints evoke break-
throughs, 3) ambition balance furthers entrepreneurship, 4) maintaining entrepreneur-
ship in flux, and 5) shared vision engines the entrepreneurship team. This qualitative
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research has significantly contributed to both theoretical understanding and practical
applications.

Firstly, our research found that leaders employ digital leadership to sense opportu-
nities and threats within the market uncertainty, thereby enhancing the organization’s
dynamic capabilities. This aligns with the previous that the judgments made by lead-
ers under uncertainty are key factors affecting startups’ development, and the judg-
ment is a comprehensive analysis of varying factors in strategic management [13]. This
trait corresponds with the existing literature’s portrayal of digital leadership, wherein
entrepreneurial leaders make full use of advanced technologies and data-driven insights
to anticipate potential trends or challenges in uncertain markets [7, 8]. This proactive
approach aligns with the perceived dimensions of dynamic capabilities, enabling the
identification and exploitation of opportunities for startups in their digital transforma-
tion [3]. Secondly, micro startups may encounter numerous obstacles and constraints in
the context of digitalization, such as funding shortages, lack of interpersonal capital, and
weak structures [1, 4]. We observed that some entrepreneurs employ digital leadership
to explore potential resources and, more importantly, restructure resources to drive the
development of the enterprises. This finding is consistent with the literature’s depiction
of digital leadership, suggesting that the evolution of digital technology equips leaders
with diverse analytical and decision-making tools that they must integrate into their
daily management to enhance operational efficiency and capitalize on opportunities for
businesses [6—8]. In addition, the process also aligns with the understanding of dynamic
capabilities in research, which involves enterprises providing suitable and sustainable
resources through integration and reconfiguration [1, 2]. The execution of this process
necessitates the involvement of digital leadership.

Regarding the impact of digital leadership that balanced ambition could enhance the
organization’s dynamic capabilities, the finding is expected in literature but also rep-
resents an innovation in digital leadership. Previous research echoes the finding from
the perspective of entrepreneurial leadership, emphasizing that entrepreneurs need to
possess the trait of “framing the challenge” to navigate the organization through cor-
responding challenges [11, p. 247]. Related studies further supported the notion that
overly confident and optimistic ambitious leaders may find it hard to accurately assess
the organization and market situation, thereby presenting greater obstacles to opportu-
nity development [7, 14]. Although this impact is seldom discussed in digital leader-
ship research, we believe it should be considered to enrich the understanding on digital
leadership. As digital development introduces more opportunities and challenges to star-
tups, digital leadership should underscore that leaders shall achieve a delicate balance
between their aggressiveness and the actual ability of their organizations., thus promoting
entrepreneurial development in a rational manner.

Our research also revealed that digital leaders enhance dynamic capabilities by main-
taining the internal and external interactions between the organizations and the envi-
ronment, thereby effectively facilitating the organization to gain more opportunities and
resources. Prior research supported this finding that in the digital era, entrepreneurs need
to employ digital leadership to enable continuous interaction between organizations and
markets to fully exploit opportunities, aligning with the dynamic and collaborative per-
spective in dynamic capabilities [3, 7]. This impact of digital leadership appears to be



The Impact of Digital Leadership on the Dynamic Capabilities 189

particularly emphasized among Chinese entrepreneurial leaders, potentially linked to
the importance placed on relationships in commercial intercourse in Chinese society
[12]. Future research can further investigate the phenomenon.

Furthermore, our research uncovered that digital leaders are adept at employing a
shared vision to cultivate a highly committed team, thereby enhancing the organizations’
dynamic capabilities. This aligns with the literature’s emphasis on the crucial role of
digital leadership in fostering team collaboration, instilling enthusiasm, and fostering a
high commitment to common goals among team members to propel the company forward
[7, 8]. Additionally, this finding aligns with research on dynamic capabilities, suggesting
that a positive team spirit, including loyalty to entrepreneurial values, a harmonious
team atmosphere, and a trusting environment, can effectively enhance an organization’s
dynamic capabilities [3, 10].

5.1 Implications

Our research holds substantial significance for scholars and practitioners in the era of dig-
italization. Firstly, our research innovatively explores how digital leadership can impact
micro startups. Despite extensive research on the connections between general leader-
ship and organizational dynamic capabilities, entrepreneurs still need to upgrade their
general leadership into digital leadership to enhance organizational dynamic capabili-
ties, thereby coping with digital challenges and opportunities in this era. Based on this,
our research conducted in-depth interviews with 15 digital leaders and identified five
central themes that show how entrepreneurs exercise their digital leadership to impact
the dynamic capabilities of micro startups. This addresses a research gap by bridging and
exploring the connections between digital leadership and dynamic capabilities across
different levels of construction (individual and organizational). Findings of the research
also enrich the theoretical understanding of digital leadership and dynamic capabilities
within the current literature. Moreover, the study contributes a unique perspective of
micro startups in the Chinese context. Micro startups have distinctive structures and fea-
tures, but lack substantial research on them. Meanwhile, prior studies on digitalization
often focused on digital transformations and corporate development in Western con-
texts, our case analysis in the Chinese setting provides valuable and authentic insights
for scholars seeking to understand digital leadership styles among Chinese entrepreneurs.

This study also holds practical importance, inspiring entrepreneurial practitioners
by highlighting the impact of digital leadership on organizational dynamic capabilities.
In micro startups, leaders’ influence is magnified, urging emerging entrepreneurs and
business consultants to recognize the expectations for leaders to undergo capacity audits.
This intentional effort to enhance digital literacy fortifies the overall dynamic capabilities
of the enterprise, offering potential shortcuts for startup development in the digital land-
scape [6]. Additionally, education and training practitioners can leverage these insights
to develop targeted digital courses.

5.2 Limitations and Future Research

Some limitations are present in this study, offering avenues for future research. Firstly,
entrepreneurship is a dynamic process shaped by various sociocultural factors, including
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entrepreneurial legitimacy, policies, and regulations. Future research should consider
these factors to extend the scope of the study. Secondly, our qualitative study involved a
limited number of participants and was conducted in the Yangtze River region in China.
Subsequent research could benefit from a more diverse participant pool across various
locations.

Additionally, incorporating quantitative methods, such as constructing structural
equation models, can validate the impact of digital leadership on dynamic capabilities.
Thirdly, the relationship between digital leadership and dynamic capabilities is not one-
sided. Investigating the reverse effects, specifically how dynamic capabilities influence
digital leadership, and understanding the mechanisms between these two constructs,
could offer valuable insights.
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Abstract. This article explores the consequences of Al-based service failures on
consumers’ negative word-of-mouth (NWOM) communication. Utilizing attribu-
tion theory, the study investigates how consumers’ attributions of failure, includ-
ing locus, stability, and controllability, influence their NWOM intentions, taking
into account their trust in Al-based services. Through eight scenario experiments
and questionnaires, the research unveils that internal attributions or attributions
to high stability and controllability increase NWOM intention, with controlla-
bility having a stronger negative impact. Interactive effects between locus and
stability/controllability are observed, mediated by trust in Al-based services. This
study contributes to understanding consumer behavior in Al-based service envi-
ronments, providing theoretical and practical insights for service providers to
navigate the impact of Al-based service failures.

Keywords: Service Failure - Attribution Theory - NWOM - Trust

1 Introduction

Over the past decade, there has been a rapid advancement in artificial intelligence (AI)
technology. Recognizing this transformative trend, either leading enterprises or SMEs
have actively embraced the integration of Al into their operational to enhance perfor-
mance efficiency [1]. This adoption is widespread across sectors, notably in hospitality,
catering, and tourism, driven by AI’s efficiency, accuracy, and convenience, indicating
a keen interest in leveraging Al to improve service delivery [2].

While Al-based services offer unparalleled efficiencies, their deployment can lead
to failures in complex scenarios, such as biased algorithms, creation of filter bubbles by
recommendation systems, and inaccurate forecasts. These incidents not only tarnish the
reputation of service providers but also diminish public trust in Al, fostering negative
behaviors. Despite the prevalence of service failures related to Al, academic research in
this area remains in its early stages. As Huang have discovered, in contrast to traditional
human services, consumers appear to be less inclined to share their negative experiences
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following adverse outcomes from Al services [3]. This article seeks to explore this
discrepancy by examining how consumers respond to Al service failures. Specifically,
we focus on understanding consumers’ willingness to engage in negative word-of-mouth
(NWOM) after encountering such service failures, given its importance in the service
industry [3]. Additionally, considering the fundamental role of trust in shaping customer
reactions in traditional service interactions [4], this article also investigates the mediating
effect of user trust on the relationship between failure attributions and NWOM sharing
in context of Al-based services.

Our research contributes in several aspects. Firstly, by examining Al-based service
failures through the lens of attribution theory, we extend the literature on service fail-
ures beyond traditional incidents caused by companies and staff, injecting novelty into
the theory. Secondly, we find that failures deemed highly stable or controllable signif-
icantly increase negative behavioural intentions among consumers, with controllability
having a stronger impact than stability. Additionally, an interaction effect exists between
locus and these variables. Thirdly, our research reveals that consumer trust mediates the
relationship between failure attributions and the likelihood of sharing NWOM, shed-
ding light on how different attributions affect consumer responses to Al service failures.
Finally, building on these theoretical insights, we present several practical managerial
recommendations for service providers.

2 Literature Review

2.1 Al-Based Service Failure and Negative Word-of-Mouth

Inrecent years, amidst the ongoing progress in artificial intelligence, various sectors have
seamlessly incorporated Al services. Nonetheless, within service environments, service
failures remain inevitable due to the intricacies of direct user interactions and customer
demands—areality extending to Al-based services. It is essential to note that Al services
exhibit unique characteristics in comparison to human employees. Therefore, obtaining
a comprehensive understanding of customer responses to failures of this innovative
technology is crucial.

Consumers exhibit various negative behaviors following service failures, with the
expression of negative word-of-mouth (NWOM) standing out as a significant manifes-
tation. NWOM refers to a commonplace behavior wherein individuals share negative
experiences, either in casual conversations with friends or on social media platforms [3].
Extensive research has identified three primary motivations that consumers engage in
NWOM [3]. Firstly, consumers warn potential customers to be cautious about service
providers to prevent similar negative experiences. Secondly, NWOM'’s influential impact
on service providers may lead consumers to share negative experiences as retaliation.
Thirdly, sharing NWOM provides an outlet for consumers who feel unfairly treated to
express grievances. Therefore, understanding the willingness of consumers to engage in
NWOM following Al-based service failures is of paramount importance.
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However, limited research has appraised the negative impact of Al-induced service
failures on consumers’ NWOM behavior. Building upon Huang and Philp [3] revelation
of fundamental distinctions between Al-based and traditional service failures, our study
opts to investigate the backdrop of service failures in Al-based recommendation systems
and their influence on consumers’ inclination to share NWOM.

2.2 Attribution Theory

Attribution theory provides a comprehensive framework for elucidating the mechanisms
through which individuals assign causes to their experiences, especially in the context
of failures or negative outcomes. This analytical lens is particularly vital for dissecting
Al-based service failures, offering a clear understanding of the reasons of consumers’
adverse reactions to such failures and, in turn, furnishing service providers with strategic
insights for mitigating these responses. Central to this theory is the premise that con-
sumers’ negative behaviors stem from their attributions regarding the nature of service
failures. Specifically, attribution theory posits that consumers assess the causality of
failures along three critical dimensions: locus, stability, and controllability.[5]. Existing
literature underscores that the manner in which consumers attribute responsibility for a
failure significantly impacts their emotional states and subsequent behaviors [6], thereby
rendering this framework valuable for studying service failures in the context of new
technology [7].

Locus of causality scrutinizes the origin of issues, discerning whether they arise from
internal factors (i.e., consumers themselves) or external factors (e.g., service providers)
[5]. Recent studies, exemplified by research on patients in smart healthcare, have dis-
closed that distinct attributions of self-responsibility yield varying levels of trust in
Al-provided medical services [8]. Acknowledging consumers’ tendency not to attribute
failures to themselves, our study makes a clear distinction between internal attribution
(assigning blame to the service provider) and external attribution (attributing blame to
environmental factors) in the investigation of the locus of causality. This distinction lays
the foundation for our hypothesis:

H1: When users make internal attributions (i.e., assigning responsibility to the service
provider), it leads to a higher intention to share NWOM.

Stability refers to the persistence or transience of factors contributing to service fail-
ures and the likelihood of similar outcomes occurring in the future [5]. The higher the
stability, the more resistant the causes of service failure are to change and the more likely
they are to persist. Therefore, when consumers perceive failures as highly stable, they
question the provider’s competence, leading to negative behaviors as an outlet for their
dissatisfaction. Drawing on attribution theory, Researchers [9] corroborated this, reveal-
ing that those attributing failure to high stability are expected to diminish confidence in
the provider’s competence, reduce satisfaction, and instigate negative behaviors, includ-
ing NWOM. Given the significant implications of highly stable failures, it is essential
to better comprehend how locus influences outcomes based on the differentiation of
stability levels. Building upon previous research on stability attribution, we assume that
varying stability levels in Al-based failures will elicit distinct effects on user behavior.
Thus, we hypothesize:
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H2a: High stability attribution for service failures will lead to a higher level of
willingness among users to share NWOM.

H2b: Under conditions of high stability failure, the internal attribution (versus external
attribution) will significantly enhance users’ propensity to share NWOM.

H2c: Under conditions of low stability failure, locus of causality do not exert a significant
impact on users’ willingness to engage in NWOM.

Controllability, as defined by Weiner [5], refers to the extent to which the service
provider can alter the causes of failure, while the outcome “could have been otherwise.”
Akin to stability, perceiving that the service provider had the capacity to avert failure but
failed to do so heightens the probability of negative emotions and behaviors [10]. Scholars
have similarly observed a negative association between stability, controllability, and user
trust and loyalty in service failure scenarios [4]. Thus, we hypothesize that users will
demonstrate varying degrees of negative behavior when encountering Al-based service
failures of varying controllability, presenting the following hypotheses:

H3a: High controllability attribution for service failures will result in a greater
willingness on the part of users to share NWOM.

H3b: The internal attribution has a more significant positive impact on users’ willingness
to share NWOM in situations of high controllability failure.

H3c: Locus of causality do not significantly affect users’ willingness to share NWOM
in situations of low controllability failure.

User trust is pivotal in shaping users’ negative behaviors post-service failures. Pre-
vious research indicates that attributions of stability and controllability in failures pro-
foundly affect user trust [4]. While user trust is fundamental in traditional services for
maintaining lasting relationships [11], its role in Al-based services, especially concern-
ing NWOM, remains underexplored. This gap highlights the need for integrating trust
with attribution theory in the context of Al service failures. We propose that the diverse
locus typically indicate varying degrees of relevance between the cause and the ser-
vice provider, resulting in different levels of user trust, which ultimately influences their
negative behaviors. Thus, we formulate the following hypothesis:

H4a: When stability of the failure is certain, user trust negatively mediates the impact
of the locus of causality on NWOM intent.

H4b: When controllability of the failure is certain, user trust negatively mediates the
impact of the locus of causality on NWOM intent.

The conceptual model of our study is illustrated in Fig. 1.



Understanding Consumers’ Negative Word-of-Mouth Intention in the Aftermath 195

Trust
Stability Controllability
(Low vs. High) (Low vs. High)
b £
x NWOM x
Locus of causality Locus of causality
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Fig. 1. Conceptual model

3 Overview of Studies

We conducted eight between-subjects scenario experiments across two studies to test
these hypotheses. In each study, we explored how Al-based service failures influenced
users’ inclination to share NWOM by manipulating distinct attributions based on attri-
bution theory. Specifically, Study 1 investigated the impact of Al-based service failures
with varying stability levels on users’ willingness to engage in NWOM. Similarly, in
Study 2, we examined the effects of different degrees of controllability in Al-based ser-
vice failures on their intention to share NWOM. Both studies also provided mediation
evidence related to user trust, elucidating the underlying mechanisms.

4 Study1

4.1 Pretest1

Experimental Design

To validate our scenarios, we conducted pretest 1 with 204 participants recruited through
a professional survey platform’s paid sample service. The pretest involved manipulating
stability and locus of causality, resulting in four distinct scenarios. Participants were
randomly assigned to one of the groups and asked to rate their perceptions of stability
and locus related to the service failure using a 7-point Likert scale.

The scenario described participants planning a 10-day trip with the aid of an Al
system named “Travel Master”, whose recommendations turned out to be disastrous.
Specifically, in the high stability group, internally attributed participants were informed
that they received recommendations from “Travel Master” that closely resembled their
historical preferences, while they currently lacked interest in those attractions. Exter-
nally attributed participants faced service failures caused by overcrowding at various
tourist destinations during the National Day holiday, despite “Travel Master’s” efforts
to implement backup plans.

In the low stability group, internally attributed participants encountered a service
failure attributed to an Al system upgrade, resulting in inaccuracies in historical data
reading and the generation of inappropriate recommendations. Conversely, participants
with external attributions experienced a service failure caused by an unexpected thunder-
storm, disrupting the AI’s data-reading capabilities and rendering the system incapable
of providing personalized recommendations.
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The majority of constructs in our research were adapted from prior studies, with
some modifications for alignment with the study’s objectives. In Pretest 1, we assessed
the levels of two variables. Firstly, perceived locus of causality, consisting of two items
adapted from Kaltcheva et al. [12]. Secondly, three items adapted from Belanche et al.
[7] and Hess Jr et al. [13] were employed to measure the stability of failures.

Results

A one-way ANOVA indicated significant differences in participants’ perceptions of
stability (Mpigh = 5.41, Mjow = 3.68, F(1,204) = 140.239, p < 0.001) and locus (Minternal
= 2.88, Mexternal = 4.96, F(1,204) = 113.960, p < 0.001). These results suggested that
our manipulation of the scenario was successful.

4.2 Formal Experiments

Measurement

In order to test the interaction effect between stability and locus, a 2 (stability: low
vs. high) x 2 (locus: internal vs. external) between-subjects design was employed. We
enlisted 320 participants (56.25% female, Mage = 31) through a survey platform for the
experiment, maintaining consistency with the pretest procedures. 249 responses were
deemed valid, resulting in a 77.8% validity rate with 55.0% female participants.

In the formal experiment, we broadened our scope of measurements, Firstly, drawing
inspiration from Xie and Peng [14], we utilized three items to gauge user trust. Secondly,
three items adapted from Kaltcheva et al. [12] were employed to assess the willingness
to share NWOM. To account for potential interference, we included one item adapted
from Roggeveen et al. [15] to assess the severity of the presented service failure and
another item adapted from Fu et al. [10] to evaluate authenticity of scenarios.

We ensured demographic balance across all scenarios, finding no significant differ-
ences in gender (F(1,249) = 0.285, p = 0.837), age (F(1,249) = 1.681, p = 0.172),
education (F(1,249) = 0.610, p = 0.609), or income levels (F(1,249) = 1.033, p =
0.379). The analysis confirmed the robustness of our scales, with Cronbach’s a exceed-
ing 0.75 and confirmatory factor analysis supporting structural validity through AVE
and CR values above 0.5 and 0.7, respectively. A Harman’s single-factor test further
validated our measures by showing no single factor accounted for more than 40% of the
variance, underscoring the reliability and validity of our approach.

Manipulation Check

Prior to analysis, a normality test using the Shapiro-Wilk test confirmed that the measured
data followed a normal distribution, allowing for subsequent parametric tests. A one-
way ANOVA revealed significant differences in stability (Mpigh = 5.53, Miow = 3.54,
F(1,249) = 206.877, p < 0.001) and locus (Minternal = 2.54, Mexternal = 5.17, F(1,249)
= 279.389, p < 0.001) among different groups, indicating successful manipulation.

To validate scenario authenticity, we employed a one-sample t-test on mean scores
across the four scenarios (ranging from 5.35 to 5.63). Results exhibited a significant
elevation of mean values above the neutral scale value of 4 (t = 26.591, p < 0.001).
Hence, these scenarios were perceived by the participants as realistic. Moreover, a one-
way ANOVA scrutinized the failure severity across the four scenarios, indicating no
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significant differences in severity (F(1,249) = 1.341, p = 0.262), effectively avoiding
the interference of severity.

Hypothesis Test

Independent samples t-tests revealed a significant difference in NWOM intentions based
on locus of causality, with higher intentions observed for participants with internal
attributions compared to those with external attributions (Minternal = 4.22, Mexternal =
3.73, p = 0.004). Furthermore, participants in the high stability failure group exhibited
significantly higher NWOM intentions compared to the low stability group (Mpjgh =
4.27, Mjow = 3.70, p = 0.001), providing support for H1 and H2a.

A two-way ANOVA indicated significant main effects of both stability and locus (p
< 0.01), and their interaction was significant at the 0.05 level (p = 0.011). The inter-
action effect is illustrated in Fig. 2. Specifically, in instances of high-stability failures,
consumers who made internal attributions were found to be more actively engaged in
NWOM (Minternal = 4.70, Mexternal = 3-80, p < 0.001). However, in cases of low-stability
failures, the locus of causality no longer played a significant differentiating role (Min¢ernal
= 3.74, Mexternal = 3.67, p = 0.759). Therefore, H2b and H2c are supported.

The mediating effect of user trust was tested using Model 4 in the PROCESS plugin. A
95% bias-corrected bootstrap (based on 5000 samples) revealed the significant mediating
effect of user trust in both high-stability (indirect effect: CI [-0.2480, -0.0738]) and low-
stability (indirect effect: CI [-0.1921, -0.0498]) service failures. However, user trust
exhibited distinct mediation effects depending on the level of stability. Specifically, in
highly stable scenarios, trust demonstrated a partial mediating effect (direct effect: CI
[-0.3758, -0.1318]), whereas in low-stability scenarios, it exerted a complete mediating
effect (direct effect: CI [-0.0912, 0.1595]). Therefore, H4a is supported.

48 Locus

== Intzrnal attribution
=== External attributicn

4.6)
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Estimated NWOM Marginal Means

38
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Fig. 2. The interaction between stability and locus of causality on NWOM
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5 Study 2

5.1 Pretest2

Experimental Design

In a setup similar to pretest 1, we engaged 202 participants via the same platform,
assigning them randomly to one of four scenarios. In the high controllability group with
internal attribution, participants faced a service failure where recommended attractions
had excessive fees and were misaligned with their interests, indicating a clear lack of suit-
able alternatives. For external attribution, the failure was attributed to poor management
and rude staff at the suggested location.

Conversely, in the low controllability group, participants with internal attribution
used keywords not reflecting their interests, leading “Travel Master” to rely solely on
these keywords and past data, failing to offer appropriate destinations due to limited
processing capabilities. In the external attribution scenario, a sudden heavy rain led to
the closure of many attractions.

In pretest 2, we measured participants’ evaluations of the controllability and locus
of causality of failures experienced in the given scenario. The measurement for locus
remained consistent with pretest 1. Additionally, three items were adapted from Chang
et al. [16] to measure controllability.

Results

A one-way ANOVA indicated significant differences in participants’ perceptions of
controllability (Mpigh = 5.06, Mjow = 2.88, F(1,202) = 212.258, p < 0.001) and
locus (Minternal = 2.71, Mexternal = 5.45, F(1,202) = 301.153, p < 0.001), confirming
successful manipulation.

5.2 Formal Experiment

Measurement

We utilized a between-subjects design with 322 participants (55.3% female, Myge = 32)
recruited via a survey platform. They were randomly assigned to one of four groups,
aligning with the pretest scenarios. The measurement methods for all variables remained
consistent with the pretest 2 and Study 1, ensuring continuity across the study, yield-
ing 270 valid responses (83.85% response rate, 55.9% female). Demographic analysis
showed no significant variances. Reliability and validity of the scales were confirmed
(Cronbach’s a > 0.75, AVE > 0.5, CR > 0.7), with Harman’s single-factor test negating
common method bias concerns.

Manipulation Check

The ANOVA results revealed significant differences in both controllability (Mpigh =
5.06, Mjow = 2.93, F(1,270) = 256.092, p < 0.001) and locus (Minternal = 2.66, Mexternal
=5.26, F(1,270) = 327.573, p < 0.001) between the two groups. These results validate
the successful manipulation. Consistent with Study 1, participants considered the four
scenarios highly realistic and relevant to real-life situations, with mean scores ranging
from 5.28 to 5.49 (t = 23.152, p < 0.001). Additionally, there were no significant
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differences in the severity of the failures among the four groups (F(1,270) = 0.603, p =
0.613).

Hypothesis Test

Similar to the findings in Study 1, a one-way ANOVA indicated that users with internal
attribution (Minternal = 4.17, Mexternal = 3.82, p = 0.031) and high controllability (Mpigh
=4.35, Mjow = 3.66, p < 0.001) were significantly more inclined to share NWOM, thus
supporting H1 and H3a.

A two-way ANOVA revealed a significant main effect of controllability (p < 0.001)
and an interaction with locus (p < 0.05) on NWOM sharing. Internal attribution users
were more inclined to share NWOM in low controllability cases (Mipternal = 4.016,
Mexternal = 3.347, p = 0.003). However, no significant difference in sharing intention
emerged between internal and external attributions in high controllability cases (Min¢ernal
= 4.306, Mexternal = 4.414, p = 0.636), contradicting expectations and invalidating H3b
and H3c. The interaction effect is depicted in Fig. 3.

The PROCESS Model 4 mediation analysis revealed that user trust fully mediated
the effect of locus on NWOM sharing in both low controllability (indirect effect: CI
[-0.3156, -0.1129]; direct effect: CI [-0.2341, 0.0064]) and high controllability failures
(indirect effect: CI [-0.3089, -0.1095]; direct effect: CI [-0.0112, 0.2687]). Therefore,
this finding supports H4b.

Locus

== Internal attribution

440 = = = External attribution

420

4.00

Estimated NWOM Marginal Means

Low High
Controllability

Fig. 3. The interaction between controllability and locus of causality on NWOM

6 Conclusion and Discussion

6.1 Discussion

This article aims to explore consumers’ willingness to share NWOM following failures
in Al-based services and the underlying mechanisms, drawing on attribution theory.
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Studies 1 and 2 demonstrate a clear link between the perceived stability or controlla-
bility of Al-based services and consumers’ propensity to engage in NWOM. Specifically,
when users perceive Al-based services as stable or controllable, it can increase tendency
to believe that the service provider failed in fulfilling their obligations, leading to a sense
of mistrust and prompt NWOM. Conversely, attributing service failures to uncontrol-
lable or accidental factors tends to soften consumer reactions, reducing the likelihood of
NWOM dissemination. Furthermore, the research explores the impact of responsibility
attribution and establishes a link between the locus and the propagation of NWOM.
Consumers attributing negative experiences internally are more prone to share them,
regardless of stability or controllability attributions.

Our findings indicate a nuanced interaction effect between attributions perceptions
and NWOM sharing. When failures are perceived as stable and internally attributed,
there’s a marked increase in NWOM sharing, a trend that lessens with instability. Inter-
estingly, controllability perceptions lead to varied responses. In low controllability situa-
tions, consumers holding internal attributions are more inclined to share NWOM, possi-
bly due to viewing the service provider as somewhat responsible despite limited control.
Contrastingly, high controllability failures prompt high degree NWOM intentions across
both internal and external attribution groups. This phenomenon can be elucidated by the
heightened negative emotions experienced by consumers in the presence of controlla-
bility attributions [6], which drive more widespread negative behaviors. Therefore, in
instances where negative emotions dominate, the precise cause of failure becomes less
significant to users, driving a uniformly high propensity for negative behavior among
consumers.

Additionally, in both Studies 1 and 2, we discovered that user trust plays an interme-
diary role. Drawing on previous insights, this study places a strong emphasis on stability
as a pivotal determinant in shaping future expectations. Consequently, when stable nega-
tive outcomes occur, users tend to form expectations that are often disappointing and can
easily lead to negative behaviors. Thus, in this situation, as users can observe a service
that will disappoint them, user trust only plays a partial mediating role. Conversely, in
other scenarios, the relationship between failure attribution and NWOM intentions is
entirely mediated by user trust.

6.2 Theoretical Implications

Three theoretical contributions have been made in this through our study. Firstly, it
contributes to the literature by applying attribution theory to comprehend consumers’
responses to Al-based service failures. While existing research has shown the impact of
consumer attributions on emotions, there is a dearth of exploration in the context of Al-
based service failures. Addressing this gap, we investigated how consumers’ perceptions
of stability and controllability influence their intentions to share NWOM. Utilizing a two-
way ANOVA, we analyze interactions between the locus of causality and these factors,
shedding light on the internal mechanisms of consumer attributions in Al-based service
failures.

Secondly, our research explores the impact of consumers’ attributions on NWOM
intentions in the context of Al-based service failures. Social media have permeated
into practically every single pore and cell of human society. Understanding the driving



Understanding Consumers’ Negative Word-of-Mouth Intention in the Aftermath 201

forces behind consumers’” NWOM intentions in such situations is crucial due to the
amplifying effect of social media on service failure-related events, potentially leading to
crises. By exploring interactions between different levels of stability, controllability, and
locus, our study identifies situations where NWOM is significantly propelled. Although
rooted in Al-based service failures, this finding contributes to understanding key factors
influencing consumers’ NWOM in the era of social media.

Finally, we investigated the role of consumer trust in shaping NWOM intentions fol-
lowing Al-based service failures. Previous research has lacked studies considering user
trust as an intermediary variable in the influence of attributions on negative behaviors,
particularly in the context of artificial intelligence services. The study revealed that user
trust serves as a negative mediator in the formation of NWOM intentions, regardless of
stability and controllability levels, when consumers face Al-based service failures. This
enriches our understanding of how user trust impacts behavioral intentions in situations
involving failures in technology-driven services.

6.3 Managerial Implications

This paper provides some implications for managerial strategies in addressing the chal-
lenges posed by NWOM, especially in the social media era. Al service providers should
be particularly alert to stable and controllable failures. Even if negative feedback isn’t
promptly shared, it’s essential to acknowledge potential user dissatisfaction in con-
trollable situations. Proactively enhancing AI’s personalized recommendations through
better user data management can effectively reduce controllable mistakes, emphasizing
the importance of continuous improvement in Al systems.

Secondly, providers should devise resolution strategies tailored to the locus of causal-
ity, considering the substantial impact of users’ causal attributions on NWOM inten-
tions. Strengthening internal controls can proactively prevent issues attributed to internal
errors, and communicating contingency plans with consumers will clarify compensation
procedures in the event of service failures.

Finally, Elevating trust levels is identified as an effective means to reduce NWOM
occurrences. Given the confirmed mediating role of user trust, maintaining transparency
in the AI’s operational mode and recommendation process may fosters user trust. Imple-
menting measures to provide insights into Al operational mode demonstrates the com-
pany’s commitment to excellence and sincerity, reinforcing trust in the realm of Al-based
services.

6.4 Limitations and Future Research

The study has limitations. Firstly, using scenario-based experiments may constrain exter-
nal validity. Future research should prioritize field studies for a more precise understand-
ing of user responses to Al service failures. Secondly, the focus on Al systems for travel
destination recommendations may limit generalizability. Exploring diverse scenarios in
future studies would enhance applicability.
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Abstract. As consumers pay more attention to green products, the issue of trust
in green products has become increasingly prominent. In recent years, enterprises
have invested in blockchain technology to provide consumers with product trace-
ability information. This paper introduces three variables of green product trust,
blockchain technology and government subsidies in a dual-channel green supply
chain to study the optimal pricing strategies of three models without blockchain,
with blockchain without government subsidies and with blockchain with govern-
ment subsidies. The research indicates that as consumers’ trust in green products
increases, manufacturers are more inclined to invest in blockchain technology;
investment in blockchain technology raises the price of green products, while gov-
ernment subsidies for blockchain can both lower and raise the price of green prod-
ucts; investment in blockchain technology and government subsidies can benefit
manufacturers and retailers only when consumer green preference is high.

Keywords: Green Supply Chain - Blockchain Technology - Government
Subsidies

1 Introduction

In January 2023, the State Council Information Office of China released the White
Paper “Green Development in China in the New Era,” emphasizing the need to stead-
fastly pursue the path of green development, continuously promote the optimization and
upgrading of green industry structure, and facilitate the green transformation of social
development [1]. As the government pays more attention to green and low-carbon devel-
opment, consumers are gradually realizing the impact of personal behaviors on society
and enterprises. Consumers’ purchasing preferences for green products influence the
level of green inputs by enterprises. In order to expand market share and increase rev-
enue, many enterprises have established online direct sales channels to sell their products
in addition to traditional retail channels. Due to information asymmetry, consumers find
it challenging to access information related to the origin and processing of products,
leading to their frequent skepticism about the greenness of such products. Blockchain,
as a product of the development of new-generation information technology, is charac-
terized by decentralization, traceability of information and difficulty in tampering with
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data, and is considered to be one of the most promising technologies for improving
the traceability of product information [2]. Enterprises can utilize blockchain to record
information such as raw materials, places of origin and quality inspection reports of
green products, and consumers can trace this information by scanning the QR codes
on product packaging, thereby increasing their trust and willingness to purchase green
products [3].

Due to the limited widespread adoption of blockchain technology, enterprises still
face high costs when using blockchain, which not only dampens enthusiasm but also
increases the selling price of green products. The government plays an important role
in formulating and enforcing various regulations and subsidy policies, which guide
the operational decisions of enterprises. In order to encourage enterprises to adopt
blockchain technology, improve the market competitiveness of traceable green prod-
ucts, and alleviate the problem of high application costs of blockchain, the government
can formulate relevant policies for subsidies. Therefore, it is of great significance to study
the dual-channel green supply chain considering government subsidies and blockchain
technology, based on consumer green preferences and product trust.

The rest of the paper is organized as follows: Sect. 2 provides a brief summary of the
relevant literature. Section 3 introduces the model description and relevant assumptions.
Model construction and solution are presented in Sect. 4. In Sect. 5, a case study analysis
of the optimal decisions from the aforementioned models was conducted. Finally, Sect. 6
summarizes the relevant conclusions and proposes future research directions.

2 Literature Review

This paper is closely related to two research directions. The first is the dual-channel
green supply chain, and the second is the application of blockchain technology and gov-
ernment subsidies in the supply chain. In terms of dual-channel green supply chain, Yu
et al. [4] consider the impact of product greenness and free-rider effect on dual-channel
green supply chain and design a cooperative contract to coordinate channel conflicts. Pal
et al. [5] established a two-level game model to explore the optimal pricing, green inno-
vation, and promotion effort levels of each subject under centralized decision-making,
manufacturer leadership, and Nash strategy. Zhao et al. [6] found that increasing the
product assortment in a retailer’s dual-channel supply chain improves total profitability
when there are multiple suppliers. Using a two-stage optimization approach and Stack-
elberg game, Peng et al. [7] found that customer satisfaction has a significant impact on
green marketing inputs in supply chains. Meng et al. [8] compared the impact of gov-
ernment subsidies on the pricing of green products while considering consumer channel
preferences.

In the application of blockchain and government subsidies, Liu et al. [9] proposed
cost-sharing and revenue-sharing contracts to achieve Pareto improvement in invest-
ment decisions for green agricultural products under the information services of big
data and blockchain. Lin et al. [10] studied the product pricing decision problem of
manufacturers investing in blockchain technology under the cost-sharing and revenue-
sharing contracts provided by retailers. Wu et al. [11] found in the livestreaming supply
chain of agricultural products that government subsidies to suppliers can improve the
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freshness of agricultural products, while subsidies to anchors can enhance marketing
effectiveness. By constructing a three-way evolutionary game model, Guo et al. [12]
found that government subsidies have a positive impact on the behavioral strategies of
manufacturers and consumers. Xu and Duan [3] examined blockchain adoption strategies
when the government subsidizes manufacturers, retailers, and consumers, respectively.
Zhong et al. [13] studied the additional benefits brought to the supply chain by manu-
facturers adopting blockchain technology in a dual-channel supply chain. They found a
win-win-win situation when the government provides subsidies.

However, in the aforementioned research on dual-channel green supply chains, few
scholars have focused on the issue of consumer trust in green products and the application
of blockchain technology. Studies on the application of blockchain are mostly concen-
trated in single-channel supply chains, with limited research on dual-channel supply
chains. Additionally, in the aspect of government subsidies, the focus has primarily been
on exploring subsidies for products and various subjects in the supply chain, with a lack
of research on subsidies for blockchain. Therefore, based on the consideration of con-
sumer green preferences and product trust, this paper constructs a dual-channel supply
chain model without blockchain, with blockchain without government subsidies, and
with blockchain with government subsidies. The study explores and compares the vari-
ations in product greenness, pricing strategies for online and offline channels, as well as
profit outcomes among different models.

3 Model Description and Assumptions

This paper focuses on a dual-channel green supply chain consisting of a manufacturer
and a retailer, where the manufacturer sell green products through both traditional retail
and online direct sales channels. Due to asymmetric market information, consumers
question the greenness of the products. To improve consumer trust, the manufacturer can
use blockchain technology for product traceability, but investing in blockchain will also
increase the cost pressure of the manufacturer, so the government can provide subsidies to
manufacturer. The decision sequence in this paper is as follows: First, the manufacturer
decides whether to adopt blockchain technology, and if so, the government decides
whether to subsidize it; Second, the manufacturer decides the greenness, wholesale
price and online price of the product; Finally, the retailer decides the retail price of the
product. The symbols involved in the model are shown in Table 1.

In order to make the model description more detailed, the following assumptions are
made in this paper:

1. The manufacturer and the retailer are assumed to maintain risk neutrality and aim to
maximize their own profits.

2. To simplify the model, the manufacturer’s unit cost of producing green products is
not considered.

3. The value range of the cross-price sensitivity coefficientis 0 < g < 1.

4. According to Hsieh and Lathifah [14], the manufacturer adopting blockchain needs
to bear unit usage cost ¢, where ¢ < w.

5. The manufacturer bears the responsibility for green product research and develop-
ment. The green research and development cost function is represented as c(e) = %,
where k is the green product research and development cost coefficient.
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Table 1. Model symbols and meanings

Symbol | Definition

a Potential market demand

B Cross-price sensitivity coefficient

w Wholesale price

[% Consumer trust in green products

e Product greenness

A Consumer green preferences

k Green product research and development cost coefficient
c The unit application cost of blockchain

y Proportion of government subsidies for blockchain unit application costs
Dr Offline retail price

Pd Online direct sales price

D, Retail channel market demand

D, Direct sales channel market demand

T Retailer’s profit

TTm Manufacturer’s profit

N/B/T | Represent without blockchain/with blockchain without government subsidies/with
blockchain with government subsidies

6. Referring to Zhang et al. [15], when the manufacturer does not adopt blockchain
technology, consumers have doubts about the greenness of the product, in this case
0 < 6 < 1. When using blockchain for product information traceability, consumer
concerns can be completely eliminated, in this case 8 = 1.

According to the above assumptions, the demand function without blockchain
adoption can be expressed as:

DY =a—p,+ Bpa + e (1)

DY =a—py+ Bp, +6re 2)

The demand function for adopting blockchain without government subsidies and
adopting blockchain with government subsidies can be expressed as follows:

DET = a —p, + Bpy + he 3)

Dy =a—pa+Bp, +he @)
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4 Model Construction and Solution
4.1 Model Without Blockchain

‘When not adopting blockchain technology, the manufacturer only needs to bear the green
product research and development cost. The profit function is:

1
7N =wDY + pyDY — zke2 )
The profit function for the retailer is:
Y = (pr —w)DY (6)

In the model where the manufacturer does not adopt blockchain, using the method of
backward induction for solution, when 0 < A < ‘/32;?;, the optimal decision is as
follows:

Nk 2ak
Pd = k(1= B) — 202G 1 B)
Nx __ Clk(3 B ,3)
Pro = k(= B) = 22623 + B)
Nk 2ak
C4k(1—B) — 22023+ )
Ve arb(3 + B)
4k(1 = B) — A202(3 + B)
jTN* _ a2k2(ﬂ _ 1)2
" [4k(1 — B) — 22023 + B)I?
N a’k(3 + B)

m = 2l4k(1 — B) — 226233 + B)]

Proposition 1 The relationship between consumer trust in green products and the various
equilibrium solutions is as follows:

9eN* awN* apV* aplV* aDN* apN* o Vx
c . 0, Y_ . 0, br_ 0, Pd >0,—L— >0,—4 , , Zm
20 20 00 20 20 20 00 00

>0

From Proposition 1, it can be inferred that an increase in consumer trust in green products
will enhance both online and offline market demand, thereby encouraging the manufac-
turer to invest more funds to improve the greenness of their products. With the increase
in costs, the manufacturer chooses to raise the wholesale and direct selling prices of
green products to enhance profits, and the retailer also increases the retail price to shift
the added costs to consumers.

4.2 Model with Blockchain Without Government Subsidies

When the manufacturer adopts blockchain technology, consumers can trace the origin
of green products, and at this point & = 1. In addition to the research and development
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costs of green products, the manufacturer also needs to bear the unit application costs
of blockchain. The profit function for the manufacturer at this point is:

1
78 =w—oDB+ (ps — c)DE - Ekez (7
The profit function for the retailer is:
7} = (pr —w)D? ®)

In the model where the manufacturer adopts blockchain without government subsidies,

using the method of backward induction for solution, when 0 < A < ./ 41&_;‘; ) , the
optimal decision is as follows:

By _ 2k(a+4c—Bc) —12c(3+B)

Pa = =B = NG +B)
gy ak(3—P) +ck(1 — %) —22c(3+ B)
b= (1= B) =223+ B)

g 2k(a+c— Bc) —21%c(3 + B)
T 4k(1—B)—A23+p)
Be M3+ B)a—c+ o)
4k(1—B) =223+ B)
e _ K(B=1D*@—c+Be)’
T4k - B) — 2B+ PP
e _ _k(B+3)(a—c+poy?
" 2[4k(1— B) — X233+ B)]

Proposition 2 The relationship between the unit application cost of blockchain and
various equilibrium solutions is as follows:

B* aD8" aDB*
1. agc >0, a—g>0,a—é>0.

[2k(1=p) oawB* pg , C B aph*
2. When 0 < A < 3TE 0 9 > 0, 7l > 0;otherwise, n < 0, 7 < 0.When
[k(=p>)  opP* : - B
0< A< TE 0 ee 0;otherwise, o < 0.

a ok am B . . am B dm B
3. WhenO < ¢ < T=p» pe < O,—ac < 0; otherwise, == > 0, - > 0.

According to Proposition 2, with the increase of the unit application cost of
blockchain, the manufacturer will choose to reduce the greenness of the product in
order to avoid a significant increase in the cost of green products. Obviously, if the
greenness of the product is reduced, consumers with a preference for green products
will be unwilling to purchase products with low greenness at the same price. Therefore,
the market demand for online and offline channels will also decrease. For the manu-
facturer and the retailer, if consumer green preferences are low and the unit application
cost of blockchain is below a certain threshold, then with the increase in blockchain
application costs, channel members will choose to increase the wholesale and online
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and offline price of green products to minimize losses due to reduced demand. However,
at this time, the increase in the price of green products cannot compensate for the losses
suffered by channel members due to increased costs and reduced demand, therefore the
profit of the channel members will be reduced.

4.3 Model with Blockchain with Government Subsidies

In order to encourage the manufacturer to adopt blockchain technology, the government
can provide subsidies for the unit application cost of blockchain. Let y be the proportion
of government subsidies for the unit application cost of blockchain, where 0 < y <
1.Thus, the profit function for the manufacturer is:

T r_ 1, 5
=Ww—c(l=y)D; + (pa —c(l—y)D,; — Eke €))
The profit function for the retailer is:
!l = (p, —w)DT (10)

In the model where the manufacturer adopts blockchain with government subsidies,

using the method of backward induction for solution, when 0 < A < ./ 4](‘3(1 ﬁf ), the
optimal decision is as follows:

T 2ak + ¢(1 — y)(2k — 302 — 2Bk — BA2)

d = 4k(1 — B) — X2(3 + B)
e _ k(3 = B) +c(l — y)(k = 32> = BA*> — B%k)
Pro= k(1 —B) — 223+ B

LT 2ak 4+ c(1 — y)(2k — 312 — 2Bk — BA?)
4k(1 —B) — 223+ B)
7+ A3+ Pla+cly — D - B)]
4k(1 - B) — 223+ B)
e KB =D a+c(y — 11— B2

T [Bk(1=B) =223+ P2
s _ KB+ Blla+cly - (1 = 1
"o 204kl — B) — X233 + B)]

Proposition 3 The relationship between the government subsidy proportion for the unit
application cost of blockchain and the various equilibrium solutions is as follows:

9T apT apI*
1 V>0,—3y > 0, 5y > 0. .
— Tx i) ) 9
2 When 0 < A < 2k3(l_ﬂ,3)’ ag’y < 0, g}‘i < 0 0therw1se, g‘*’ > 0, p—" > 0.
_ B2 T .
When 0 < A < k(;ﬂg ), ag—; < 0; otherwise, 9p; ' > 0.
3 When0 < ¢ < ~—%4— ﬁ>03n’5 >00therw1sea’“<0 <O
(I=y)(=pg)> 0y > Ay ’ 3)/ :
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According to Proposition 3, since government subsidies directly benefit the manu-
facturer, as the proportion of government subsidies increases, the manufacturer will be
more motivated to increase the greenness of their products, thereby increasing consumer
purchasing intentions and driving an increase in market demand for online and offline
channels. For consumers with low green preference, who are not sensitive to changes
in product greenness. The manufacturer and retailer, in order to further expand market
demand, will lower the price of green products for consumers. Moreover, the higher the
government subsidy proportion, the greater the reduction in the price of green products.
It is found that channel members’ profits do not always show a monotonically increasing
(decreasing) trend with the increase in the proportion of government subsidies. When
the unit application cost of blockchain is below a threshold, increasing government sub-
sidies reduces the actual costs for the manufacturer. This enables the manufacturer to
offer more competitive green products to expand their market presence, and the retailer
can also benefit from the government subsidy due to the free-rider effect.

Proposition 4 When the manufacturer adopts blockchain, comparing with and
without government subsidies, the following equilibrium results can be obtained:

1. eT* > &B*, Dg* > Dg*, DrT* > Df*.
2k(1-B) . Tx Bx T Bs. : T Bx T
2When0<)\<,/w,w < w?, py <pd,0therw1se,w > wop,* >

B2 .
p5*. When 0 < 1 < % pI* < pB*; otherwise, pI* > pB*.

2 ) .
3 When 0 < ¢ < —(17,3)6(127;/)’ al* > 7B pl* > 7B* otherwise, 7[* < nB*
T Bx
al* < B

From Proposition 4, it is clear that the greenness of products and the market demand
in online/offline channels are always higher in the case of the manufacturer adopting
blockchain and with government subsidies than in the case of no government subsi-
dies. Only when consumers have a low preference for green products, the wholesale
and online/offline prices of green products under the scenario with government subsi-
dies are lower than those without government subsidies. In addition, the profits of the
manufacturer and the retailer are influenced by the unit application cost of blockchain,
and when the unit application cost of blockchain is below a certain threshold, both the
manufacturer and the retailer can benefit from government subsidies.

S Numerical Analysis

In order to analyze the variations in the wholesale price of green products, online
and offline prices, as well as the profits of the manufacturers and the retailer
in the three models mentioned above, numerical analysis is conducted in this
section using Matlab. The parameter values in the models are set as follows:a =
50, B=04,k=5,6=0.5,y=0.3,c=10,0<rA< 1.5.

5.1 The Impact of Consumer Green Preferences on Prices

It can be observed from Figs. 1 and 2 that as consumer green preference increases, the
wholesale and online/offline price of green products also increase. Furthermore, regard-
less of whether the government provides subsidies, the wholesale and online/offline
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Fig. 2. The relationship between consumer green preferences and selling price

price of green products are higher when the manufacturer adopts blockchain compared
to the scenario where blockchain is not adopted. Since government subsidies directly
benefit the manufacturer, when consumer green preference is relatively low, the manu-
facturer may moderately reduce the wholesale and direct selling prices of green products
to attract consumers. In order to maintain their own profits, the retailer also choose to
lower the retail price. In this scenario, the wholesale and online /offline price of green
products with government subsidies are lower than those without government subsidies.
With the increase in consumer green preference, the wholesale and online/offline price of
green products with government subsidies will eventually be higher than those without
government subsidies.

5.2 The Impact of Consumer Green Preferences on Profits

Fig. 3. The relationship between consumer green preferences and profit

It can be observed from Fig. 3 that the higher the consumer’s green preference,
the higher the profits for the manufacturer and the retailer. Regardless of whether the
government subsidizes or not, the sensitivity of channel members’ profits to changes
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in consumer green preferences under the blockchain model is significantly higher than
that of the without blockchain model. When consumer green preferences are relatively
low, the investment of manufacturers in blockchain technology has limited impact on
expanding the market for green products. Due to increased production costs, adopting
blockchain technology leads to lower profits for channel members compared to the
without blockchain model. However, when consumer green preferences are relatively
high, the manufacturer utilizing blockchain technology for product traceability not only
cater to consumer demands but also contribute to market expansion. In this scenario,
channel members can increase prices to gain more profits, and the profits reach the
highest in the case of government subsidies.

6 Conclusions

Based on the dual-channel green supply chain, this paper constructs three models based
on whether the manufacturer adopts blockchain and whether the government subsidizes
blockchain, and analyzes the changes in pricing and profits of supply chain members in
different models.

The main research conclusions are as follows: First, in the model where manufac-
turers does not adopt blockchain, the increase in consumer trust in green products can
benefit the entire supply chain, so manufacturers have an incentive to invest in blockchain
to increase consumer trust in the product. Second, although the adoption of blockchain
by manufacturers is unfavorable for the greenness of the product, when the govern-
ment subsidizes the unit application cost of blockchain, it can increase the greenness of
the product. In this case, the greenness of the product is always higher than that with-
out government subsidies. Third, the changes in the wholesale price and online/offline
prices of green products are influenced by consumer green preferences. In the model with
blockchain technology, the prices set by manufacturers and retailers are higher than in the
model without adopting blockchain. In this case, government subsidies for blockchain
can either increase or decrease wholesale and selling prices. Finally, for manufacturers
and retailers, the investment in blockchain technology is a double-edged sword, only
when consumer green preferences are relatively high, the investment in blockchain tech-
nology and government subsidies can enable manufacturers and retailers to obtain more
profits.

This paper investigates the optimal pricing strategy for a dual-channel green sup-
ply chain considering blockchain and government subsidies with a manufacturer as the
leader. In reality, many large retailers such as Walmart, Amazon have a large audi-
ence, significant purchasing power, and strong bargaining capabilities. Therefore, future
research can delve into the impact of blockchain technology and government subsidies
on green supply chain decisions under different power structures.
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Abstract. In the face of the severe threat posed by phishing to information secu-
rity, the role of security warnings has received a lot of attention. Existing studies
on the effects of security warnings on users’ ability to identify phishing have yet
to reached a unified conclusion, while the cognitive neural changes behind the
phenomenon need to be further explored. In this study, we utilized functional
near-infrared technology to investigate the effects of security warnings on users’
functional brain connectivity for identifying phishing. It was found that the security
warning did not significantly affect users’ functional connectivity in the prefrontal
lobe but significantly reduced the functional connectivity of the right temporopari-
etal lobe and between the right middle temporal gyrus and the left superior frontal
gyrus in women. The possible explanation is that although the security warning
reduced users’ trust in phishing emails, it is difficult to affect users’ cognitive
abilities because trust and cognition do not constantly interact, resulting in a lack
of improvement in users’ ability to recognize phishing. Expanding the research on
the functional brain connectivity mechanisms by which security warnings affect
users’ recognition of phishing from the cognitive neuroscience perspective can
help improve phishing security intervention strategies.

Keywords: Phishing - Security Warning - Functional Brain Connectivity -
fNIRS

1 Introduction

Phishing is a criminal behavior that uses social engineering and technology to steal
consumers’ personal identification data and financial account credentials [1]. Phishing,
as a form of online fraud, has become one of the severe threats in today’s digital age.
According to the “Phishing Activity Trend Report for the Second Quarter of 2023”
released by the International Anti-Phishing Group [2], a total of 1,286,208 phishing
attacks occurred in the second quarter of 2023, which is the third highest quarterly
total ever recorded by APWG. As traditional information security emphasizes security
protection technology, phishing defense technology has also received much attention.
Although cybersecurity technology tools attempt to flag or delete suspicious emails,
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phishing attacks still inevitably infiltrate a user’s inbox, making users’ identification of
phishing the last line of defense [3]. However, many users fail to adopt effective defense
strategies when facing phishing, causing them to become victims of phishing attacks
and may even suffer them multiple times. Therefore, user identification of phishing is
the core defense against phishing attacks.

Existing research has conducted many studies on users’ identification of phishing
and designed a series of user-centered security warning intervention strategies. Security
warnings deter users from complying with information security behaviors by passively
or actively reminding them of potential phishing risks [4]. However, current research
has yet to reach a unified conclusion on the effectiveness of security warnings on users’
identification of phishing. Such studies usually use questionnaires and other methods
to obtain users’ subjective data, only to explore the impact of security warnings on
users’ identification of phishing; the cognitive neural mechanism behind this impact
still needs to be clarified. Therefore, this study utilizes fNIRS to investigate the effects
of security warnings on the functional brain connectivity of users’ phishing recognition
from the perspective of neuroscience, and the results of this study can help to reveal the
cognitive neural mechanisms of security warnings on phishing recognition and guide
more effective phishing recognition practices.

2 Literature Review

2.1 Intervention in Phishing Identification

In order to deal with the threat of phishing and effectively reduce the risk of users becom-
ing victims of phishing attacks, researchers are committed to developing and improving
various security interventions. Among them, existing interventions for phishing identifi-
cation are mainly security warnings. However, the conclusions of existing studies on the
effectiveness of security warning interventions on phishing recognition are not uniform.

Some studies have concluded that users’ compliance with security warnings can
effectively reduce phishing risks. Akhawe and Felt [5] showed that security warnings
proved to be an effective means of deterring users from visiting phishing websites and
that the user experience of the warnings may significantly impact user behavior. Petelka
et al. [6] found that link-centric phishing warnings improved users’ phishing recognition
capabilities compared with email banner warnings, where forced-attention warnings are
the most effective. Desolda et al. [7] created a warning dialog box that not only warns
users of possible attacks but also explains why the website is suspicious, helping users
deny access to malicious websites.

However, other studies have found that users do not always comply with security
warnings. Xiong et al. [8] used an eye tracker in a laboratory environment and found
that passive warnings cannot effectively help users identify phishing. Jenkins et al. [9]
found that warning prompts did not have the expected effect but made users more likely to
ignore warnings. Vance et al. [10] conducted experiments to explore users’ understanding
of warnings from the perspectives of warning comprehension, semantics, syntax, and
pragmatics and found that users had difficulty understanding warning content and did
not comply with warnings.
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2.2 Methods of Phishing Identification

In order to investigate the factors that affect users’ recognition of phishing, most existing
studies use questionnaires or contextual experimental designs to obtain subjective data.
For example, Sarno et al. [3] used a questionnaire to obtain users’ individual differences
and phishing identification data to explore the effect of individual differences on phishing
identification. Xu and Rajivan [11] used a situational experiment to collect user decision-
making data when facing phishing to explore the effect of deception-related mental
language factors in phishing email texts on identifying phishing. Jensen et al. [12] used
a questionnaire and situational experiment to collect users’ level of phishing recognition
and their attitudes towards the effectiveness of training to explore the effectiveness of
mindfulness-based training on users’ identification of phishing.

Some scholars have also used cognitive neuroscience methods to obtain objective
data on users’ responses to phishing. Cognitive neuroscience can mine physiological
signals, behavior, and other data to help researchers better understand human decision-
making behaviors and cognitive processes in information security [13]. Neupane et al.
[14] used TMRI to explore the underlying neural activity of users when distinguishing
between legitimate and phishing websites and heeding security warnings of malware.
Vance et al. [15] used fMRI and ET to longitudinally explore how habituation to security
warnings affects security warning compliance and whether the polymorphic design of
warnings could reduce habituation. Valecha et al. [16] used EEG to explore the role of
cognitive and related brain responses in phishing contexts.

Based on the above analysis, existing studies have explored the impact of secu-
rity warnings on users’ recognition of phishing. Still, the conclusions obtained are not
uniform. Meanwhile, most existing studies obtain subjective data on users’ responses
to phishing through questionnaires or situational experiments. Although some scholars
also use eye trackers and other measures to measure users’ identification of phishing,
further exploration is still needed to reveal the functional connectivity of the brain in
identifying phishing. fNIRS has higher spatial resolution and better robustness, and it
is less sensitive to interfering signals with head and eye movements. Therefore, this
study utilizes NIRS to explore the brain’s functional connectivity mechanism of secu-
rity warnings for users to identify phishing and help optimize the design and formulation
of security intervention strategies.

3 Research Design

3.1 Subjects

Referring to the number of near-infrared experiment subjects in existing studies, this
study recruited volunteers online by posting a registration link, and a total of 24 under-
graduates and postgraduates were enrolled as subjects, including 12 males and 12
females. Age ranged from 18 to 31 years old (22.15 &£ 2.86). All subjects were right-
handed, had normal or corrected-to-normal vision, had no color blindness or color weak-
ness, and had no history of mental illness. The subjects signed the consent form before
the experiment and were given course credits or cash rewards afterward.
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3.2 Experimental Procedure

This experiment was carried out in the human factors engineering laboratory of the
college. The phishing emails used in this study are mainly adapted and designed based
on the common types of phishing emails on Millersmiles, with a 50% occurrence rate
of phishing emails. A large number of studies have shown that the prefrontal lobe of
the brain is closely related to high-level cognition [17], and the right temporoparietal
junction area plays a vital role in guessing the intentions of others [18]. Therefore, this
experiment placed sensors in a 3 x 3 arrangement in the brain’s prefrontal lobe and right
temporoparietal junction area. According to the existing anatomy calibration system,
the region of interest (ROI) was divided into six regions. The experiment was presented
by E-prime and divided into pretest, intervention, and post-test stages.

(1) Pretest stage: The subjects were required to identify the email’s legitimacy. All the
experimental materials were presented randomly. After the email was presented, the
subjects pressed the T (True) or F (False) key according to their judgment of its
legitimacy. T indicated that the email was considered legitimate, and F indicated
that the email was considered a phishing email. The pretest phase of the experiment
was completed when the participants judged the validity of the 24 emails.

(2) Safety intervention stage: The subject relaxed for 120 s, and then a safety warning
intervention was conducted. Security warning interventions are implemented by
presenting relevant images that emphasize the serious negative consequences of
clicking on emails with specific features. All intervention materials were presented
for the 180s.

(3) Post-test phase: After a 120-s rest, the subjects were asked to judge the 24 emails
again. The specific steps were the same as those in the pretest stage.

4 Data Analysis

4.1 Behavioral Data Analysis

To quantify and evaluate the behavioral performance of users in identifying phishing,
this study uses the Matthews Correlation Coefficient (MCC) as the evaluation metric.
Since MCC considers both false positive and false negative errors, it is usually regarded
as a balanced evaluation metric. In this study, we treat users as classifiers and use the
Matthews correlation coefficients to evaluate users’ behavioral performance in identi-
fying phishing before and after security warning intervention, calculated as shown in

(1).

TP x TN — FP x FN

MCC =
V(TP + FP)(TP + FN)(IN + FP)(IN + FN)

(D

Using MCC as an evaluation metric for users to identify phishing behaviors, the
MCC value of each subject was calculated based on the behavioral data of subjects’
phishing identification, and the MCC value of user recognition of phishing before and
after the security warning stimulus is shown in Fig. 1.
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Fig. 1. Users’ MCC values before and after security warning intervention

To test the effect of security warning on the brain functional connectivity of users
to identify phishing, repeated measures ANOVA was conducted on the MCC values of
subjects under the stimulation of security warning intervention, and the results are shown
in Table 1, which shows that before and after the security warning intervention, there is
no statistically significant difference between the percentage of the users’ correctness to
recognize phishing.

Table 1. Repeated measures ANOVA of MCC values

Type III Sum of Squares df Mean Square F Sig
Time 0.050 1 0.050 1.672 0.209
Error 0.687 23 0.030

The role of gender factor was further considered to explore whether gender affects
the effect of security warnings on users’ recognition of phishing. The results are shown in
Table 2, which shows that the main effects of time and gender, as well as the interactions
of time and gender, did not have a statistically significant difference (p > 0.05). Therefore,
gender does not significantly affect the role of security warnings on users’ recognition
of phishing.

Table 2. Repeated measures ANOVA of MCC values by gender

Type III Sum of df Mean Square F Sig
Squares
Intercept 5.304 1 5.304 38.438 0.000
Time 0.050 1 0.050 1.774 0.196
Gender 0.045 1 0.045 0.326 0.574
Time x Gender 0.068 1 0.068 2416 0.134
Error 0.619 222 0.028
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A paired-sample t-test was conducted on the MCC values of users identifying phish-
ing before and after the security warning intervention of different genders. The results
showed that under the stimulation of security warnings, the phishing identification for
males did not significantly improve (p = 0.904), while the phishing identification for
females was significantly reduced (p = 0.006). The MCC values for phishing identifi-
cation by users of different genders before and after the security warning intervention
stimulus are shown in Fig. 2.

%%k
0.5 )
B Before
0.4 Em After
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0.0
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Fig. 2. MCC values of users of different genders before and after security warning intervention

4.2 Brain Functional Connectivity Analysis

Data Preprocessing

Experimentally measured data of HbO concentration changes were processed using
NIRS_KIT software running on Matlab. First of all, due to the presence of noise, such
as head movement and breathing, the data needs to be preprocessed. After that, each
subject’s Pearson correlation coefficient of each pair of time series of the ROI was
calculated, and the correlation coefficients between the ROIs were taken as the functional
connectivity strengths. The correlation coefficients were processed using the Fisher_Z
transform to standardize them to a normal distribution.

Brain Functional Connectivity Analysis
Figure 3 shows the functional connectivity matrix between subjects’ ROIs before and
after the security warning stimulus, where the closer the color of the matrix is to yellow
indicates stronger functional connectivity in the ROI, and the closer the color is to blue
indicates weaker functional connectivity in the ROL

Paired-sample t-tests were performed on the Z-values between the ROIs before and
after the security warning intervention, in which the brain functional connectivity that
underwent significant changes is shown in Table 3. Table 3 shows that security warnings
caused a significant decrease in the functional connectivity of IPG_R - PCG_R and
PCG_R - MTG_R, and the effect on the prefrontal lobe was insignificant.
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Fig. 3. Functional connectivity matrix before and after safety warning intervention

Table 3. Significantly changed functional connectivity

Connect the region Pre-intervention r-value Post-intervention r-value Sig
IPG_R - PCG_R 0.973 0.850 0.007
PCG_R - MTG_R 0.503 0.399 0.008

Visualize the brain functional connectivity between ROIs before and after the security
warning intervention stimulation, as shown in Fig. 4. The left side is the brain functional
connectivity before the security warning intervention stimulation, and the right side is
the brain functional connectivity after the intervention stimulation. The colors of the
connecting lines between the brain regions indicate the strength of the functional con-
catenation, with the closer the color is to the red color indicating the stronger functional
connectivity, and the closer the color is to the blue color indicating the weaker functional
connectivity.

0.7108

IPG.R MTG.R 03318

Fig. 4. Brain functional connectivity under safety warning intervention

The effect of security warnings on users’ brain functional connectivity for recogniz-
ing phishing was further explored under different genders. The functional connectivity
matrices between ROIs for users of different genders before and after the security warning
intervention are shown in Figs. 5 and 6.

A paired-sample t-test was also performed on the Z-values between the ROIs, where
the significantly changed connections are shown in Table 4. From Table 4, it can be found
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Fig. 5. Functional connectivity matrix of males before and after intervention
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Fig. 6. Functional connectivity matrix of females before and after intervention

that for male subjects, the security warning significantly decreased the functional con-
nectivity of PCG_R - MTG_R; for female subjects, the security warnings significantly
decreased the functional connectivity of IPG_R - PCG_R and MTG_R - SFG_L.

Table 4. Signi