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Foreword

This year we celebrate 40 years since the establishment of the HCI International (HCII)
Conference, which has been a hub for presenting groundbreaking research and novel
ideas and collaboration for people from all over the world.

The HCII conference was founded in 1984 by Prof. Gavriel Salvendy (Purdue
University, USA, Tsinghua University, P.R. China, and University of Central Florida,
USA) and the first event of the series, “1st USA-Japan Conference on Human-Computer
Interaction”, was held in Honolulu, Hawaii, USA, 18–20 August. Since then, HCI Inter-
national is held jointly with several Thematic Areas and Affiliated Conferences, with
each one under the auspices of a distinguished international Program Board and under
one management and one registration. Twenty-six HCI International Conferences have
been organized so far (every two years until 2013, and annually thereafter).

Over the years, this conference has served as a platform for scholars, researchers,
industry experts and students to exchange ideas, connect, and address challenges in the
ever-evolving HCI field. Throughout these 40 years, the conference has evolved itself,
adapting to new technologies and emerging trends, while staying committed to its core
mission of advancing knowledge and driving change.

As we celebrate this milestone anniversary, we reflect on the contributions of its
founding members and appreciate the commitment of its current and past Affiliated
Conference Program Board Chairs and members. We are also thankful to all past
conference attendees who have shaped this community into what it is today.

The 26th International Conference on Human-Computer Interaction, HCI Interna-
tional 2024 (HCII 2024), was held as a ‘hybrid’ event at the Washington Hilton Hotel,
Washington, DC, USA, during 29 June – 4 July 2024. It incorporated the 21 thematic
areas and affiliated conferences listed below.

A total of 5108 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1271 papers and
309 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will
be included in the ‘HCII 2024 - Late Breaking Papers’ volumes of the proceedings to
be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2024 - Late Breaking Posters’ volumes
to be published in the Springer CCIS series.



vi Foreword

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2024 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my sincere
appreciation to AbbasMoallem, Communications Chair and Editor of HCI International
News.

July 2024 Constantine Stephanidis
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Preface

The 12th International Conference on Distributed, Ambient and Pervasive Interactions
(DAPI 2024), an affiliated conference of the HCI International Conference, provided a
forum for interaction and exchanges among researchers, academics, and practitioners in
the field of HCI for DAPI environments.

The DAPI conference addressed approaches and objectives of information, inter-
action, and user experience design for DAPI Environments as well as their enabling
technologies, methods, and platforms, and relevant application areas. The DAPI 2024
conference covered topics addressing basic research questions and technology issues in
the areas of new modalities, immersive environments, smart devices, etc. On the other
hand, there was an increase in more applied papers that cover comprehensive platforms
and smart ecosystems addressing the challenges of cyber-physical systems, human-
machine networks, public spaces, smart cities, and nature preservation. The application
areas also include education, learning, culture, art, music, and interactive installations.

Two volumes of the HCII 2024 proceedings are dedicated to this year’s edition
of the DAPI Conference. The first focuses on topics related to Designing, Developing
and Evaluating Intelligent Environments, and Smart Cities, Smart Industries and Smart
Tourism. The second focuses on topics related to Intelligent Environments for Health
andWellbeing, Smart Ecosystems for Learning and Culture, andMultimodal Interaction
in Intelligent Environments.

The papers in these volumes were accepted for publication after a minimum of two
single-blind reviews from the members of the DAPI Program Board or, in some cases,
from members of the Program Boards of other affiliated conferences. We would like to
thank all of them for their invaluable contribution, support, and efforts.

July 2024 Norbert A. Streitz
Shin’ichi Konomi
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Abstract. Living Lab is a co-creation approach receiving attention because of its
different advantages compared to the traditional system development process as
well as in the HCI field. In this study, we focused on the motivation of the partic-
ipants to join the team activities in the living labs for continuous co-creation. In
particular, we conducted a questionnaire asking about the motivation of the partic-
ipants of Shunan Living Lab and Yamaguchi Living Lab in Japan. The coding and
classification of the free descriptions clarified the seven important motivational
factors. Moreover, we indicated the different motivations due to the background of
the participants, such as students, working adults in the public, private, and educa-
tion sectors, which LL they are joining, and the teams they belong to. Furthermore,
we conducted a depth interview asking how their motivation and team’s motiva-
tion changed. Through the interview, the motivation and expectations to enhance
their motivation were explicitly different between students and working adults.
Finally, we indicated three points as the implications to the living lab organizers,
especially in Japan; creating occasions to interact with each other, taking different
approaches depending on the background of the participants, and encouraging
prototyping in teams.

Keywords: living lab · participatory design · motivation

1 Introduction

Living lab (LL), which is a network or ecosystem for innovation to engage the users
from the concept design, is held all over the world, especially in Europe. Accordingly,
number of the studies focusing on living labs has increased after 2015 [1, 2]. According
to Hossain et al. [1], many living lab studies apply the definition presented by ENoLL
(European Network of Living Lab) which networks worldwide LLs; such as ‘user-
centered open innovation ecosystems based on a systematic user co-creation approach,
integrating research and innovation processes in real-life communities and settings’
(openlivinglabs.eu/aboutus).

LLs received attention in practice and research because of their different strengths
compared to the traditional system development process. Bergvall-Kåreborn et al. [3]
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N. A. Streitz and S. Konomi (Eds.): HCII 2024, LNCS 14718, pp. 3–20, 2024.
https://doi.org/10.1007/978-3-031-59988-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-59988-0_1&domain=pdf
http://orcid.org/0000-0002-9897-1336
https://doi.org/10.1007/978-3-031-59988-0_1


4 M. Akaki et al.

described the difference between LL and traditional system design. They indicated that
the difference is the clearest in the concept of realism as an LL approach for real-world
contexts.Also, in terms of the empowerment of users, theLL sees users as partners, on the
other hand, system development sees them as actors. The importance of the relationship
with the partners was highlighted to realize the continuity of the lab.

Alavi et al. [2] focused on HCI research taking up LLs. They identified five diver-
gent setups, such as the “Visited Places”, “Instrumented Places”, “Instrumented People”,
“Lived-in Places”, and “Innovation Spaces” as ‘the infrastructure to facilitate data col-
lection and experimental intervention in a LL settings’ (p. 7). As the re-emergence of
the participatory design movement in HCI is pointed out [2], this study focuses on
LLs in innovation spaces, which host co-creation. Likewise, the relevance of the HCI
community to shift from passive participants to engaged partners was also pointed out
[2].

In order to emphasize the strengths of theLLand to contribute to thework-in-progress
HCI research, this study explores the participants’ motivation to realize continuous co-
creation in LLs. Through the exploration, we indicate how participants are motivated
and build trust to become proactive partners.

In particular, we focused on two LLs held in Yamaguchi prefecture, Japan. We
coded and classified the free descriptions of the online survey and conducted an depth
interview to clarify the motivation of participants in two specific timings; motivation to
join the kick-off workshop and to keep joining the team activities. Through the analysis
result, seven important factors were extracted. The results implicated the LL organizers
especially in Japan in three points to encourage the motivation of the participants.

2 Background

2.1 Research on Motivation of Living Lab Participants

There are limited studies on the motivation of the LL participants although the partici-
pants as the users are essential for the LL to be active for the long term [4, 5]. Akasaka
et al. [6] indicated ‘motivation management’ as one of the categories of the key elements
to be considered in configuring participation in LLs. They pointed out the importance
of enhancing motivation and eliminating obstacles to realize the long period of user
involvement in the LL. As another way to realize continuous co-creation, preventing
drop-out is considered. Habibipour et al. [7] focused on drop-out behaviors since partic-
ipation is usually voluntary in the LL approach different from the traditional information
systems research. Since there are no drop-outs in the specific LLs dealt with in this study,
we focused on the motivations of the participants.

In particular, previous studies focusing on the participants’ motivations indicated
that intrinsic motivation is more important than extrinsic motivation for participants
to remain in the LL community [4, 5]. Also, Logge et al. [5] indicated that there are
motivations of the participants to ‘become part of communities’, which means to be
part of the innovation activity and new product development. According to the case
study conducted by Logge et al. [5] utilizing the motivation variables consisting of 17
items, the highest number of the participants chose ‘collaboration with others’ as their
motivation. However, when they interviewed the alpha users, ‘personal interest’ and
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‘learning’ scored higher. It was the characteristics of the alpha users in their study that
they belong to IT industries, which they can apply the learnings in the LL community.

• H1: Participants of the LL have intrinsic motivations more than extrinsic motivations.
• H2: Participants of the LL are motivated to be part of the community and collaborate

with others.
• H3: Participants of the LL are motivated to learn from the activities when they have

fields to apply the learnings.

Wealso partly followedLogge andSchuurman [4] to take an action research approach
to further understand the participants’ motivation. The authors of this paper except the
first author are the participants of the Shunan LL. The first author is the organizer of the
Shunan LL and facilitator of the team-building phase of the Yamaguchi LL.

2.2 Living Labs in Japan

In the context of the dysfunctionality of representative democracy as well as in Japan,
Kimura et al. [8] indicated that urban LLs are one of the social design methodologies
to transform the social system. The rapidly aging society is another context in that LLs
add new values by gathering residents and the stakeholders of urban development to
develop new policies needed for the society [9]. There are more than 100LLs in Japan
according to the research of JNOLL (https://jnoll.org/living-labs/) in 2023. Although the
number of LLs is growing, it is limited (DESIAP research network, 2016) compared to
the European countries. There are studies to develop tools that empower the participants
in LLs in Japan [9, 10]. Taoka et al. [10] focused on the cultural characteristics of Japan
compared to theScandinavian countries. They especially pointed out three characteristics
that affect the co-creation process in Japan; such as power distance, low individualism,
and uncertainty avoidance. Kitazume et al. [9] focused on the two points from the 45
characteristics of Japanese proposed by Hirai [11]; such as ‘Japanese people speak up
while carefully considering the opinions of the members around them’ and ‘the Japanese
value cooperation among participants’ (p. 67). The low ‘individualism’ is related to
the two characteristics extracted by Hirai [11]. Referring to those previous studies, we
hypothesize the three points below as the motivation factors that affect the participants
in Japanese LLs.

• H4: As ‘power distance’ prevents equal participation in activities, the students and
working adults having different roles and statuses in society have different kinds of
motivation.

• H5: As the low ‘individualism’ puts more value on the harmony of a group, the
participants are motivated to listen and learn from others rather than express their
opinions.

• H6: As the ‘uncertainty avoidance’ is threatened by ambiguous situations, the
participants are demotivated when the information isn’t shared enough.

3 Methodology

To clarify the motivation of the LL participants in different settings, we compared two
kinds of LLs kicked off in 2023 in Yamaguchi prefecture, Japan.

https://jnoll.org/living-labs/
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Shunan Living Lab is held as the research activity in Shunan University to challenge
regional social problems through collaborations of students and professionals working
for town development from diverse aspects. The kick-off workshop of Shunan LL was
held in July 2023 participated by 9 students and 7 professionals. Three teams are orga-
nized depending on the themes that the professionals specialize in, such as regional
special foods, activation of the onsen site, and zero-waste activities in the region.

Yamaguchi LL was held by the local government as a measure to realize the ideas
presented at the Design Thinking College (DTC). The kick-off seminar was held in June
to gather the participants interested in LL regardless of their participation in the DTC.
Two themes were selected by the participants of the kick-off seminar, which are leisure
activities utilizing the local park and fulfilling child-raising through cooking activities.
In total 11 participants joined and 6 participants are members of the local government.

We asked the participants to answer the online questionnaire. The questionnaire was
composed of two parts. First, we asked about the motivation during the two specific
times, such as when the participant joined the kick-off workshop and at the moment,
he/she is answering the survey, on a 5-point scale. Secondly, as the written questionnaire,
we asked four questions below to clarify the timewise changes and specific factors that
influenced the motivation after the kick-off workshop.

1. What was your motivation to join the living lab?
2. What is your motivation to keep joining the activities of the living lab?
3. What are the factors enhancing your motivation?
4. What are the factors that demotivated you?

In total 21 participants (87.5% of the Shunan LL participants and 63.6% of the
Yamaguchi LL participants) answered the survey. We analyzed the result by coding and
classifying the comments as the steps taken by Habibipour et al. [7]. First, we classified
the descriptions of each of the questions and aggregated the numbers for the backgrounds
of the participants. We focused on the background whether they are students, or working
adults in the public, private, or education sector. Also, we focused on which LL or the
team they participate in. The table below shows the background of the participants of
each LL.

Furthermore, in order to further clarify the motivations of the individuals, depth
interviews were held with seven participants (three participants of Shunan LL and four
participants of the Yamaguchi LL). The interviewees were selected to ensure the diver-
sity of the participants’ backgrounds. The table below shows the background of the
interviewees (Tables 1 and 2).

To further understand the changes in the motivation of the participants, we prepared
the questions below to conduct the semi-structured interview. The first question is about
the individuals and the second and the third is asking the perceptions of their teams. To
encourage the interviewees to feel free to speak directly about their teams, the authors
didn’t participate in the interviews with the interviewees belonging to the same teams
as them.

1. How did your motivation change and why?
2. How did your team’s motivation change and why?
3. What is needed to moreover motivate your team?
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Table 1. Background of the participants.

Background Shunan LL Yamaguchi LL

Total 14 7

Sector Students 6 1

Public 0 4

Private 6 1

Education 2 1

Team Zero-waste 6 -

Onsen-site 4 -

Food 4 -

Leisure activity - 3

Child-raising - 4

Table 2. Background of the interviewees.

Interviewee sector Living lab Team

A Student Shunan Food

B Private Shunan Zero-waste

C Private Shunan Onsen-site

D Public Yamaguchi Leisure activity

E Education Yamaguchi Leisure activity

F Student Yamaguchi Child-raising

G Public Yamaguchi Child-raising

4 Survey Result

The figure below presents the motivation of the participants asked by the 5-point scale
(1: Low, 2: Not so high, 3: Neutral, 4: Somewhat high, 5: High). In total more than
half of the participants answered 4 (somewhat high) or 5 (high) at both timings. The
number of participants answering that their motivation is ‘high’ increased from two to
three. However, the number of participants answering ‘not so high’ increased, from two
to five, which means that their motivation decreased through the team activities (Fig. 1).

Figure 2 shows the result comparing the sector of the participants. The result indicated
that the motivation of the participants in the public sector grew as the number of the
participants answering ‘high’ increased and ‘not so high’ decreased. On the other hand,
students’ motivation decreased as the number of participants answering ‘not so high’
increased from one to three. There was not a big change in education and the private
sector but the motivation slightly decreased as the number of the participants answering
‘not so high’ increased in both of the sectors.
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Fig. 1. Changes in motivation (total).

Fig. 2. Changes in motivation (sector).

Figure 3 compares the changes inmotivation depending on the LL that the participant
joined. The results show that the motivation of the Yamaguchi LL participants increased
since all the participants were higher than neutral and the number of the participants
answering ‘high’ increased from one to two participants. Regarding the Shunan LL, the
number of participants answering ‘not so high’ increased from one to five.

Fig. 3. Changes in motivation (living lab).
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Figure 4 shows the changes in motivation depending on the teams that the partici-
pants belong to. The participants answering ‘not so high’ increased in Zero-waste and
Onsen-site team. However, the number of participants answering ‘slightly high’ in the
Zero-waste team and ‘high’ in the Onsen-site team didn’t change. In detail, highly moti-
vated members stayed but the ‘neutral’ members were demotivated. Positive changes
were specified in the Child-raising team, in which participants with ‘high’ motivation
increased and ‘not so high’ disappeared. The food and Leisure activity teams’ changes
were not remarkable compared to other teams.

Fig. 4. Changes in motivation (team)

Overall, looking at the motivation of the participants described in numbers, positive
changes turned up in participants belonging to the public sector andYamaguchi LL, espe-
cially in the Child-raising team. Negative changes stood out in the student participants
joining Shunan LL, especially in the Zero-waste and Onsen-site teams. The reasons for
those changes are explored in the next sections.
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5 Open Coding Result

5.1 Motivation to Join the Kick-Off Workshop

Since some participants answered more than one factor, 29 comments about the motiva-
tion to join the kick-off workshop were extracted. Through the classification of the
descriptions, we found out that there are active motivation and passive motivation.
Figure 5 shows the ratio of the comments depending on the background of the par-
ticipants. Regarding the sector of the participants, students and the education sector tend
to be passive, in contrast, the public and private sectors are more active. Comparing the
two LLs, Yamaguchi LL participants had more active motivation than Shunan LL. This
result explains the higher motivation of Yamaguchi LL from the kick-off. Focusing on
the teams, the Food team was different from the other two teams in Shunan LL since
most of the members’ motivation to join the LL was passive. It was noteworthy that all
the members of the Leisure activity team were active. We found out that the motivations
were different depending on the teams.

Fig. 5. Motivation to join the kick-off workshop (classification 1)

We created another classification in more precise as Fig. 6. Students and working
adults in the private sector tend to expect occasions to interact with people, which
supports H2. On the other hand, public sector participants were motivated to realize the
team’s idea. This result is related to the motivation of the participants of Yamaguchi LL
since ideas created at the DTC were presented at the kick-off workshop. Regarding the
Shunan LL, although many participants in total expected the occasions to interact with
people, the motivations were different depending on the teams. The zero-waste team had
the most participants expecting personal growth and the Food team expected occasions
to interact. The Onsen-site team’s motivations were divided, but it was the only team
that had explicit extrinsic motivation. This result supports H1, as others were mostly
intrinsic motivations. Regarding Yamaguchi-LL, all of the participants belonging to the
Leisure activity team were motivated to realize their ideas. It can be perceived that the
members of the Leisure activity team had a close motivation from the beginning. The
motivation of the Child-raising team was divided into interaction with other people and
interest in the theme.
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Fig. 6. Motivation to join the kick-off workshop (classification 2)

5.2 Motivation to Keep Joining the Team Activities

22 comments on the motivation to keep joining the team activities were gathered and
classified into nine categories as Fig. 7. 22.7% of participants kept joining the team
as they could acquire new perspectives, which supports H3. Regarding the sectors of
the participants, the motivations of students and the participants in the education sector
were divided. It was the characteristics of the education sector participants to be pas-
sive to keep joining the activities. This may be due to their motivation to be extrinsic
from the beginning. The public sector participants had two kinds of motivation, such
as achievement and excitement. As the characteristic of private sector participants, they
are motivated by acquiring new perspectives through the team’s activities outside their
business, which supports H3. It can be highlighted that more than half of the partici-
pants of Yamaguchi LL are excited and enjoying their team activities and are motivated
by those emotions. Both teams of the Yamaguchi LL are enjoying their activities. On
the other hand, Shunan LL participants are motivated by learning and receiving new
perspectives or providing them to other members. It can be assumed that members are
divided into receiver and provider in the teams except the Onsen-site team where half of
the participants are motivated by acquiring new perspectives. Since there wasn’t a cate-
gory to contribute to others at the beginning, some participants discovered the specific
points that they could contribute to what the team was trying to achieve. This may be
due to the characteristics of Shunan LL to be participated by professionals in the field
and students.
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Fig. 7. Motivation to keep joining the team activities

5.3 Motivational Factors

28 comments were gathered as the motivational factors in Fig. 8. As well as the moti-
vation to join the kick-off workshop, the highest ratio motivator was the interaction
with other people, which supports H2. Especially listening to the opinions of people
having different backgrounds motivated the participants, which supports H5 express-
ing the characteristics of Japanese. Easiness, clear vision, and sharing information were
the new factors that emerged. Regarding the sectors, students were the only sector that
was motivated by ownership, clear vision, and interest in the theme and their highest
motivational factor was to realize the idea. Both public and private sector participants
were motivated by the interaction with other people. It is noteworthy that it wasn’t their
motivation to interact with others at the moment of the kick-off workshop for the public
sector participants. The passive attitude of the education sector was confirmed in this
question as well. The variety of motivational factors was diverse for the Shunan LL
participants compared with the Yamaguchi LL because of the diverse answers by the
Zero-waste team. The result shows that the participants are motivated by the realiza-
tion of the idea although many participants were motivated by the self-development and
learning to keep joining the activities. It may mean that their motivations to achieve
during the activities aren’t satisfied enough. The onsen-site team was motivated by the
interaction with others. Food team participants’ motivational factors were divided but
linked to their own interests. Although all the Leisure activity team participants were
motivated to realize the idea at the moment of the kick-off workshop, the factors to
enhance their motivation were interaction with others and their emotions to enjoy the
activities as well as the realization of the idea. The Child-raising team was motivated by
enjoying the interactions with others and acquiring new perspectives.
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Fig. 8. Motivational factors

5.4 Demotivational Factors

There were 24 comments about the factors that demotivate the participants and the com-
ments were classified into 11 categories as Fig. 9. Most participants (16.7%) answered
that there aren’t specific factors that demotivate themselves. It is noteworthy that many
participants (75.0%) belonging to the Child-raising team didn’t come up with demoti-
vational factors. When focusing on the specific demotivational factors, the difference
in the ratios was not big among the factors. It means that the demotivational factors
are not that much in common. Contribution to the team, shared vision, and information
were the factors that motivated the participants when it was positive, but when the situ-
ation was negative, they demotivated them. H6 was supported as there were participants
demotivated by the lack of shared information.

Regarding the sectors, for students, low contribution to the team and misunderstand-
ings among the teammembers were the factors that were pointed out the most. Although
many participants in the public or private sector didn’t have a specific demotivational
factor, the specific factors that demotivate them were quite different between the sec-
tors. Regarding the teams, Zero-waste team participants were demotivated by the lack of
shared information. Onsen-team participants raised their low degree of contribution and
leadership in the team. Food team participants were concerned about the misunderstand-
ings among the team members. Leisure activity team participants were demotivated by
the passive participation of themselves and other members.
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Fig. 9. Demotivational factors

6 Interview Result

We conducted a semi-structured interview to further explore the motivation of the par-
ticipants. Figure 10 shows the summarized comments gathered through the interview
with participants of Shunan LL, we found out the different attitudes between students
and working adults, which supports H4. Students are expected from the working adults
to move aggressively and present new ideas. At the same time, working adults con-
sciously avoid speaking out too much and step back to support the students. When the
communication between students and working adults is going well, they can learn and
be stimulated by each other. All the teams were not sure who should lead the team.
Interviewee A answered that the working adult is leading the team, although she thinks
that students should. Interviewees B and C implied that the students should lead the team
and try not to lead the team too much. Therefore, leadership is lacking and it seems both
teams aren’t stable enough to maintain the motivation. In order to motivate the team,
Interviewees A and B mentioned the frequency of meeting each other. Interviewee A
emphasized the importance of meeting in person. This is due to the lack of meetings at
this point for the teams. As Interviewee A highlighted, the opportunity should be open
(not duty) to maintain the motivation of the students. On the other hand, Interviewee C
clearly demanded opportunities to motivate the students. He considers that students find
it more difficult to manage their motivation. Through the interview, as there are different
attitudes and amounts of experience between students and working adults, we found out
that they should be taken care of consciously differently to enhance motivation.
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Fig. 10. Interview result (Shunan LL)

Figure 11 shows the summarized interview results of four participants of Yamaguchi
LL. Regarding the motivation of individuals, the participants of DTC (Interviewee E and
G) clearly understood the objectives of LL, but others were not sure. Also, it is one of
the characteristics of Yamaguchi LL that some members join the activities as their work.
It can be assumed that when the activities are related to their work, extrinsic motivation
is enhanced. Interviewees E and F mentioned that their secure feelings enhanced their
motivation, which supports H6 that Japanese characteristics tend to avoid uncertainty.
Also, Interviewee D and Interviewee E highlighted that they enjoy the activities to apply
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Fig. 11. Interview result (Yamaguchi LL)

the experience to other situations, which supports H3. This comment is close to Intervie-
wee B’s motivation to learn effective team building. Regarding the team’s motivation,
both teams were perceived to maintain high motivation. Interviewee F pointed out that
the arbitrary meeting motivated her, which is also mentioned by Interviewee A. Students
may be demotivated by duty meetings. All the interviewees were motivated through the
prototyping in offline settings. Realizing the idea and knowing other members are the
motivation factors satisfied through meeting in person. Therefore, in order to moreover
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motivate the team, most of the interviewees highlighted that they should have met in per-
son at the earlier point and more often. Interviewees D and G also mentioned that since
the timewas limited, setting limitations in the process of the activities might motivate the
team by avoiding frustrating uncertainty. Additionally, it is noteworthy that Interviewee
G pointed out the necessity of the sense of crisis. Chances of the teams to present and
receive feedback on their idea might motivate them to finalize their idea effectively.

Through the interview, we found out two specific characteristics of the LL that affect
the motivation of the participants. The first is the strong presence of students in the
Shunan LL. When the activities are closer to their own business of the working adults,
it may be easier to motivate the participants. Secondly, periodical meetings are effective
in maintaining the participants’ motivation. The meeting setting role of the organizer
of Yamaguchi LL affected the team’s motivation positively, which is lacking in Shunan
LL.

7 Discussions

Through the analysis of the free descriptions and the semi-structured interview result,
we extracted the factors related to the motivation of the participants to continuously join
the co-creation activities in the two kinds of LL, such as Shunan LL and Yamaguchi LL.
Each of the analyses highlighted the difference depending on the background of the par-
ticipants. As a result, the interview clarified the difference between students and working
adults. The different motivations of the participants in the two LLs can be explained by
the different classifications they belong to. Referring to the classification of living labs
indicated in the previous studies [12–14], Yamaguchi LL is classified as enabler driven
approach, bottom-up and exhalation-dominated, since the local government facilitates
the community participation by the citizens to fulfill the requirements of the citizens in
the region. This is why it is important for the participants to be excited and interested
in participating in the community. Referring to the innovation approach point of view
indicated by Capdevila [14], Yamaguchi LL took the social innovation approach. The
social innovation approach’s advantages are the ‘citizen-participation and involvement’
and the disadvantages are the ‘frustration if outcomes are not finally implemented’. The
result of this study was in line with the analysis of Capdevila [14] as the Leisure-activity
team especially valued to realize their idea. On the other hand, Shunan LL is classified
as a provider driven approach, top-down and exhalation-dominated. As it is held in the
university, the participants are motivated to acquire new perspectives and learnings. It
is noteworthy that some participants are motivated to offer new knowledge to the com-
munity not just receive it. At the same time, the participants are demotivated by the
weak top-down constructions such as their ambiguous roles of themselves and the goal
settings. In Capdevila [14]’s classification, Shunan LL is the ‘methods and techniques
to channel collective creativity’ usually held by non-profit institutions such as universi-
ties. However, as the Shunan LL doesn’t strongly guide the participants, the participants
haven’t received the both advantages and disadvantages of this type of activity defined
by Capdevila [14].

In the following part of this section, we indicate two points. First, we indicate the
important motivational factors extracted through the coding and classification of the
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free descriptions. The result will contribute to enriching the living lab research in the
HCI field requiring the involvement of the participants in the design process as engaged
partners. Secondly, we indicate the implications to the practitioners on how to motivate
the participants to continuously join the LL. The result contributes to practice for living
lab coordinators for the continuity of the lab.

7.1 Important Motivatinal Factors

To indicate the important motivational factors, we focused on the seven common factors
extracted beyond the questions. Moreover, the result indicated the importance of encour-
aging the motivational factors, instead of improving the demotivational factors, since
the demotivational factor’s individuality was higher and it was more difficult to moti-
vate the participants spontaneously. Figure 12 shows the common motivational factors
extracted beyond the questions. The column-colored orange ‘interest in the LL and to
enjoy the activities’ was the most important motivational factor commonly extracted in
three questions. The reasons why the participants are interested in the LL differ, but it is
important to communicate the advantages of the LL approach and make the participants
enjoy those advantages during the activities. Another motivation related to interest was
‘the interest in the theme of the team’, which was extracted in both the motivation to join
the kick-off workshop andmotivational factors (colored yellow). Both LLswe dealt with
in this study set a specific theme for each team to work on. By letting participants select
the theme they are interested in, we can motivate the participants from the beginning of
the LL. The motivation to interact with diverse people was pointed out the most in both
of the questions, which supports H2. LL can offer the participants to strengthen the weak
ties [15] with diverse people to acquire wider information that they can’t access gener-
ally. However, as it is not extracted as the motivation to keep joining the workshop, only
coordinating occasions to interact with others doesn’t motivate the participants to keep
joining the LL but outcomes are expected. As the outcome of the interactions, ‘Acquire
new perspectives’ was extracted as the common factor for motivation to keep joining the
team activities and the motivational factors (colored green). The advantage of the LL
to offer chances to acquire learnings that can apply to other scenes (H3) was the unex-
pected motivation for the participants at the beginning of the LL. Another two factors
colored green can be explained by the Japanese characteristics to value harmony of the
team (H5). ‘Contribution to the team’ could be acknowledged after the participants find
their roles in the comfortable team with harmony. ‘Ownership to the activities’ related
to the sense of duty can be interpreted as the motivation not to break the harmony of the
team for continuous relationships. Finally, the motivation to ‘realize the idea’ was the
factor beyond the generated hypotheses. As we also found out that the prototyping led to
excitement through the activities in the interviews, we can motivate the participants by
creating chances to prototype their ideas for continuous co-creation. Additionally, the
participants avoid uncertainty (H6) and acquire successful experiences. These were the
new findings that led to the contribution to the research.
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Fig. 12. Important Motivational Factors

7.2 Implications to the Practitioners

Through the findings of this study, we have three points for the implications to the
organizers of the LL especially in Japan to motivate the participants. First, it is important
to create occasions for participants to interact and collaborate with other participants.
It can be periodical meetings, which were effective in Yamaguchi LL. Moreover, it is
effective in transforming collaboration occasions into learnings. Secondly, the organizers
can detect the different motivations depending on the background of the participants and
implementmeasures to enhance them, especiallywhen there are explicit power distances.
For example, when there are both students and working adults in the team, it is expected
to manage their motivations differently from the working adults. Finally, the organizers
should actively encourage the participants to prototype their ideas, especially bymeeting
the team members in person. Meeting in person will enhance the understanding of the
personality of the teammembers difficult to find out in online settings. Also, prototyping
the concept will lead the LL itself to achieve successful outcomes [16].

As additional implications, shedding light on the motivations of the participants and
opening them to others are other measures that can be taken to motivate the participants.
In the process of this study taking the action research approach, the participants of the LL
researching on themotivationmotivated themselves tomore actively evolve the activities
and communicate with other teammembers. Especially in the context of Japanese teams
emphasizing harmony, it may be difficult to disclose themselves, but taking effective
ways will enhance the motivations.

7.3 Limitations and Future Research

Since this study focused on exploring the real voices of the participants in two LLs, the
extracted factors are limited depending on the characteristics and the situation of the
LLs. In future research, it will be effective to compare the factors extracted in this study
to LLs in other countries with different cultural characteristics. Also, as this research
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was conducted about six months after the kick-off of the LL, further research is possible
by following the LL for a longer period. To indicate the impact of the measures taken
by the organizers is another future research perspective.
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Abstract. This study employs literature analysis and integrates information ecol-
ogy theory to categorize the determinants influencing user continuance intention
in social media intelligent recommendation systems into four dimensions: individ-
ual factors, information factors, environmental factors, and technological factors.
Data is collected through a questionnaire survey, and a qualitative comparative
analysis method is utilized to validate the paths and combinations leading to user
continuance intention in the context of social media intelligent recommendations.
The research reveals that user continuance intention in social media intelligent
recommendations is the result of the combined influence of individual factors,
environmental factors, information factors, and technological factors, with flow
experience and social influence playing primary roles in the process.

Keywords: Social media · Intelligent recommendation · Continuous intention to
use · Information ecological theory · Qualitative comparative analysis

1 Introduction

The new information era is characterized by semantic networks, artificial intelligence,
and personalized customization. Leveraging intelligent recommendation algorithms,
social media can grasp and fulfill user information needs based on historical infor-
mation behaviors of users and similar counterparts, actively providing more accurate
information services, thereby alleviating information overload to some extent. Intel-
ligent recommendation, centered around humans and built upon network technology,
involves in-depth exploration and analysis of consumer behavior and platform business
characteristics. It offers real-time and precise recommendations for products and services
in different scenarios.

Mobile social media has become a crucial space for people’s life, entertainment,
and information acquisition. In order to more precisely deliver information content that
aligns with user interests and needs, and to mitigate issues like information overload,
intelligent recommendation systems are widely applied. In social media, the “recom-
mendation” channels or related features based on intelligent recommendation systems
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have had a broad and profound impact on users. These systems personalize information
recommendations based on user characteristics and their activities such as browsing,
searching, reading, and bookmarking on social media platforms.

Intelligent recommendations help address issues like information overload for users
(Zhang et al. 2019). However, they also bring about new challenges, as users transition
from actively seeking information to passively receiving it. Social media platforms not
only recommend personalized information to users through algorithms, data mining, and
analysis but also continuously optimize recommendation algorithms by applying techni-
calmeans to utilize user data.With the acceleration of people’s lifestyle and consumption
patterns, personalized intelligent recommendations, based on consumer characteristics,
provide personalized products and services, creatingmore value for platform enterprises.
This phenomenon has garnered widespread attention from scholars and entrepreneurs
alike.

2 Literature Review

Intelligent recommendation plays a crucial role in facilitating user growth and main-
taining user satisfaction for Internet products. However, the effectiveness of intelligent
recommendations largely depends on a substantial amount of user data. The more user
data a product acquires, the more accurate and efficient the recommendation algorithm
analysis becomes (Chang & Yang, 2020). With the advent of the big data era, social
media applications have significantly enhanced their ability to utilize and analyze user
data to provide targeted services. Through intelligent recommendations, users can effec-
tively and promptly access content of interest, thereby increasing the perceived value
of recommended information and further enhancing user satisfaction and continuance
intention for the application. However, concerns have been raised regarding the nega-
tive impacts of intelligent recommendations, such as user addiction, privacy risks, and
information filter bubbles (Lu et al., 2020; Zhang et al., 2019; Chen & Liu, 2020; Meral,
2021). Youn pointed out that the disclosure and loss of control over user data increase
perceived risks, leading to concerns about personal monitoring, loss of anonymity, iden-
tity theft, and other issues (Youn, 2009). Kim et al. conducted an online survey focusing
on respondents with YouTube experience and found that perceived severity had a sig-
nificant negative impact on the willingness to disclose all types of information. Coping
efficacy had a positive impact on the willingness to disclose information other than
feedback information, and self-efficacy had a positive impact on the disclosure of feed-
back information (Kim & Kim, 2018). Mou et al. explored the impact of recommen-
dation algorithms, product reputation, product novelty, privacy concerns, and privacy
protection behavior on user satisfaction and the continuance intention to use intelligent
recommendation applications (Mou et al., 2021).

The current academic research landscape on intelligent recommendations within the
social media environment is relatively limited, and there is a dearth of studies focus-
ing on user information behaviors related to intelligent recommendations in the social
media context. Furthermore, existing research has not fully considered the comprehen-
sive impact of multiple dimensions such as platform dynamics, user characteristics, and
contextual factors. Studies integrating intelligent recommendations within the context
of social media also suffer from insufficient attention.
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In an effort to address these gaps, this study, grounded in the Information Ecology
theory, aims to employ a qualitative comparative analysis method. It seeks to explore
the mechanisms influencing user continuance intention in the context of social media
intelligent recommendations, taking into account the interplay of platform dynamics,
user behaviors, and situational factors.

3 Theoretical Basis and Analysis Framework

The concept of “information ecology” was introduced by scholar Horton in 1978 within
the field of informationmanagement. He applied an ecological perspective from the field
of ecology to examine the flow of information within organizations. Horton proposed
that information, processed data intended to meet users’ decision-making needs, does
not operate independently but is influenced by the ecological dynamics of the system
(Horton, 1978). Information ecology theory is oriented towards user information needs
and emphasizes the interactive relationships among information people, information,
information environment, and information technology as an active state (Nardi&O’Day,
1999). According to this theory, human behavior is a result of the combined influence
of information, environment, and technology (Nardi & O’Day, 1999). In this context,
drawing upon the information ecology theory, this paper analyzes the antecedents and
configurational pathways influencing user continuance intention in the context of social
media intelligent recommendations. It considers factors such as individuals, information,
environment, and technology, examining their characteristics and interactions within the
social media ecosystem.

The sustained usage intention of social media intelligent recommendations by users
is closely associated with factors such as individual attributes, environmental condi-
tions, informational aspects, and technological elements. Grounded in the Information
Ecology theory, this paper categorizes the influencing factors of user continuance inten-
tion into four dimensions: individual, environmental, informational, and technological.
Additionally, based on a comprehensive literature review, the study introduces six vari-
ables, namely flow experience, social influence, information overload, recommendation
accuracy, feature overload, and algorithm transparency.

1. Flow experience and willingness to use

In 1992, American psychologist Csikszentmihalyi defined the concept of “flow expe-
rience” as the subjective perception or psychological state individuals experience when
fully engaged in an activity, with undivided attention and unaffected by external fac-
tor (Csikszentmihalyi, 2008). This intrinsic motivator has been widely applied in the
field of electronic information, and the dimensions of flow experience in the context
of mobile information environments differ slightly from the original concept. Immer-
sive experiences are primarily used to measure emotional responses when individuals
engage in activities such as online banking, online gaming, socialmedia, online shopping,
instant messaging services, andmobile applications. In a computer environment, immer-
sive experiences describe the emotional state people undergo during activities involving
interactions with computers, serving as an intrinsic motivator influencing individuals to
engage in specific activities (Hoffman & Novak, 2009). Flow experience is considered
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a factor influencing users’ intention for continued usage (Guo et al., 2016). When users
experience a sense of pleasure and satisfaction through immersive experiences, it sig-
nificantly influences their continued usage behavior (Chang & Zhu, 2012). With the rise
of big data, Argyris et al. proposed interpreting immersive technology stimuli-cognitive
experiences as the maximum satisfaction of perceptual entertainment and usefulness
during the mobile digital learning experience in the digital network era (Argyris et al.,
2020). Therefore, when users are likely to experience flow and satisfaction while using
social media intelligent recommendation apps, their intention to continue using the app
for learning and entertainment strengthens. Obtaining a flow experience contributes to
sustained usage intention.

2. Social influence and willingness to use

Social influence is a critical factor influencing individuals’ willingness to use infor-
mation technology, defined as the extent to which individuals perceive the influence of
their surrounding social groups (Venkatesh et al., 2003). It reflects the degree to which
an individual’s attitudes and behaviors are influenced by their social circles. In the real
world, people exhibit conformity and homophily tendencies, considering the behaviors,
viewpoints, or authoritative opinions of family members, friends, colleagues, or societal
norms as benchmarks and unconsciously aligning their own behaviors and perspectives
with them. In the context of information technology usage, it is generally acknowl-
edged that an individual’s technology adoption behavior is influenced by the behaviors
of those around them, especially colleagues with similar job roles (Fulk et al., 1995).In
this study, social influence refers to the specific individuals or organizations that impact
users’ adoption of social media intelligent recommendation apps. Zainab et al. posit
that social influence has a positive impact on information systems (Zainab et al., 2018).
Akram et al., based on the UTAUT model, explored factors influencing employees’
behavioral intent to engage in e-learning in the public sector, finding that social influ-
ence significantly affects users’ behavioral intent for e-learning (Hossain et al., 2019).
DeMelo Pereira et al. pointed out that social influence has a significantly positive impact
on learners’ satisfaction and intention to continue using e-learning services (De Melo
Pereira et al., 2015).

3. Information Overload and willingness to use

Information overload is a state where an individual’s information processing
demands exceed their information processing capacity within a specific timeframe,
hindering normal processes of information reception, processing, transformation, and
decision-making (Galbraith, 1974). Research by Cao et al. found that information over-
load significantly impacts discontinuous intention, leading to a reduced willingness to
continue using social media (Cao & Sun, 2018). Kim et al. suggested that information
overload significantly affects social fatigue and diminishes users’ intentions to continue
using a platform (Kim et al., 2019). Zhang et al. proposed that perceived information
overload can stimulate negative emotions among social network users and enhance their
discontinuance intention (Zhang et al., 2020).



A Study on the Determinants of User Continuance Intention 25

4. Recommendation accuracy and willingness to use

For users, the advantages of intelligent recommendations lie in their high relevance
andprecision, delivering accurate information recommendations at appropriate times and
locations, thereby saving users time and effort in searching. Precise personalized services
and relevant content also enhance users’ willingness to consume, exerting a positive
impact on their consumption behavior (Tucker, 2014). Lu, through the analysis of four
representative service industries (aviation, hospitality, catering, and retail), discovered
that consumers’ willingness to use service robots increases with the improvement of the
robot’s intelligence and recommendation accuracy (Lu et al., 2019).

5. Functional overload and willingness to use

Functional overload refers to the perception of functional fatigue caused by system
features being too complex for a given task or features exceeding user needs (Maier
et al., 2015). System functional overload occurs when the provided information tech-
nology features are deemed too complex for the given task, leading to a perception
of functional fatigue. In this study, functional overload refers to users perceiving that
the features provided by social media intelligent recommendation software exceed their
needs. Shokouhyar et al. identified factors leading to user social network fatigue, includ-
ing information overload, social overload, and system functional overload (Shokouhyar
et al., 2018). Fu et al. found that system functional overload leads to user emotional
exhaustion, prompting users to discontinue the use of mobile social networks (Fu et al.,
2020). Zhang et al. discovered that system functional overload, information overload,
and social overload are sources of stress that significantly impact social fatigue, sub-
sequently leading to users’ discontinuous usage behavior (Zhang et al., 2016). System
functional overload in social media affects users’ willingness to use and to some extent
induces social media fatigue. When the costs associated with complexity outweigh the
benefits of new features, users perceive system functional overload in social media
intelligent recommendation software, gradually developing impatience and a negative
attitude, eventually leading to discontinuation of use.

6. Algorithmic transparency and willingness to use

Algorithm transparency refers to the disclosure of information about the deployment,
operation, and usage of an algorithm’s design to users, regulatory authorities, or third
parties for oversight. The acquisition and utilization of personal privacy information by
social platforms increasingly exhibit automated and covert characteristics. The algo-
rithmic black box significantly blurs the boundaries between public and private spaces,
posing a threat to citizens’ privacy rights. Moderate transparency in privacy policies
can stimulate higher user willingness to use, while too little transparency may trigger
perceived threats by users.

4 Research Design

4.1 Research Methods

The Qualitative Comparative Analysis (QCA) method differs from traditional research
approaches that focus on the impact of individual factors on outcomes. QCA posits that
the occurrence of a particular outcome results from the combined influence of multiple
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factors, and the impact of a single variable on the outcome is limited (Ragin, 2008).
QCA, from a configurational perspective, explores the multiple and simultaneous rela-
tionships between variables, providing an effective means to investigate complex causal
relationships among factors leading to a particular social phenomenon. Qualitative Com-
parative Analysis methods include csQCA, mvQCA, and fsQCA. Among them, fsQCA
stands out for its consistency assessment, which allows for more precise set-theoretic
analysis. In this study, a fuzzy set qualitative comparative analysis method is employed
to explore the influencing mechanism of social media intelligent recommendation on
users’ willingness to continue usage.

4.2 Questionnaire Design and Data Collection

This study investigates the impact of various variables on the continuous usage intention
of social media users through questionnaire data collection. In formulating the survey
questions, emphasis was placed on adopting questions that have been previously proven
to be mature and effective in classical research. The questions were modified slightly
based on the context of this study. Each variable was measured using a 7-point Likert
scale in the questionnaire.

The questionnaire for this study was distributed through an online survey platform.
Before the formal data collection, the researchers conducted a pilot survey with 30 par-
ticipants to assess the reliability and validity of the collected data. Based on the analysis
results, adjustments were made to the questionnaire content before proceeding with the
official survey. The study ultimately collected 203 survey responses, and after removing
invalid data, there were 168 valid responses. The sample size meets the minimum case
requirements for the six conditional variables. Basic information about the sample is
presented in Table 1.

Table 1. Demographic characteristics

Category Sub Category Frequency Percent (%)

Gender Male 82 48.8

Female 86 51.2

Age(years) <18 10 6

18–30 115 68.5

31–40 25 14.9

41–50 12 7.1

>50 6 3.5

Education Below bachelor degree 16 9.5

Bachelor’s degree 102 60.7

Master degree or above 50 29.8
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4.3 Reliability and Validity Testing

The reliability of a scale is generally measured by the size of the Cronbach’s Alpha
value. When the Cronbach’s Alpha value is greater than 0.7, the scale can be considered
to have good reliability. In this paper, SPSS 26 was used to test the reliability and
validity of the scale. The Cronbach’s Alpha value was used to measure the reliability
of the questionnaire, and the KMO value and Bartlett’s spherical test significance level
were used to measure the validity of the questionnaire. The specific values are shown in
Table 2. As can be seen from the values in the table, the minimum value of Cronbach’s
Alpha is 0.713, indicating that the questionnaire has good reliability. In order to test
the construct validity of the scale, this paper conducted exploratory factor analysis on
the questionnaire data. The KMO value was 0.765, which was greater than 0.7, and the
significance level of Bartlett’s spherical test was 0.000, indicating that it was suitable
for factor analysis and the questionnaire scale had good construct validity.

Table 2. Reliability and validity indices

Constructs Cronbach’s Alpha KMO Bartlett Sphere Test Sig.

Flow Experience 0.812 0.765 0.000

Social Influence 0.881

Information Overload 0.756

Recommendation Accuracy 0.811

Functional Overload 0.809

Algorithmic Transparency 0.820

Willingness to Use 0.713

5 Data Calibration

Qualitative comparative analysis is based on the principle of Boolean algebra, which
calibrates a variable against a set to indicate the degree to which the variable belongs
to the set (Ragin, 2008), the obtained variable calibration values are the values needed
for subsequent data analysis. In terms of calibration methods, there are two main meth-
ods: binary calibration and calibration based on Fuzzy sets (Ragin, 2008).The binary
calibration method simply divides the relationship between variables and sets into two
types: belonging and not belonging, resulting in variable assignments of only 1 and 0.
However, the calibration based on fuzzy sets interprets the degree of a variable belong-
ing to a set as a continuous process, so the variable assignment range obtained by the
qualitative comparison analysis of fuzzy sets is within the interval [0,1], where 0 means
no membership at all and 1 means full membership. In this study, the data were cali-
brated by calculating the average of the scores of each item under the same variable and
then selecting the maximum, minimum and average value of the mean as the “complete
membership”, “complete non-membership” and “cross point” respectively.
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6 Data Analysis

6.1 Univariate Necessary Condition Analysis

Then, the single necessary condition of the outcome variable is further analyzed. In
qualitative comparative analysis of fuzzy sets, the adequacy and necessity of the rela-
tionship between conditional variables and outcome variables are mainly observed by
the size of the consistency index. Consistency refers to the extent to which a given case
shares a certain condition that leads to the occurrence of a result (Ragin, 2008), When
the consistency index is greater than 0.8, it is considered that the conditional variable is
a sufficient condition for the outcome variable; When the consistency index is greater
than 0.9, it is considered that the conditional variable is a necessary condition for the
outcome variable. Meanwhile, fuzzy set qualitative comparative analysis uses coverage
indicators to determine the explanatory power of conditional variables on outcome vari-
ables. The larger the coverage, themore effective the conditional variable is in explaining
the outcome variable (Ragin, 2008). The results of the univariate necessary condition
analysis are shown in Table 3.

Table 3. Single variable necessity test

Constructs Consistency Coverage

Flow Experience 0.796345 0.878646

~ Flow Experience 0.557767 0.605384

Social Influence 0.788512 0.844657

~ Social Influence 0.489665 0.547633

Information Overload 0.666450 0.706005

~ Information Overload 0.644908 0.729779

Recommendation Accuracy 0.821367 0.850799

~ Recommendation Accuracy 0.530026 0.614686

Functional Overload 0.651219 0.660852

~ Functional Overload 0.645452 0.766339

Algorithmic Transparency 0.722911 0.831560

~ Algorithmic Transparency 0.555592 0.579748

According toTable 3,when the outcomevariable is positive, the consistency values of
all conditional variables have not reached 0.8, indicating that a single conditional variable
cannot be a sufficient condition for users to continue using social media intelligent
recommendation apps.
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6.2 Conditional Combination Analysis

Building upon the calibration process based on variable assignment rules, the fsQCA 3.0
software was employed to construct a truth table. This facilitated the combination path-
way analysis of the condition variables affecting users’ continuous intention to use social
media intelligent recommendation. In selecting the pathway solutions, considerationwas
given to balancing complexity, avoiding overly complicated solutions that might result
in uninterpretable combinations, while also avoiding oversimplification that could hin-
der a comprehensive understanding of the multifaceted causal relationships underlying
users’ continuous usage behavior. Therefore, this study opted for a middle-of-the-road
approach as the pathway combination solution. The results, as shown in Table 4, reveal
a total of 3 combination pathways influencing users’ continuous intention to use.

Table 4. Analysis of conditional paths

Constructs Configurational paths

1 2 3

Flow Experience ● ● ●

Social Influence ● ● ●

Information Overload ● ●

Recommendation Accuracy ● ● ⊗
Functional Overload ⊗ ⊗ ●

Algorithmic Transparency ● ⊗
raw coverage 0.386 0.432 0.312

unique coverage 0.028 0.116 0.068

consistency 0.945 0.958 0.957

solution coverage 0.571

solution consistency 0.951

Note: ● represents the occurrence of a certain condition, ⊗ represents the absence of a specific
condition. Large circles denote core conditions, small circles represent peripheral conditions, and
blanks signify conditions that have no impact.

From the results in Table 4, it is evident that the original coverage for all condition
combination pathways exceeds the unique coverage, indicating the presence of support-
ing cases that align with multiple causal pathways, with a relatively even distribution
of coverage across the pathways. The consistency for all three combination pathways is
above 0.9, signifying that these three configurations are necessary conditions for users’
continuous usage of social media intelligent recommendations. The overall consistency
is 0.951, and the overall coverage is 0.571, implying that these three pathways can
account for 57.1% of the reasons behind users’ continuous intention to use social media
intelligent recommendations.

Pathway 1: The emergence of users’ continuous intention to use social media rec-
ommendations is influenced by flow experience, social influence, information overload,



30 X. Cheng and G. Peng

recommendation accuracy, and non-functional overload. In this pathway, non-functional
overload serves as the core condition, while flow experience, social influence, informa-
tion overload, and recommendation accuracy act asmarginal conditions. Consequently, it
is evident that when a social media intelligent recommendation platform induces users to
experience flow, demonstrates high precision, avoids functional overload, and is widely
adopted by friends, users are likely to maintain a high level of continuous intention to
use, even in the presence of information overload.

Pathway 2: The emergence of users’ continuous intention to use social media rec-
ommendations is influenced by flow experience, social influence, recommendation
accuracy, non-functional overload, and algorithm transparency. In this pathway, non-
functional overload serves as the core condition, while flow experience, social influence,
recommendation accuracy, and algorithm transparency act as marginal conditions. This
suggests that when a social media intelligent recommendation platform induces users
to experience flow, demonstrates high precision, avoids functional overload, has high
algorithm transparency, and is widely adopted by friends, users are likely to maintain a
high level of continuous intention to use.

Pathway 3: The emergence of users’ continuous intention to use social media rec-
ommendations is influenced by flow experience, social influence, information overload,
non-recommendation accuracy, functional overload, and non-algorithm transparency. In
this pathway, social influence, information overload, and non-recommendation accuracy
serve as core conditions, while flow experience, functional overload, and non-algorithm
transparency act as marginal conditions. This suggests that when users have a good
flow experience and their friends are using the social media intelligent recommendation
software, users may still have a high level of continuous intention to use, even if the plat-
form experiences information overload, functional overload, low precision in intelligent
recommendations, and algorithmic non-transparency.

By observing the three configuration pathways mentioned above, it is evident that
psychological experience and social influence appear in each pathway, indicating that the
strength of users’ continuous intention to use social media recommendations depends
significantly onuser experience and the influenceof friends. Furthermore, from theobser-
vation of these pathways, it is noticeable that recommendation accuracy and functional
overload appear in opposite forms, such as “recommendation accuracy * ~ functional
overload” or “ ~ recommendation accuracy * functional overload.” This suggests that
when there is functional overload on a social media platform, accurate content rec-
ommendations can effectively alleviate the negative experience caused by functional
overload.

7 Conclusion and Directions for Future Research

Based on information ecology theory, this paper studies study the impact mechanism
of the continuous use intention of social media intelligent recommendation users. A
framework of factors affecting the continuous use intention of social media intelligent
recommendation users is constructed from four aspects: individual factors, information
factors, environmental factors, and technical factors. Relevant data is collected through
questionnaire surveys, and fuzzy set qualitative comparative analysis method is applied
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to verify how the four factors of individual, information, environment and technology
interact with each other to affect the continuous use intention of social media intelligent
recommendation users.

The research reveals that the sustained intention of users in social media intelligent
recommendations is indeed a result of the collective influence and various combinations
of individual, informational, environmental, and technological factors. At an explanatory
level with a total coverage of 57.1%, there are three configuration paths that contribute
to the generation of high sustained usage intentions among users of social media intel-
ligent recommendations. Combining these three paths, it is evident that factors such as
flow experience, social influence, information overload, recommendation accuracy, and
functional overload play a primary role in the process of fostering high sustained usage
intentions among users of social media intelligent recommendations. Notably, both flow
experience and social influence are key conditional variables that appear in all three paths,
serving as critical factors for the occurrence of high sustained usage intentions. However,
they alone cannot induce the high sustained usage intentions; their effectiveness relies on
the combination with other influencing factors. The findings of this study offer valuable
insights for the operational considerations of social media intelligent recommendation
platforms.

This study is subject to certain limitations. The inability to incorporate all influencing
factors of user sustained usage intentions into the model, coupled with the subjective
nature of data collected through questionnaires, may introduce biases to the research
findings. Consequently, future studies should aim to address these limitations by consid-
ering the inclusion of additional variables and leveraging objective research data obtained
through methods such as web scraping to further enhance the depth of investigation.
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Abstract. This research addresses the critical challenge of understanding spatial
relations in virtual indoor environments. The proposed methodology comprises
two core modules: object clustering and spatial relation extraction. Object cluster-
ing employs a Bayesian probabilistic model to group closely positioned objects,
facilitating a more contextual understanding and simplifying subsequent spatial
relation analyses. The spatial relation extraction module integrates depth informa-
tion with cluster bounding box data, enabling a nuanced assessment of relation-
ships such as above, below, inside, and close between objects. The effectiveness of
the proposed approach is evaluated using the VirtualHome2KG dataset, demon-
strating its robust performance in capturing spatial relationships. A gold standard
is prepared to assess the results of relation extraction, representing a precise set
of spatial relationships derived from the 3D object locations in VirtualHome.
Experimental phases include clustering stability analysis and 2D spatial relation
extraction, providing valuable insights into the temporal dynamics of scenes and
the precision of the method. The results underscore the methodology’s efficacy,
as evidenced by precision, recall, and accuracy metrics, establishing its potential
for evolving intelligent monitoring systems in home environments.

Keywords: Spatial Relations · Object Clustering · Bayesian Probabilistic
Model · Depth · VirtualHome2KG dataset

1 Introduction

Visualizing and understanding spatial relations in visual data is integral to developing
intelligentmonitoring systems and robots [1]. The ability to discern the context of human-
object interactions is pivotal for distinguishing between normal and abnormal conditions
[2], particularly in scenarios involving the safety of older adults. Guaranteeing the safety
of older adults at home consists of identifying risks in their daily activities [3, 4]. For
example, determiningwhether a person is resting on the bed (a common scenario) or lying
amidst kitchen objects (a potentially hazardous situation) demands a precise definition
of spatial relations among objects, such as “person on the bed” or “person on the floor.”
Achieving these objectives involves recognizing that spatial relations between objects are
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influenced not only by postural attributes (i.e., pose and shape) but also by object-specific
sensory knowledge. For instance, a person lying in the kitchen room with groceries
and appliances nearby is a situation that our common understanding can immediately
recognize as abnormal.

In addressing this problem, a previous study [2] employed an approach to identify
objects closest to a person through bounding box intersections. The centroids of these
objects were then connected through the person’s centroid, and the degree of orientation
from the person to the objects was calculated based on the person’s movement. Spatial
relations—specifically, “besides,” “in front of,” and “on”—were determined using this
calculated orientation (e.g., the person beside the kitchen table, the person on the floor).
However, while effective for a few objects, this method has inherent limitations, as it
fails to capture comprehensive relations between objects.

In this study, we explore spatial relations among objects, including humans, focusing
on enhancing the safety of older adults in their homes. Our methodology comprises two
primary modules: object grouping and spatial relation extraction. As a preprocessing
step, we utilize theYOLOv81 object detectionmodel [5] on sequential images to identify
objects. The object grouping module incorporates a Bayesian probabilistic model. This
module, employingBayesian reasoning to update posterior probabilities, clusters objects
based on prior probabilities and the likelihoods. The likelihood calculations assess the
probability of objects belonging to the same cluster, taking into account distances and
overlapping ratios to update posterior probabilities. Object grouping provides a more
comprehensive understanding of the scene by identifying clusters of related objects.
For instance, in a kitchen scene, grouping objects like stoves, refrigerators, and utensils
close to each other enhances the contextual understanding of the cooking area, facilitating
more precise spatial relations analysis. In addition, it facilitates semantically meaningful
clusters. For instance, office supplies are usually kept in one group in real-life scenarios.
Grouping office-related objects like desks, computers, and chairs creates semantically
meaningful clusters, enabling the system to analyze spatial relations relevant to an office
environment. Grouping objects also simplifies the complexity of spatial relation analysis.
Instead of considering pairwise relationships between all objects that could produce
inaccurate relations, the focus is narrowed to relationshipswithin object groups, reducing
computational complexity.

The relation extraction in this work offers a comprehensive process for analyzing
spatial relationships among objects in scenes. The process begins with extracting depth
information fromRGB image data, which is achieved by applying theMiDaS v3.12 [6, 7]
depth estimationmodel. The acquired depth data is then integrated with cluster bounding
box information, providing a nuanced understanding of the spatial layout of objects in
the scene. The analysis uses depth-based spatial reasoning to categorize relationships
such as “Above,” “Below,” “Close,” and “Inside” between objects in a given scene. This
seamless integration of cluster and depth information contributes to a more nuanced and
accurate assessment of their spatial interrelations.

1 https://github.com/ultralytics/ultralytics.
2 https://github.com/isl-org/MiDaS.

https://github.com/ultralytics/ultralytics
https://github.com/isl-org/MiDaS
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In response to the challenges of grasping the spatial connections between objects,
this paper proposes an approach for spatial relation awareness using virtual indoor envi-
ronments. The objectives are twofold: (1) to interpret the environmental context and (2)
to evaluate the effectiveness of the VirtualHome2KG dataset3, which is simulated to
mimic real-home settings [4, 8–10].

2 Related Work

The field of high-level computer vision has recently turned its attention to recognizing
visual relationships beyond just identifying objects [11, 12]. Sadeghi & Farhadi [13]
investigated the identification of visual phrases in images, where a visual phrase might
describe a spatial relationship like “the person next to a bicycle.” However, their dataset
could be more extensive, containing only 17 different visual phrases, with just 9 of
them involving spatial relations. It means that each spatial term is only associated with
a small number of specific objects. For example, the phrase “next to” is only connected
to “person,” “car,” and “bicycle.” As a result, this dataset is not ideal for assessing a
comprehensive understanding of “next to” that goes beyond specific types of objects.

While Lu et al. [14] focused on visual relationship detection, precisely predict-
ing subject-predicate-object triplets and object-bounding boxes from images, our work
extends beyond by addressing spatial relations in virtual indoor environments. By
employing object clustering and spatial relation extraction modules, our methodology
offers a nuanced understanding of relationships such as above, inside, and close between
objects in simulated indoor scenes. Unlike Lu et al. [14], our approach considers the
intricacies of object locations, depth information, and cluster bounding box data.

Ding et al. [15] presented a system for predicting spatial relations in images, incor-
porating depth guidance and linguistic information to encode common sense knowledge
about objects. Unlike prevailing approaches that rely on language or context for rela-
tion prediction, Kumar et al. [16] introduced a model that integrates spatial and depth
cues with visual features to enhance relation recognition. In contrast to Kumar et al.’s
depth-guided relation prediction system, our model emphasizes the significance of depth
information in understanding spatial relationships such as “Above,” “Below,” “Inside,”
and “Close,” especially in scenarios where depth cues play a crucial role in determin-
ing the proximity, relative positions, and spatial arrangements of objects within a given
scene. UnlikeKumar et al., who focused on integrating spatial and depth cues for relation
recognition, we conduct a pairwise analysis within identified object clusters, considering
depth scores and vertical positions to precisely evaluate spatial configurations between
objects.

3 Proposed Approach

This section delineates our proposed methodology for investigating spatial relations
through virtual indoor environments. The framework comprises two primary modules,
as depicted in Fig. 1. Detailed technical procedures for each module are elucidated in the
subsequent subsections, with Subsects. 3.1 and 3.2 providing an in-depth explanation of
their respective components.

3 https://github.com/KnowledgeGraphJapan/KGRC-RDF/blob/kgrc4si/README.md.

https://github.com/KnowledgeGraphJapan/KGRC-RDF/blob/kgrc4si/README.md
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Fig. 1. An overview of proposed approach for exploring spatial relationships among objects.

3.1 Object Clustering

Object grouping or clustering is crucial in scenarios involving multiple objects within
a scene. The task is to assign spatially proximate objects to specific clusters, enabling
the identification of coherent groups. Our approach employs a probabilistic framework
grounded in Bayes’ theorem to infer each object’s most likely cluster assignments based
on observed spatial locations and bounding boxes, as shown in Fig. 2. In this module, we
first utilize YOLOv8, a state-of-the-art object detection model developed by Ultralytics
[5]. Ultralytics YOLOv8 predicts bounding boxes along with classes for each object
in the images. This pre-processing step sets the stage for the subsequent probabilistic
clustering module, enhancing the effectiveness of object group assignments.

After that, we denote a set of spatial locations of objects that can be represented as
{(x1, y1), (x2, y2), . . . , (xn, yn)} where n is the number of objects. We then compute the
pairwise distances between object locations using the Euclidean distance. For a set of
spatial locations {(x1, y1), (x2, y2), . . . , (xn, yn)}, the pairwise distances matrix can be
expressed as in Eq. (1):

dij =
√(

xi − xj
)2 + (

yi − yj
)2 (1)

The cluster indices for each object is initialized as [1, 2, …, n] and uniform prior
probability is assigned as [1/n] to clusters based on the number of bounding boxes. To
observe indices of objects that are close to the current object, we calculate a dynamic
threshold based on pairwise distances between object locations. In doing so, the median
distance (mDist) and interquartile range (iqrDist) are calculated for a set of distances
{d1, d2, …, dn}, where n is the number of distances. Here, iqrDist is determined by the
range between the first quartile (Q1) and the third quartile (Q3).

The dynamic threshold (DT ) is then determined by adding a scaled value of the
interquartile range to the median distance, where the distance multiplier (DM) is the
adjustable multiplier as in (2):

DT = mDist + DM × iqrDist (2)
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Fig. 2. An overview workflow of the proposed object clustering approach.

After that we identify the indices of objects that are close to the current object i
within the specified distance threshold. These objects are assigned to the current cluster
by updating their cluster indices. The object’s index closest to the current object i is
obtained based on pairwise distances, and the bounding box coordinates for the current
object i and the nearest object j are retrieved to obtain the likelihood of objects. We
computes the likelihood of objects being in the same cluster based on bounding box
overlapping ratio. It uses a decreasing exponential method for this calculation as in (3).

likelihoodOverlap = exp(−0.1 × (1 − IoU )) (3)

where IoU = Intersection Area / Union Area, exp(x) represents the exponential func-
tion and parameter −0.1 in the exponential function controls the rate of decrease. The
posterior probability for the closest object j is then updated by (4) and normalizes the
posterior probabilities to ensure that they sum to 1 as shown in Eq. (5):

posteriorProbabilitiesj = posteriorProbabilitiesj + likelihoodOverlap (4)

posteriorProbabilities = posteriorProbabilities∑
posteriorProbabilitiesj

(5)

Finally, the closest object to the cluster is assigned based on the updated probabilities.

3.2 2D Spatial Relation Extraction

The study introduces a spatial relationship extraction methodology that analyzes rela-
tions (Above, Below, Inside, Close) among objects in a given scene. The initial step in this
process entails extracting depth images fromRGB images, which is achieved by utilizing
the pre-trained MiDaS v3.1 model [6, 7] designed for accurate depth estimation. Depth
images are helpful for spatial analysis, particularly in understanding relationships such
as proximity, relative positions, and spatial arrangements. Thus, we explore the value of
depth images in analyzing the spatial interactions between objects. For instance, deter-
mining if a person is reaching for an object above or below them or is close to another
object enhances the analysis of human-object spatial relationships. Following acquir-
ing depth images through the MiDaS v3.1 pre-trained model, the analysis advances to
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compute depth scores for individual objects within identified clusters. It involves local-
izing bounding boxes onto the depth image for each object, as illustrated in previous
Fig. 1. By sampling pixel intensity values within these bounded regions, depth scores
are calculated. This process involves mapping the bounding box coordinates onto the
depth image’s pixel grid. Subsequently, the pixel intensity values within each object’s
bounded region are extracted to form the depth region. The depth score is then calculated
as the mean of these pixel intensities, represented mathematically as:

dsi = 1

p

∑p

i=1
Ii (6)

where p denotes the total number of pixels within the depth region, and I represents the
intensity value of the i-th pixel. This process encapsulates the essence of quantifying the
depth information associated with a specific object bounding box, contributing to the
overall accuracy and granularity of the spatial relationship analysis within the scene.

Object-isAbove/isBelow-Object Relationship. We conduct a pairwise analysis for
each pair of objects within the same cluster. This procedure takes into account consider-
able factors, including depth scores and vertical positions, to provide a precise analysis
of the spatial configuration between two objects. We observe that larger values corre-
spond to objects within the specified region closer to the camera when examining the
depth scores. In comparison, smaller values indicate that objects in the specified region
are generally farther away from the camera. When two objects are far apart in an image,
it becomes challenging to accurately determine their relative positions in terms of being
above or below one another. Depth perception allows us to perceive the relative dis-
tances of objects in a three-dimensional space. When objects are far away, and depth
cues are limited, distinguishing whether one object is above or below another becomes
less reliable. Additionally, the ability to distinguish the vertical position of objects in an
image is closely related to depth perception. Here’s a proposed concept as illustrated in
Fig. 3. In the figure, if two objects have a significant depth score difference, it suggests
that they are likely at different distances from the camera. In this case, comparing their
vertical positions in the image may not provide meaningful spatial information, as the
depth difference can affect their perceived relationships. If two objects do not have a
significant depth score difference, it implies they are relatively close in distance. In this
scenario, comparing their vertical positions becomes more meaningful and can provide
valuable information about their relative arrangements along the vertical axis.

In our analysis, we comprehensively assess spatial relationships among objects
within a cluster by comparing their depth scores and vertical positions. Denoting the
depth scores of objects i and j as dsi and dsj, respectively, and representing their vertical
positions as yi and yj, we initiate the evaluation by dynamically calculating a threshold
for depth difference. This threshold, determined based on the mean depth scores of all
objects in the frame, acts as a critical value. When the absolute difference between dsi
and dsj is below this threshold, indicating no significant depth difference, the analysis
scrutinizes the objects’ vertical positions.

This vertical analysis compares the absolute difference between yi and yj against a
dynamically calculated vertical threshold. This threshold is established by considering
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Fig. 3. Analyzing Depth Scores and Relative Position: (a) Explores the impact of depth score
differences on relative positions, revealing that high differences suggest no discernible relative
position, while low differences indicate the presence of a relative position; (b) Details the subse-
quent step in cases of low depth score difference, emphasizing the calculation of relative vertical
positions.

the average height of objects within the cluster. If the absolute difference falls below this
threshold, it implies that both objects share the same level. Further, the spatial relationship
between the objects is determined when yi is less than yj, suggesting a spatial hierarchy
where object i is positioned above object j. When the vertical position of yi is greater
than yj, it implies a spatial arrangement where object i is positioned below object j. This
approach ensures a nuanced interpretation, utilizing depth scores and vertical positions
to delineate the spatial connections between objects more precisely.

Object-isInside-Object Relationship. We conduct an analysis of object-inside-object
relationships, represented as (Object1, isInside, Object2). To analyze objects’ size com-
patibility, we determine whether one object is completely inside another object. Let (x1,
y1, w1, h1) represent the coordinates, width, and height of Object1 and (x2, y2, w2, h2)
represent the corresponding parameters for Object2. We performs a horizontal check,
ensuring that the left edge of Object1 is to the right of or coincides with the left edge of
Object2 (x1 ≥ x2), and the right edge of Object1 is to the left of or coincides with the
right edge of Object2 (x1 + w1 ≤ x2 + w2). Additionally, we conducts a vertical check,
ensuring that the top edge of Object1 is below or coincides with the top edge of Object2
(y1 ≥ y2), and the bottom edge of Object1 is above or coincides with the bottom edge
of Object2 (y1 + h1 ≤ y2 + h2). If all these conditions are satisfied, (Object1, isInside,
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Object2) is set to true, indicating that Object1 is entirely contained within Object2. The
logical condition for bounding box containment can be expressed as in (7):

isInside =
n⋂

i=1

(
xi ≥ xj

)∧(
(xi + wi) ≤ (

xj + wj
))

∧(
yi ≥ yj

)∧(
(yi + hi) ≤ (

yj + hj
)) (7)

where n represents the total number of bounding boxes, ensures that all individual
bounding boxes (Object1) satisfy the conditions for containment within Object2.

Object-isClose-Object Relationship. In cases of “Close” spatial relationships, we
assume that objects within each cluster have undergone a Bayesian clustering process,
confirming their proximity. This assumption is supported by the idea that when two
objects show no significant difference in depth scores, it suggests they are relatively close
in distance. This aligns with the nature of object clustering, where objects with similar
spatial attributes are grouped into clusters for detailed analysis. Recognizing small depth
score differences as an indicator of proximity improves the clustering process, forming
a basis for more precise spatial relationship analyses.

4 Gold Standard Preparation

To evaluate the results of relation extraction, it is essential to have a gold standard
or a correct set of spatial relationships. Accordingly, all object pairs are identified for
predicates such as, (Object1, isInside, Object2), (Object1, isClose, Object2), (Object1,
isAbove, Object2), etc. Initially, we establish the definitions for five types of spatial
relationships, as outlined in Table 1. VirtualHome2KG framework [4, 8–10] generates
graph states, focusing on information related to 3D objects within a scene. The dataset
contains JSON-formatted data with information about objects, including their identifiers
(id), class labels (label), spatial characteristics such as center and size defined by bound-
ing boxes, additional properties, and transformation details like position, rotation, and
scale. In the process, we access structures of this data and reconstruct 3D VirtualHome
for all scenes to offer a detailed insight into object placements. Our gold standard prepa-
ration currently relies on bird’s-eye view that encompasses the entire spatial layout of
the virtual homes, regardless of specific camera perspectives. The Fig. 4 demonstrates
the top view of each scene.
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Table 1. Spatial relationships definitions.

Predicate Definition

Close Object1 is “Close” to Object2 when Object1 is situated in proximity to
Object2, typically implying a short distance or nearness between the
two objects

Inside Object1 is “Inside” Object2 when Object1 is fully contained within the
boundaries of Object2

Above (non-touching) Object1 is “Above” Object2 when Object1 is positioned above relative
to Object2

On (touching) Object1 is “On” another Object2 when object Object1 is positioned
directly above or resting on the surface of Object2

Below Object1 is “Below” Object2 when Object1 is positioned below or in a
lower position relative to Object2

(a) scene 2

(b) scene 3 (c) scene 5 (d) scene 6

Fig. 4. Reconstruction of 3D VirtualHome (Top views).

4.1 Object-isClosed-Object Relationship

We initiate an analysis of spatial relationships, represented as (Object1, isClosed,
Object2). Knowing whether an object is close to another is essential for safety assess-
ment and analyses. It helps identify potential risks associatedwith the interactionbetween
objects and their spatial arrangement. This relationship can be presented by measuring
the distance between two objects. We utilize the Euclidean method for calculating the
distance between two objects based on their centers in a 3-dimensional space, which can
be expressed as follows.

d3D =
√∑3

d=1

(
Co,d − Cref ,d

)2 (8)
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Here, d3D represents the distance between two objects.
∑

indicates a summation over
3 dimensions (x, y, z). Co,d and Cref ,d represent the center of object and reference object
along d-th dimension, respectively.

4.2 Object-isInside-Object Relationship

This section involves defining the conditions for an object to be inside another through a
systematic series of criteria. Initially, we analyze size compatibility, ensuring that each
dimension of a smaller object is contained within the boundaries of the larger object.
To define the size comparison between 3D objects, let’s denote the size of an object as
So and the size of a reference object as Sref . This size compatibility of 3D objects is
expressed in Eq. (9).

S =
∏3

d=1

(
Sref ,d ≤ So,d

)
(9)

where S represents the size of object being compared to reference object. d is an index
representing the dimension (1, 2, 3) being considered. Sref ,d and So,d are the size of the
reference object and the object along the d-th dimension, respectively. The symbol

∏
indicates that this condition must hold for all dimensions.

Subsequently,we delve into the object’s positional compatibility, confirmingwhether
an object is inside another object as shown in Eq. (10).

P =
∏3

d=1

(
Cref ,d ≥

(
Co,d − So,d

2

)
∧ Cref ,d ≤

(
Co,d + So,d

2

))
(10)

where P represents the position of object being compared to reference object. Cref ,d is
the center of reference object and Co,d is the center of object, along d-th dimension.

If both size and positional compatibility conditions are satisfied, we proceed with a
more detailed analysis. 3D bounding volumes offer a simplified yet accurate representa-
tion of an object’s spatial extent. Ensuring that one object’s bounding volume fits entirely
within another’s enables a precise evaluation of the spatial relationship, as expressed in
Eq. (11).

B =
∏3

d=1

(
Cref ,d − Sref ,d

2
≥ Co,d − So,d

2

)
∧

∏3

d=1

(
Cref ,d + Sref ,d

2
≤ Co,d + So,d

2

)

(11)

where B represents the condition that the bounding box of object is entirely within the
bounding box of reference object in d-th dimension.

Finally, we employ the overlap analysis via volume intersection, providing a
quantitative measure of how much the volumes of two 3D objects intersect as in (12).

Ovr = Vol

min
(∏

So,
∏

Sr
) ≥ thr (12)

This equation ensures that the volume of intersection between the two objects is
greater than or equal to a specified overlap threshold. We assume that the value of
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threshold is 0.9. Here, Ovr is calculated using the dimensions of the intersection box
determined by the minimum and maximum corner points as shown in belows:

minCor = max

(
Co − So

2
,Cref − Sref

2

)
(13)

maxCor = min

(
Co + So

2
,Cref + Sref

2

)
(14)

Vol =
∏3

d=1
(maxCord − minCord ) (15)

where max and min represents the component-wise maximum and minimum, respec-
tively.

∏
represents the product of the components. Vol represents the process of

determining the intersection volume between two bounding boxes. The examples of
Object-isInside-Object Relationship are demonstrated in Fig. 5(a).

4.3 Object-isAbove/isOn/isBelow-Object Relationship

This analysis considers three distinct relationships: “Above (not touching), On (touch-
ing), and Below.” We compute the vertical position of an object relative to a reference
object. It assumes that the y-coordinate represents the vertical position as shown in (16).

Vpos = yCo − yCref (16)

where Vpos represents the vertical position, Co and Cref are the y-coordinates of the
centers of object and reference object, respectively. The horizontal alignment of an object
relative to a reference object is then determined by checking if the x and z-coordinates
of the object (Co) fall within the boundaries of the reference object (Cref ). The formula
is described by Eq. (17):

Hpos =
(
xCo ≥ xCref − xSref

2

)
∧

(
xCo ≤ xCref + xSref

2

)

∧
(
zCo ≥ zCref − zSref

2

)
∧

(
zCo ≤ zCref + zSref

2

) (17)

where Hpos is horizontal alignment and symbol ∧ represents the logical AND opera-
tion. Then, spatial relationships can be analysed based on 3 criteria as demonstrated in
Fig. 5(b). Objects with a vertical position exceeding a defined threshold, lacking hori-
zontal contact, and possessing size compatibility are categorized as “Above.” Those with
a vertical position within a specified threshold, horizontal touch, and size compatibility
are labelled “On.”Meanwhile, objects with a vertical position below the reference object
(less than zero), size compatibility, and horizontal alignment are classified as “Below.”

Therefore, to evaluate the efficacy of spatial relation extraction, we established a gold
standard—a precise set of spatial relationships derived from the 3D object locations in
VirtualHome. This gold standard serves as a benchmark for assessing the accuracy and
performance of our proposed approach.
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(b)(a)

Fig. 5. 3D Spatial Relationships Illustration: (a) (Object1, isInside, Object2) - The red line high-
lights scenarios where Object1 is contained within Object2, exemplified by groceries and kitchen
appliances inside the kitchen room; (b) (Object1, isAbove/isOn/isBelow, Object2) - red, yellow,
and blue lines respectively denote instances where Object1 is positioned above, on, or below
Object2. (Color figure online)

5 Experiments and Discussions

We conducted an empirical investigation to assess the effectiveness of our proposed
methodology. This section presents the acquired results and discusses the constraints
and avenues for future research. The VirtualHome2KG dataset [4, 8–10] encompasses
abnormal activity categories within seven apartments facilitated by a single virtual agent.
Our study focuses on 92 activity videos composed of everyday actions such as “walk,
sit, grab” and the abnormal action “fall.” The experiments comprised multiple sce-
narios, with Scene 1 (S1) incorporating 59 videos captured from camera views 2–4
and Scene 2 (S2) involving 33 videos from the same camera views. Each video in
both scenes represented a composite activity such as, “Fall_while_preparing_meal1_2,”
“Fall_in_bathroom1_2,” “Stand_on_coffee_table1_2,” etc.

5.1 Object Detection

We begin by employing YOLOv8, an advanced object detection framework developed
by Ultralytics [5]. This framework predicts both bounding boxes and corresponding
object classes within images. The groundwork for our study involves gathering 2D
bounding boxes from the VirtualHome2KG dataset using provided JSON files and their
corresponding images. However, these 2D bounding boxes, initially derived from Vir-
tualHome Unity, are incompatible with the YOLOv8 network due to different image
coordinate systems. Consequently, we reform the position of 2D bounding boxes for
objects across sequential images to align with the YOLOv8 format. This refined data
format serves as the training data for the YOLOv8 network, enabling it to detect custom
VirtualHome2KG objects effectively. Notably, this study focuses on a specific category
of abnormal human activities, such as Falls in the bathroom, to curate the ground-truth



46 S. N. N. Htun et al.

data encompassing 33,591 images. The dataset is then partitioned, with 80% allocated
for training the network and 20% reserved for evaluating its performance. We employ
a training strategy comprising 25 epochs and a batch size of 32, balancing exposing the
model to the dataset and preventing overfitting.

5.2 Object Clustering and Temporal Stability Analysis

The probabilistic object clustering module was conducted following the initial object
detection phase. Pairwise distances between object locations were computed using the
Euclidean distance. Cluster indices for each object were initialized as [1, 2,…, n], with
a uniform prior probability assigned as [1/n] based on the number of bounding boxes.
To identify indices of objects, close to the current object, a dynamic threshold was
calculated based on pairwise distances. The median distance (mDist) and interquartile
range (iqrDist) were computed for a set of distances {d1, d2,…, dn}. The dynamic
threshold (DT) was then determined by adding a scaled interquartile range value to
the median distance. Here, we set 0.1 as a sacred value. Subsequently, objects within
the specified distance threshold were identified and assigned to the current cluster by
updating their cluster indices. The likelihood of objects being in the same cluster was
determined based on the bounding box overlapping ratio (IoU). The posterior probability
for the closest object was then updated and normalized to ensure the probabilities.

In this study, we delve into the temporal dynamics of clusters in the video frames.
The key objective is to quantify the temporal stability of the object using Jaccard Indices
computedwith a 5-framedifference. LetCt andCt−5 represent the clusters in consecutive
frames t and t−5 for a given video. The Jaccard Index (Jt) is computed as the ratio of the
intersection to the union of object IDs betweenCt andCt−5.Here, the commonobject IDs
represent the set of objects that persist or remain unchanged between consecutive frames
as in Fig. 6. This approach allows us to assess howmuch the clusters in the current frame
overlap with those in the previous frame, providing insights into the evolving nature of
scenes over time. In the figure, we can observe that objects with dynamic behaviors, such
as people walking, items being picked up or put down, or doors opening and closing, can
introduce new objects to the scene or alter the relationships between existing objects.
Additionally, if an object moves from one location to another, it may create a new cluster
or affect the composition of existing clusters.

As shown in Table 2, we culminates in a comprehensive Jaccard Index table, sum-
marizing mean and median values for each scene. Achieving a Jaccard Index of approx-
imately 0.99 indicates high consistency and stability in object clusters between consec-
utive frames. The following factors contribute to this notable result: (1) The parameters
used in the clustering algorithm, such as distance thresholds and cluster updating criteria,
seem to be well-tuned to capture the temporal dynamics of object clusters accurately;
(2) The nature of the scene and the type of objects involved may influence the stability
of clusters, in scenarios where the environment is relatively static, or objects have less
movement, higher Jaccard Indices are expected.
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Cluster 1: curtains
Cluster 2: tv, bench, 
wallpictureframe, 
cupcake, sofa, Male1
Cluster 3:
ceilinglamp, closet

Cluster 1: curtains, 
tv, bench, Male1, 
wallpictureframe
Cluster 2: pillow, 
closet, ceilinglamp
sofa

time (t)

Dynamic Scene Elements: Male1
cause varia�ons in the clusters

Fig. 6. Quantifying Temporal Dynamics: Analysis of object clusters in video frames.

Table 2. Temporal stability of object clusters – Overall Jaccard Index (JI) summary.

Scene Camera View Mean JI Median JI

S1 2 0.9730 0.9763

3 0.9912 0.9925

4 0.9883 0.9915

S2 2 0.9796 0.9795

3 0.9922 0.9939

4 0.9920 0.9919

5.3 2D Spatial Relation Extraction and Evaluation

We present spatial relationship extraction, focusing on relations like “Above,” “Below,”
“Inside,” and “Close” among objects in a given scene. Initial steps involve depth image
extraction from RGB images using the MiDaS v3.1 model, optimizing depth estimation
accuracy. The subsequent steps involve computing depth scores for individual objects
within identified clusters. Depth scores are calculated by localizing bounding boxes
onto the depth image and extracting pixel intensity values in these individual bounded
regions. We perform pairwise analysis within clusters considering depth scores and
vertical positions, determining spatial relations like “Above” and “Below.” For “Inside”
relationships, the study checks the compatibility of object sizes. Horizontal and vertical
checks ensure one object is entirely inside another, considering both objects’ coordinates,
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width, and height. In cases of “Close” spatial relationships, we assume that objectswithin
each cluster have undergone a Bayesian clustering process, confirming their proximity.
This assumption is supported by the idea that objects with similar depth scores are
relatively close in distance, aligning with the nature of object clustering. This enhances
spatial analyses, contributing to experiment effectiveness.

Notably, our gold standard preparation is based on a bird’s-eye view encompassing
the entire spatial layout of the virtual homes, independent of specific camera perspectives.
Weperformed2D spatial relation extraction and analysis across 3 camera views, ensuring
a comprehensive evaluation. However, due to the 2D nature of our approach, some object
pairs extracted from spatial relations may not align with our prepared ground truth, as
camera perspectives influence them.Moreover, the 3Dvirtual homes provides rich spatial
relations, even in room structures, such as a kitchen table in the kitchen. Notably, our
2D spatial relation extraction still needs to incorporate object detection and relation
extraction for rooms. Consequently, in our evaluation process, we focus on comparing
object pairs between actual (gold standard) and predicted relations, acknowledging the
inherent limitations of a 2D perspective in capturing the entirety of spatial relationships
within 3D virtual homes.

Therefore, we consider 3 key definitions in our evaluation process when comparing
object pairs between the actual and predicted relations. In Case 1, we assess definitions
where there is an exact match, signifying accurate predictions of both the object pair and
the relation, resulting in a true positive outcome. Transitioning to Case 2, we encounter
instances where the same object pair is correctly identified, but a different relation is
predicted, particularly “Above” or “Below.”Depending on the perspective, the evaluation
categorizes this case as either a false positive or a false negative. In Case 3, the prediction
fails to recognize the object pair entirely, leading to a false negative.

To quantify the performance of our relation analysis, we present the results in Table 3,
offering a detailed breakdown of the predicted spatial relationships compared to the
actual relationships outlined in the gold standard. Subsequently, we employ evaluation
metrics, including precision and recall, to provide a quantitative assessment of the app-
roach’s efficacy in capturing correct object pairs and their relations. Figure 7 compares

Table 3. Overall performance evaluation of spatial relationships on each scene.

Scene Relations PRC RCL ACC

S1 Close 0.9283 0.9615 0.8955

Above 0.8812 0.9916 0.8739

Below 0.8791 0.9915 0.8719

Inside 0.9316 0.9696 0.9046

S2 Close 0.8131 0.9962 0.8106

Above 0.8173 0.9933 0.8129

Below 0.8198 0.9933 0.8152

Inside 0.9055 0.9643 0.8754
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the predicted relationships against the spatial relationships delineated by the gold stan-
dard. Through this visual analysis, we aim to assess the relation analysis’s performance
in capturing and predicting spatial relationships between pairs of objects.

Cluster 1:
bookshelf is ABOVE box
bookshelf is CLOSE box
box is BELOW bookshelf
box is CLOSE bookshelf
box is INSIDE bookshelf

Gold Standard/ Ground Truth
bookshelf is ABOVE box
bookshelf is CLOSE box
box is BELOW bookshelf
box is CLOSE bookshelf
box is INSIDE bookshelf

Cluster 2:
condimentshaker is BELOW ceilinglamp 
condimentshaker is CLOSE ceilinglamp 
condimentshaker is BELOW kitchencabinet
condimentshaker is CLOSE kitchencabinet
condimentshaker is ABOVE clothespile
condimentshaker is CLOSE clothespile
condimentshaker is BELOW dishbowl
condimentshaker is CLOSE dishbowl
condimentshaker is CLOSE book  

condimentshaker is BELOW ceilinglamp 
condimentshaker is CLOSE ceilinglamp 
condimentshaker is BELOW kitchencabinet
condimentshaker is CLOSE kitchencabinet
condimentshaker is ABOVE clothespile
condimentshaker is CLOSE clothespile
condimentshaker is BELOW dishbowl
condimentshaker is CLOSE dishbowl
condimentshaker is CLOSE book  

Cluster 3:
stove is CLOSE kitchencabinet
stove is BELOW stoven 
stove is CLOSE dishwashingliquid
coffeemaker is CLOSE stove 
cereal is CLOSE stove 
coffeepot is CLOSE creamybuns
wallshelf is CLOSE toaster 
salad is CLOSE cereal 

stove is CLOSE kitchencabinet
stove is BELOW stoven 
stove is CLOSE dishwashingliquid
coffeemaker is CLOSE stove 
cereal is CLOSE stove 
coffeepot is CLOSE creamybuns
wallshelf is CLOSE toaster 
salad is CLOSE cereal 

Fig. 7. Comparison of Predicted Spatial Relationships Against Gold Standard: Examples for
assessing the performance of relation analysis.
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6 Conclusion and Future Work

In conclusion, this research introduces a comprehensive methodology for understand-
ing spatial relations in virtual indoor environments. The proposed approach integrates
object clustering and spatial relation extraction modules, utilizing a Bayesian prob-
abilistic model for efficiently grouping closely positioned objects and a depth-based
analysis for spatial relationship assessment. The evaluation of the VirtualHome2KG
dataset demonstrates the robust performance of the methodology, showcasing its poten-
tial for accurately capturing relationships between objects. Additionally, a gold standard
is prepared to benchmark the accuracy and performance of the relation extraction results,
offering a precise set of spatial relationships derived from 3D object locations in Virtu-
alHome. The results, as measured by precision, recall, and accuracy, affirm the efficacy
of the proposed methodology. The seamless integration of object grouping, and depth-
based spatial reasoning provides a holistic understanding of complex scenes. This work
opens avenues for further research in the field of human-environment interaction, with
potential applications in intelligent monitoring systems and robotic assistance for older
adults.

In advancing our research, we propose avenues for future work. First, we could
expand the preparation of ground truth by incorporating additional perspectives, thereby
creating a comprehensive dataset that reflects each camera’s views. This expansion is
pivotal for a more robust evaluation process, ensuring alignment with real-world sce-
narios. Additionally, exploring the integration of object detection techniques in both 2D
and 3D spaces could hold promise. By incorporating robust object detection models,
we anticipate a more accurate identification of object pairs, addressing certain limita-
tions observed in the current evaluation. Another direction could involve enhancing the
method’s understanding through semantic context awareness. It entails not only consid-
ering spatial relations but also incorporating the semanticmeaning behind these relations.
For instance, recognizing that a kitchen table is typically situated in a kitchen adds a layer
of semantic context to the spatial analysis. Furthermore, exploring deep learning-based
approaches for relation extraction and recognition could provide a refined framework
for improved performance. These proposed directions aim to elevate the spatial relation
extraction approach’s precision and contextual awareness.
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Abstract. From the kitchen to the bathroom, homes are now equipped with var-
ious technological devices like smart vacuums, intelligent mirrors, digital ther-
mostats, wearables, and voice-controlled assistants such as Amazon Alexa. This
surge in ubiquitous technologies contributes to the growing concern of electronic
waste, or e-waste, globally. Research focuses on developing strategies for e-waste
reduction, and is considering a range of approaches on governmental, industrial
and societal levels. To gain a comprehensive understanding of smart device repair,
our research was structured into several distinct tasks, each supported by semi-
structured interviews, each tailored to explore different facets of repair behaviours
and decision-making. A total of fifteen one-on-one study sessions were conducted
as part of this research. The study’s findings will be presented in three primary
sections, each shedding light on distinct aspects of repair practices and decision-
making. Along with the aforementioned results around current repair practices,
repair decision making drivers and future expectations, our paper offers two sig-
nificant contributions to human-computer interaction (HCI) research and practice.
First, we place our findings in a broader context, anchoring them within the exist-
ing body of literature on HCI, repair practices, and the IoT. Second, we leverage
our findings along with wider literature to conclude our paper with a set of design
recommendations that align with current actual user practice around IoT repair;
is inclusive of user expectations around every day reparability in future IoT; and
enables user decision making around IoT repair thereby making IoT reparability
an accessible and equitable process.

Keywords: IoT · consumer · smart products · repair · repair decision · right to
repair · design for repair

1 Introduction

The transition towards an interconnected world has led to the widespread integration of
Internet of Things (IoT) devices into everyday life, particularly within households. From
smart appliances in the kitchen to intelligent gadgets in the bathroom, homes now feature
a variety of technological advancements such as smart vacuums, digital thermostats,
wearables, and voice-controlled assistants like Amazon Alexa. This proliferation of IoT
technologies has heightened concerns regarding electronic waste, or e-waste, on a global
scale. Forti et al. project that e-waste could reach approximately 74 million metric tons
by 2030 [7].
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While efforts to address electronic waste have garnered increasing attention in
research circles, the focus has primarily been broad, spanning governmental, indus-
trial, and societal levels. However, within this evolving landscape, the emergence of
IoT systems presents distinct challenges to the conventional repair paradigm. Unlike
traditional electronic devices, IoT systems integrate hardware, software, and data, cre-
ating a complex ecosystem that involves multiple stakeholders including users, design-
ers, manufacturers, and retailers. This intricate network of components presents unique
obstacles to the repair process. Notably, despite the growing emphasis on sustainability,
the reparability of IoT devices is currently not a primary consideration for designers and
manufacturers, as evidenced by existing research [4, 15]. The lack of specific attention to
IoT repair highlights the necessity for future studies to explore this area in depth, uncov-
ering the distinctive challenges and dynamics associated with repairing interconnected
devices in today’s technological landscape.

The aims of this paper are twofold: Firstly, it seeks to explore the evolving landscape
of IoT repair by synthesizing insights fromdiverse academic disciplines,with a particular
emphasis on the significant role HCI can play in shaping this emerging field. Secondly, it
aims to present the results of a comprehensive user study designed to uncover prevalent
repair practices, the key factors influencing repair decisions, and the anticipated future
trends in IoT repair. The subsequent sections of this paper are organized to address the
aforementioned dual objectives. In Sect. 2, we delve into the research landscape related
to the right to repair and the decision-making processes associated with repairing IoT
devices. This exploration commences with a thorough examination of multi-disciplinary
literature, encompassing various facets of repair. Subsequently, we utilize this examina-
tion to underscore a distinct research gapwithin the current HCI literature concerning the
repair of IoT devices. Moving on to Sect. 3, we provide a comprehensive overview of the
research design formulated to address this identified research gap, employing a series of
empirically supported research activities. Section 4 then presents the empirical findings
derived from the study. In Sect. 5, we engage in a thorough discussion of our findings,
drawing on existing literature for support, and propose design recommendations to the
HCI community in light of our research insights.

2 Literature Review

2.1 Right to Repair

The “right to repair” is the principle asserting that individuals who own a product should
have the ability to personally repair it or choose an expert to do so. This concept has been a
subject of discourse for several decades, spanning diverse contexts ranging from automo-
biles to small technical devices. Over the years, discussions surrounding this right have
evolved and expanded, encompassing a wide array of consumer products. This ongoing
dialogue reflects the growing recognition of consumers’ entitlement to access, modify,
and repair the products they own, fostering a more sustainable and user-centric app-
roach to technology. As technology continues to advance and permeate various aspects
of daily life, the right to repair has become increasingly pertinent, influencing not only
consumer rights but also broader considerations related to environmental sustainability,
electronic waste management, and the overall longevity of products in the marketplace.
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Governments around the world are increasingly recognizing the importance of support-
ing the right to repair as a fundamental consumer right and a sustainable practice. Many
countries are exploring legislative measures to empower consumers in repairing their
products. This support often involves advocating for regulations that require manufac-
turers to provide access to repair manuals, diagnostic tools, and affordable replacement
parts. In the year 2021, the UK government enacted regulations known as the Eco-
design for Energy Related Products and Energy Information [3], commonly denoted
as the Right-to-Repair. This initiative aimed to counteract the issue of electronic prod-
uct obsolescence. Furthermore, in March 2023, the European Commission introduced a
proposal advocating for the repair of goods, amending previous regulations to enhance
consumer access to repair services [6]. Both sets of regulations share the overarching
goal of fostering a green economy characterized by extended product lifespans, reduced
electronic waste, and more sustainable design practices. Nonetheless, the focus of these
regulations primarily centres on household appliances such as refrigerators, washing
machines, and dishwashers, there is a growing acknowledgment that the existing rules
are too narrowly framed, especially due to exclusion of smartphones and computers
[11]. Therefore, even these regulations are not that old from now it is obvious that they
fall short of addressing the broader environmental and social impacts stemming from
the unsustainable production, consumption, and disposal of countless interconnected
IoT devices [20]. The role of manufacturers in the context of the right to repair is also
significant, influencing both the availability and accessibility of repair solutions for con-
sumers. While some manufacturers have embraced the principles of transparency and
consumer empowerment, advocating for the right to repair, others have been criticized
for adopting practices that hinder reparability. For example, Fairphone offers consumers
the opportunity to reduce e-waste and its negative impacts by purchasing specific repair
or upgrade items such as the camera or screen, enabling extended phone use within the
product’s five to seven-year lifecycle, contributing to environmental sustainability goals
[16]. However, Apple has actively opposedmeasures aimed at increasing the reparability
of iPhones. This includes lobbying against right-to-repair legislation in various states,
refusing to sell iPhone replacement parts directly to consumers, legal actions against
independent repair professionals like in Norway, collaborating with Amazon to remove
iPhone and MacBook refurbishes from its marketplace, and enforcing agreements with
electronics recyclers that mandate the destruction of iPhones and MacBooks rather than
allowing them to be refurbished [10].

2.2 The Decision to Repair

While the concept of the Right to Repair is often discussed by various entities, includ-
ing governments, disciplines, and industries, the decision to repair ultimately rests with
everyday users. These users face numerous technological, financial, and social barri-
ers that significantly influence their decision-making process when confronted with the
choice to repair or replace a malfunctioning product. Existing literature extensively
explores this multifaceted decision-making process, leading to the identification of
various barriers and motivations [11, 17, 18].

Research in this area has proposed categorizations that consider stakeholders’ per-
spectives, the intricate relationship between product and consumer attributes, and the
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dynamic interplay between external influences and individual preferences [13, 17, 19].
Despite valuable insights from these perspectives, comprehensively understanding user
behaviour in the context of repair decisions remains an evolving area with limited empir-
ical research. Studies, including those conducted by [8, 11, 17, 18], have used consumer
surveys to untangle the web of factors influencing individuals in their repair decisions,
shedding light on the nuanced decision-making processes.

Roskladka et al.’s [17] recent study identifies seven significant barriers shaping a
user’s willingness to repair, including a lack of trust in repair services, fear of poten-
tial further failures, emotional detachment from the product, desire for novel features
or products, lack of clarity regarding the repair process, unawareness of the impact
of repair, and a societal lack of engagement with repair practices. Lefebvre [11] intro-
duces a comprehensive analysis of determinants for repair decisions, emphasizing factors
such as perceived reparability, available support, past experiences, attitudes, knowledge,
and individual skills. However, the lack of clarity regarding distinctions between tradi-
tional and connected technology devices raises considerations about repairing various
household appliances.

Russell et al. [18] extend the exploration into temporal aspects of repair, highlighting
that scalability is contingent not only on technical challenges but also on temporal factors
like the timing of decisions, needs, or activities. Social challenges, such as willingness
to pay, physical access, awareness, and motivation, are pivotal contributors to overall
repair initiative scalability. In addition to factors identified in the aforementioned studies,
gender and age have been recognized as influential in repair decisions. Perez-Belis et al.’s
[14] survey in Spain suggests that variables like gender and age significantly impact
the repair response of small household electrical and electronic equipment (EEE). For
instance, older females demonstrate a higher inclination toward repairing appliances, and
gender differences are identified in the repair of mobile phones, specifically regarding
concerns about data privacy related to women’s phone numbers in different countries
[1, 9]. These cultural nuances add complexity to understanding repair behaviours in
diverse societal contexts.

2.3 HCI and IoT Repair

In recent years, Sustainable Human-Computer Interaction (SHCI) has emerged as a criti-
cal aspect ofHCI, aiming to address environmental concerns andminimize the ecological
footprint of technology.Mankoff et al. [12] outlined two fundamental perspectiveswithin
SHCI: sustainability through design and sustainability in design. The former emphasizes
integrating sustainability principles directly into the design process, including material
selection, energy efficiency, and product lifecycle management. Conversely, sustainabil-
ity in design focuses on utilizing interactive systems to promote sustainable behaviours
among users, such as energy conservation and responsible consumption. Despite the
growing recognition of sustainability in HCI, research in this area has revealed a lack of
comprehensive evaluations concerning the sustainable attributes of technology interven-
tions. DiSalvo et al. [5] stressed the need for more systematic assessments to understand
better the environmental and social impacts of HCI technologies and guide design deci-
sions toward sustainability. Additionally, Remy et al. [16] identified five essential ele-
ments crucial for evaluating SHCI interventions, offering valuable insights into refining
evaluationmethods in this field. However, the absence of standardized sustainable design
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guidelines presents a significant challenge, particularly for complex technologies like
IoT devices. As these devices become increasingly interconnected, managing their data,
hardware, and software becomes more intricate [2]. Addressing this challenge requires
collaborative efforts to develop adaptable guidelines that consider the unique charac-
teristics and requirements of IoT technologies, ensuring alignment with sustainability
goals and reducing environmental impact. This is a challenge that the HCI community,
with its multidisciplinary, user-centred methodologies, and applied nature, is uniquely
positioned to address.

In summary, the discussion surrounding the repair challenges of IoT devices reveals
several notable facets. Firstly, from the government’s perspective, there is recognition
of the intricate nature of IoT repair, prompting attempts to address this complexity.
However, current governmental endeavours to establish comprehensive frameworks for
addressing the challenges associated with repairing IoT devices are still in the nascent
stages. While there is acknowledgment of the need for regulation, specific and nuanced
regulations facilitating effective repair practices for IoT devices are yet to be fully real-
ized. Secondly, the role of manufacturers in supporting the right to repair IoT devices
remains a topic of concern. Despite the growing emphasis on the right to repair various
consumer products, including electronic devices, manufacturers have not fully embraced
or implementedmeasures to facilitate reparability in the IoT ecosystem. The gap between
recognizing the importance of repair and translating that recognition into tangible sup-
port for consumers, particularly in the context of IoT devices, underscores a notable
industry challenge. Moreover, the existing body of research on factors influencing user
repair decisions lacks contextualization and specificity when it comes to IoT devices.
Many studies have explored various determinants of repair decisions for electronic prod-
ucts, but none have distinctly focused on the repair dynamics specific to the complex
landscape of interconnected IoT devices [11, 17]. This literature gap highlights the need
for targeted research efforts specifically addressing the unique challenges associated
with repairing IoT devices, contributing to a more comprehensive understanding of the
factors influencing repair decisions in this rapidly evolving technological domain.

3 Methodology

3.1 Design of the Fixing the Future Study

This research aims to address the identified gap by employing a multifaceted methodol-
ogy. It involves a combination of interviews, online questionnaires, and scenario-based
design to comprehensively understand participants’ current repair practices and their
considerations regarding IoT repair.

Semi-structured interviews are utilized to delve into various aspects of IoT use and
repair. These discussions are guided by the researcher’s promptswhile remaining flexible
to accommodate diverse responses from participants, reflecting their unique approaches
to IoT usage and repair. Additionally, online questionnaires are employed to provide
additional detail and depth to research-supported concepts, such as factors influencing
repair decisions. Participants engage in activities within these questionnaires, such as
listing and ranking exercises, to further explore and elaborate on these concepts.

To facilitate this comprehensive understanding, the study is structured into distinct
tasks, each aimed at exploring different facets of repair behaviours and decision-making
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processes as identified in existing literature. This section provides a detailed overview
of the study design and the transitions between these tasks.

Task1. The first part of the study was focused on to understand current practices of par-
ticipants around repair. Therefore, participants were engaged in a comprehensive explo-
ration of their repair experiences and practices regarding smart devices. The inquiry
encompassed a range of questions aimed at delving into their repair behaviours and
decision-making processes. Initially, participants were asked whether they had encoun-
tered the need to repair their smart devices. If affirmative, they were prompted to provide
a succinct overview of their actions, including details about who facilitated the repair, the
incurred cost, and the rationale behind opting for repair. Additionally, participants were
inquired about the duration of the overall repair process and the financial investment
involved. Further, those who hadn’t encountered the need for smart device repair were
encouraged to share their general approach to fixing household items that had experi-
enced malfunction. This line of questioning aimed to gather insights into their broader
repair practices and expenditure in situations outside the realm of smart devices.

Task2. Following an analysis of existing literature and participating in personal discus-
sions, we established a compilation of ten factors: cost of repair services and device parts,
warranty condition and original cost of the device, availability for repair, accessibility of
repair services, technical difficulty, age of devices, time required for repair and physical
attributes of the devices that influence their repair decisionmaking. Throughout the study
sessions,weprovidedparticipantswithMicrosoft Form links and requested them toprior-
itize these factors based on their significancewhilemaking repair decisions. In this partic-
ular section of the study, our primary objective was to delve deeper into the concerns and
apprehensions of our participants when it came to the process of repairing their devices.
By focusing on this aspect, we aimed to gain a comprehensive understanding of the var-
ious factors that influenced their decision-making in this context. Through this explo-
ration, we sought to uncover nuanced insights that could shed light on the underlying
motivations and considerations that guided their choices regarding device repair.

Task3. Within this specific segment of the study, we introduced five distinct scenarios,
each centred on a different category of smart devices: SmartWatch, Smart Speaker, Smart
Thermostat, Smart Toy, and Smart Washing Machine. These scenarios encompassed a
range of situations, including considerations such as device pricing when received as
a gift or purchased second-hand, alongside limited details regarding the nature of the
device fault. The smart washing machine scenario is shown below as an example.

“You purchased a top-of-the-line smart washing machine for your home (1250
GBP), but you decided not to buy thewarranty offered by themanufacturer because
of its high cost. You thought that since the washing machine was expensive and
of high quality, it would be unlikely to have any issues. For the first few months,
the washing machine worked perfectly, while doing laundry, you noticed that the
machine was making strange noises and wasn’t draining the water properly.”

Participants were tasked with reading each scenario and making decisions about
five distinct factors associated with repairing the defective items. Specifically, they were
required to indicate: (1, 2) The amount they were willing to allocate for repair services
and the cost of the device part. (3) The age until which they were willing to continue
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repairing the devices. (4) The level of technical difficulty they were comfortable with
in repairing the devices. (5) The duration they were prepared to wait for the repair
of these items. By presenting participants with these diverse scenarios, we aimed to
simulate current and future real-world scenarios around repair and gather insights into
their decision-making processes, towards different devices and different factors.

Task4. In an initial endeavour to gain insights into the forthcoming landscape of repair
practices, we presented participants with a set of 10 distinct hardware and 10 software
issues encompassing various smart devices (Please see the Table 1). Participants were
tasked with making informed decisions about their preferences or anticipated choices
for repair approaches in the future. The range of repair options spanned a spectrum,
including Individual Repair, Individual Repair supported by online resources, Repair
Cafes, Independent Repair Shops, Manufacturers (such as Amazon or Apple), Profes-
sional Repair Services (like iCracked or uBreakiFix), and Warranty Services offered by
third parties outside the original manufacturers. This phase of the study was structured
using the Miro platform. The researcher utilized Microsoft Teams to share her screen,
adhering to the participants’ guidance for each unique scenario presented.

Table 1. Hardware and Software Repair Scenarios
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3.2 Participant Recruitment

Recruitment of participants was carried out through a combination of a mailing list and
social connections. As an incentive for their involvement, participants received a modest
payment of £15 amazon voucher each. Eligibility criteria included being at least 18 years
of age and owning a minimum of one smart device.

A total of 15 participants took part in the study, representing a variety of occupa-
tions and household statuses. The participants encompassed a diverse group, including
students and researchers spanning a wide array of disciplines ranging from computer
science to food sustainability. Out of the 15 participants, 7 were married, while 6 iden-
tified as single. The number of household members for the participants varied, ranging
from 1 to 5 individuals. Regarding house status, the participants were categorized into
three groups: homeowners, renters, and those living in student accommodations. Also,
approximately 9 participants reported an income of less than 35,000 GBP.

3.3 Data Collection and Analysis

The research was conducted usingMicrosoft Teams as the platform for fieldwork. Ahead
of each study session, a welcoming email along with a reminder was sent to a member
of each household participating in the study. This email contained the Microsoft Teams
meeting link and provided clear, detailed instructions on how participants could easily
join the meetings. Also, Microsoft Forms and Miro were actively utilized throughout
the sessions to enhance participant engagement in various parts of the study. Ethical
approval for this research was obtained from the Ethical Committee of the Computer
Science Department at the University of Nottingham. Participants engaged in the study
by utilizing their personal networked devices, typically within the comfort of their own
homes. The study sessions occurred from February to July 2023, with each session
lasting approximately 50 to 70 min. The data gathered during the study comprised audio
recordings of conversations between participants and researchers conducted through
Microsoft Teams. Subsequent to transcribing the recordings, the researcher removed the
names and any direct identifying details of the participants from the interview notes and
transcripts.

4 Findings

The study’s findings painted a vivid picture of the technological landscape inhabited
by our participants. All 15 individuals showcased an impressive array of smart devices,
including but not limited to energy-monitoring smart plugs, smart heating controls,
robot vacuum cleaners, security cameras, Wi-Fi-enabled air purifiers, well-being health
trackers, smart TVs, and voice assistants like Alexa and Google Home, not to mention
the ubiquity of smartphones, tablets, and laptops tailored for varied tasks and research.
Beyond merely owning these devices, the participants deeply integrated them into the
very fabric of their daily routines. Voice assistants like Alexa were no longer fancy
gadgets but had become virtual household members, assisting with weather updates and
setting alarms. Smart heating controls weren’t just about warmth but symbolized energy
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efficiency and remote convenience. Devices like Google Home took on the mantle of a
digital caretaker, fine-tuning home ambiances with tasks such as lighting adjustments
and musical accompaniments. As the discussion shifted to the control mechanisms of
these smart devices, a common theme emerged: participants often intertwined the use of
physical controls with mobile apps to orchestrate their technological symphony. Voice
control, facilitated effortlessly by Alexa and Google Home, was underscored by many
as the epitome of convenience in this smart era.

4.1 Current Practices Around Repair

Exploring the repair practices of our participants unveiled a fascinating tapestry of expe-
riences, spanning a spectrum of devices frommodern smart products like smart washing
machines, smart TVs, Fitbits, robot vacuum cleaners, smartphones, laptops, headphones
to older, traditional technologies fridges, freezers, and televisions.

Common smartphone issues included broken screens, as faced by P1 and P14, and
charging port malfunctions, a challenge for both P2 and P6, with the latter highlighting
complications due to the device being a less-known brand in the UK. Smart appliance
troubles were highlighted by P2 and P8, who both dealt with smart washing machine
hardware and software breakdowns. Meanwhile, robot vacuum cleaners, as noted by
P15 and P14, presented challenges too. While P15’s issues were more hardware-centric,
P14 grappled with software-related mapping issues, necessitating a remapping of his
house layout.

On the traditional front, P5 pinpointed a washing machine electronic board malfunc-
tion, P6 discussed issues with a fridge and manual washing machine, and P15 creatively
addressed a latch problem on a non-smart vacuum cleaner.

4.2 Decision Making Around Repair

One of our study’s primary objectives was to delve into participants’ decision-making
processes concerning faulty items – whether they chose to repair or disregard them. By
exploring participants’ experiences with malfunctioning devices, we aimed to uncover
their troubleshooting strategies. Typically, participants would first assess the gravity of
the malfunction and its effect on their daily operations.

Here, there were instances where participants chose to live with minor glitches in
their devices. P4 overlooked smart vacuum cleaner inaccuracies, P9 accepted a persistent
digital camera issue, and P11 endured laptop problems before ultimately replacing it.
Minor glitches often saw participants adopting a DIY approach, turning to a slew of
online resources like forums, user manuals, helplines, Google, YouTube, and technical
blogs to guide their repair efforts.

Yet, when issues became more intricate or surpassed their skill set, participants
adopted a more collaborative strategy, reaching out to tech-savvy friends for advice.
This network often provided varied solutions and insights. In unresolved cases, formal
repair avenues became the focus – this could be third-party services, manufacturers, or
local experts. Some participants even mentioned community-known individuals adept
at troubleshooting, affectionately referred to as “that man” or “our repair guy.”
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P3’s experience perfectly encapsulates this methodical approach. When things go
wrong with her smart devices, P3 follow a step-by-step plan. First, P3 figures out how
bad the problem is and howmuch it messes up my daily use. If it’s a small issue, she tries
to solve it herself. P3 search online to learn what’s causing the trouble and if she can fix
it by reading and understanding. But if the problem is bigger and makes a big mess of
my gadgets, she switches to asking for help. She talks to people she knows who might
know more about these things than him. It’s like asking a friend who’s good with tech
stuff. This way, she gets different ideas and solutions. So, when something goes wrong,
she starts by checking it out himself. If it’s too much, she asks people who know more.
It’s like a team effort to get things working again. And if things are still a mess after that,
she looks for more technical help. She might check out company websites or technical
blogs, but that’s not his first go-to. She tries to keep it simple and stick to Google and
YouTube mostly. So, she guesses you could call it a “try it yourself, ask friends, then
get technical” process. It’s like when you’re trying to build a puzzle – you start on your
own, ask a friend for help if you’re stuck, and then maybe ask an expert if you still can’t
figure it out.

4.3 Responsibility of Repair Decision

Social repair dynamics presented themselves across a range of approaches that spread
between individual autonomy, collaborative efforts and shared responsibility. P1 assumes
repair responsibility within their household due to their family’s composition and their
comprehensive understanding of gadget insurance terms,which empowers them to effec-
tively manage repairs. Their role as the repair person is influenced by both family
dynamics and their specialized knowledge of insurance provisions.

P9 and P14 illustrated how a mix of autonomy and teamwork guided their repair
decisions alongside their partners. P9’ mentioned that “It’s shared responsibility and
I’m quite autonomous in that sense.” Here, a balance was struck between individual
autonomy and shared decision-making. P14 echoed a similar sentiment, highlighting a
collaborative attempt at repair while ultimately embracing individual responsibility.

P6’s household revealed a shared responsibility for repairs, often undertaken by
the participant’s father or their own expertise as a physics teacher. Also, P4 and P7
exemplified the influence of interest and expertise, stepping forward as primary repair
figures due to their familiarity with repair tasks and household systems. Additionally, P5
and P6 contributed to our understanding of shared responsibilities within households.
P5 disclosed, “My brother is very good with laptops… between the two of us we try to
resolve what we need to resolve.” This collaborative dynamic illustrated the collective
effort to address repair issues, leveraging the strengths of different family members.

However, others, like P2, divided responsibilities practically, with certain family
members handling hands-on tasks while others tackled tech-related issues. P2 stated that
“If something broke, it would be either me or my dad that would fix it. If it’s something
more practical, like water or something that needs a power drill, it’s usually my dad
and although I have those skills as well, whereas if it’s something technological like a
computer or TV, if they wanted it, fixing it would come to me”.This approach underscored
the interplay between technical proficiency and hands-on skills, with specific individuals
stepping up based on practical considerations.
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4.4 Key Drivers of Decision Making Around Repair

The most common factors influencing decision making around repair are the cost of
repair (P5, P7, P10, P11), age of devices (P2, P11, P14) and time taken to repair (P2, P5,
P9). P2’s perspective, as articulated in the following quote, underscores that alongside
the cost of repair, the age of the device and time taken to repair, other factors such as
the personal value a device holds in one’s life plays a pivotal role in shaping the repair
or replacement decision:

P2: Let’s say, my TV is worth, I don’t know, £300, and it would cost £150 to repair
it. My TV is now 12 years old and has been with me across three cities and 12 houses. At
this point, I would probably just replace it. However, if it were my computer, the value
of my computer is far more than what it actually costs. It’s probably only worth £700
these days because the parts are so old. But because I use it every day and it has all of
my stuff on it, I would happily pay £400 or £450 before I even thought about replacing
the whole thing.

Formative Phase of theDecision. Participants listed different factors that they consider
before (and those that thereby influence) their actual repair decisionmaking:Their mental
and physical capacity to sit down and work out how to repair the devices (P2), who you
trust to repair (P3), whether the device is first or second-hand (P4), warranty status of
the devices (P5,) accessibility of the device’s spare parts in different countries (P6, P11,
P15) and how confident the users feel to fix the problem themselves (P9). Moreover, the
intended user of a device emerged as a significant determinant influencing the decision
to pursue repair. P7 illustrated this with an example: when dealing with devices intended
for the entire household, such as central heating control systems, the inclination to invest
time in perusing online documentation, reading forums, or watching instructional videos
on platforms like YouTube diminishes.

Process of the Decision. In terms of prioritizing the ten distinct factors influencing the
decision to repair or not among the participants, at the forefront of their considerations
was the cost of repair services, a pivotal determinant in their choices. Directly followed
by the cost of device parts, carrying significant weight in the decision-making process.
The warranty condition of the device held its place as a key aspect, influencing choices
considerably. The original cost of the device emerged as an influential factor. If the
original cost of the device is lower, P9 believes that it is often more practical to consider
replacement over repair. They emphasize that affordability plays a significant role in their
decision-making process. For items that are relatively inexpensive to replace, P9 tends
to view repairs as less cost-effective and time efficient. However, they also acknowledge
that for high-value items such as a car, where repair costs may be substantial but still less
than the expense of buying a new vehicle, the repair option becomes more appealing.
Availability for repair followed closely in importance, with participants giving it seri-
ous consideration. The accessibility of repair services also played a notable role. The
perceived technical difficulty of the repair task influenced decisions, with participants
tending to favour tasks they felt competent to handle. The age of devices had low impact
on participants‘ decision making. When discussing the importance of a device’s age in
the context of repairs, one participant, P8, emphasized that age alone is not a decisive
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factor. They pointed out that the significance of the device’s age hinges on other vari-
ables. Whether a device is expensive and relatively new or an expensive one that has
aged, P8 stated that they would assign it the same level of importance when consider-
ing repairs. The time required for repairs ranked lower in the hierarchy of importance.
Finally, the physical attributes of the devices, such as size and weight, were the least
significant factors when it came to repair decisions. P11 expressed the perspective that
when a device requires repair, its size becomes inconsequential.

As delineated in the methodology section, beyond exploring the factors influencing
repair decisions, one of the other aims of our study is to delve into participants’ repair
choices across various devices (Please see Fig. 1 below). Thus, the figure provided herein
displays five distinct devices alongside participants’ rankings regarding five different
repair-influencing factors. The color-coding adjacent to the table denotes rankings, with
pink indicating the highest ranking and purple indicating the lowest.

Fig. 1. Devices and factors influencing the repair decision

Participants expressed varying preferences depending on the type of device in ques-
tion. They mentioned considering different factors at the same time and trying to come
up with a final thought is challenging. One of the participants stated that she is trying to
find a good balance between all the factors. The price of the device, the people involved,
the purpose of the device, whether it was firsthand or second hand, and whether you had
the warranty were all considered among a lot of different factors (P3).

Upon closer examination of the findings presented in the table above, it becomes
apparent that, for instance, concerning washing machines, the majority of participants
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expressed a willingness to invest more in both repair services and the necessary parts
for repairs. Additionally, participants anticipated that washing machines, given their
crucial role in household functioning, might have a higher age and technical complex-
ity compared to other devices. However, given the essential role of washing machines
in maintaining household operations, participants were reluctant to endure prolonged
repair durations, emphasizing the need for timely resolution to ensure the continuity of
household services. As one of the participants put it with respect to washing machine
(P2), for example:

P2: I think I would be willing to pay more to get the washing machine repaired and
obtain the reports. And again, with the assumption that I would want it to last at least
five years for the washing machine. So, if I could repair it and it could last that long, I’d
happily spend the money. Whereas if it was just going to be a temporary fix, I wouldn’t.
Um, but I would want it back immediately. You know, I’d really struggle to send it off,
as it would suck to live without a washing machine since there are 6 adults there, a baby,
and a dog, and it would be awful. So, I’d want it back immediately. And if it couldn’t be
fixed really quickly, then I would replace it because it’s a necessity to have it for me.

In contrast to washing machines, the smart thermostat, despite being a household
device, does not hold the same level of significance for our participants when considering
repair.Our participants consistently gave the smart thermostat lower ratings across all five
factors influencing repair decisions. One participant highlighted the distinction between
these two devices:

Researcher: What about smart thermostats and smart washing machines? We use
them daily, but are they equally important to you?

P15:Yeah, I wouldn’t say so. I can livewithout knowing the temperature ofmy home.
I can measure it manually if I really need to. But yeah, it is less important. However, for
the washing machine, it’s quite important.

This differentiation in perceived importance sheds light on the varying attitudes par-
ticipants hold towards repairing different types of smart devices within their households.
Moreover, when contemplating various devices in diverse situations, participants also
raised the subject of emotional attachment to these devices and how this attachment
influences the factors they take into account when deciding whether to repair them.
This discussion highlights the profound personal connection individuals have with their
devices and how this emotional bond plays a pivotal role in shaping their repair-related
considerations and choices, illustrates P13 with respect to smart children toy:

P13: The children’s toy holds an emotional connection. I just think about it this way:
my child may be very attached to that specific toy, and you know how children can
be – they often need that exact same toy. So, yeah, I’m willing to pay whatever it takes,
I’m willing to wait, and I’ll do whatever I can to ensure it gets fixed and returned to the
child.

4.5 Current and Future of Repair and Expectations

In fact, 14 out of the 20 scenarios revealed that most participants shared similar pref-
erences when it came to their favoured repair approach (please see Fig. 2 for more
information). This consistency in preferences suggests that certain factors or consid-
erations strongly influence participants’ decision-making processes. Therefore, in the
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remaining part of this section, we will delve deeper into the practical and everyday
reasoning of our participants that emerged as they discussed their preferences.

Fig. 2. Spectrum of the Repair

Self-repair.
In 8 of the 20 scenarios presented (as evidenced in Fig. 2), participants leaned towards
self-repair with online support, such as YouTube videos or websites like iFixit. While
varied reasons drove this choice, some common factors emerged. For example, past
experience with a similar issue often gave participants the confidence to handle the
repair themselves. For example, P9 had prior experience of fixing a cracked screen
on her wearable health tracker with the aid of online tutorials. Participants also leaned
towards individual repair with online support due to the prevalence of shared experiences
on common issues. They believe that the ubiquity of a problem often leads to a wealth
of insights and solutions available on various online platforms. The shared collective
wisdom, often detailed on websites, forums, and social media, instils confidence in
individuals facing similar issues, encouraging a DIY approach to repairs.

Participants who preferred online support for self-repair also often chose websites,
forums, and general web searches over brand-specific applications. They expressed con-
cerns that individual apps for different devices and brands could lead to clutter and ineffi-
ciency. As P5 elaborates, “When I face a technical issue, I first look for solutions on user
forums or online communities,” a sentiment rooted in the practicality and accessibility
of real-world advice and solutions. This gravitation towards peer insights underscores a
communal level trust, where real-life experiences are deemedmore valuable than official
manufacturer guidance, as P8 echoes, “Manufacturer manuals are often too technical…
I prefer watching YouTube videos where someone walks me through the troubleshooting
process.”
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Seeking Support for More ‘Complex’ Repairs. Our study participants frequently
associated the complexity of a problem with their level of prior experience in trou-
bleshooting and repair. In essence, if they lacked prior experience in addressing a par-
ticular issue, they were more inclined to label it as a complicated problem. For instance,
if a smart washing machine exhibited behaviour such as running endlessly or repeat-
edly starting and stopping without completing a washing cycle, participants commonly
regarded these symptoms as indicative of a complex issue (P3) and emphasized the need
for expert guidance (P1). Hence, it is noteworthy that the majority of our participants,
specifically 9 out of 15, expressed a preference for reaching out to the manufacturer’s
support as their initial contact point when faced with software problems in their smart
washing machines. Other examples are, encountering a battery issue with brand-new
smart shoes or realizing a smart thermostat has been compromised, putting sensitive
data at risk. In these situations, the manufacturer is seen as the most reliable resource for
assistance. The tendency to seek help from the manufacturer highlights the significant
level of trust users have in the companies that create these products, particularly for
resolving software and security issues. P5 echoed this sentiment, emphasizing the value
of the manufacturer’s support due to their intimate knowledge of the product and an
inherent obligation to assist their customers, underscoring their accountability for the
products they produce.

Social anxiety emerges as another factor affecting the decision to repair as it is influ-
enced by the communication preferences of participants when seeking repair support.
The aversion to direct phone conversations is identified here, with participants like P11
articulating, “I don’t want to talk to someone on the phone, but I would be happy to chat
to customer support.” This inclination towards text-based interactions underscores the
nuanced role of social dynamics in shaping engagement with support services.

Not Choosing to Repair. Certainly, repair does not always represent the chosen course
of action for our participants. At times, participants deemed certain device malfunctions
too critical to even attempt a repair. Instead, they chose to discontinue its use entirely.

Participants were happy to have reduced functionality and use the smart devices
without smart future of it. Instead of having smart watch, P2 is happy kept using it as
a watch, if the wearable health tracker starts generating unexpected or incorrect data
about their physical activities. P13 provides another reason for participant to prefer not
choosing to repair:

P13: If health tracking is very important to me, I would say there is no need to
repair it. I’ll just replace it because when it comes to health, accuracy is crucial. You
need something that provides correct information, especially since health data is very
sensitive. So, I prefer to have a brand new one that’s working perfectly rather than a
repaired one that might still provide inaccurate information.

Furthermore, participants exhibited similar attitudes towards issues such as reduced
battery life in smart shoes (P3) or synchronization problems with companion apps (P12,
P13). Additionally, instances were noted where participants discovered privacy concerns
with certain smart devices, such as a child’s smart doll transmitting sensitive user data
insecurely (P2, P3, P4, P6, P7, P8, P10, P11, P12, P13, P14), or a chatbot inadvertently
exposing user data to unauthorized entities (P2, P3, P4, P5, P6, P7, P8, P10, P11, P12,
P13, P14).
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Lastly, sometimes the decision to repair or not is dependent upon the context, cul-
ture and resources available. Some participants expressed that in urban environments,
accessing repair services was straightforward, as opposed to rural settings, where repair
resources, services and alternatives might be scarce. P10 shared their perspective, con-
trasting their current urban living situation with an upcoming move to rural Malaysia,
where repair resources might be less accessible.

5 Discussion

As stated in the literature review section, our findings also emphasized that the repair
decision-making process is complex, influenced by various factors that emerged in dis-
tinct contexts within the study. Factors influencing repair decisions varied among par-
ticipants and malfunctioning devices, but the most common included cost of repair, age
of devices, and time of repair. Similar to general technological devices, our study indi-
cates that users evaluating IoT devices take into account factors such as their ability to
perform repairs, trust in repair sources, device condition (first or second-hand), warranty
status, parts accessibility, confidence in personal repair skills, and the intended user of
the device.

Building upon the research by Roskladka et al. [17], we extended our inquiry to
explore participants’ repair attitudes towards a diverse array of smart devices, including
Smart Watches, Smart Speakers, Smart Thermostats, Smart Toys, and Smart Washing
Machines. Contrary to the notion that repair attitudes may be specific to certain device
types, our findings indicate a nuanced adaptation of decision-making strategies based on
the device’s nature and specific usage scenarios. For instance, participants demonstrated
a greater willingness to allocate resources towards repairing essential household devices
like washing machines, driven by the imperative of household continuity. However, this
commitment to repair was tempered by a reluctance to endure prolonged repair dura-
tions, highlighting the delicate balance between practical necessity and inconvenience.
Furthermore, our investigation revealed the significant influence of emotional attach-
ment to devices on repair decisions, particularly evident in scenarios where participants
considered the sentimental value associated with certain smart devices. As exemplified
by P13’s experience with a smart children’s toy, emotional connections to such devices
can often outweigh purely pragmatic considerations, complicating the decision-making
process. This underscores the multifaceted nature of repair attitudes and the need for a
holistic understanding of users’ emotional and practical motivations in navigating repair
decisions across various smart device categories.

In conjunctionwith the literature highlighting age [14] and gender [1, 9] as influential
factors in repair decisions, our study extends these considerations to repair responsibil-
ities within households. Additionally, we unveil a range of household-specific factors
that impact repair decisions among participants. One such factor is the expertise level
of household members in handling different types of repair tasks. While some individ-
uals may excel in hands-on tasks, others may be more adept at tackling technical issues
related to devices. This division of labour based on skillset contributes to the allocation
of repair responsibilities within households.

Furthermore, social dynamics within the household, such as parental responsibili-
ties and financial situations, play a crucial role in shaping repair decisions. For instance,
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individuals may prioritize repairs differently based on familial obligations or budget
constraints. Additionally, repair decisions often involve collaborative efforts among
household members, with discussions and negotiations taking place to determine the
most feasible course of action. These social dynamics add layers of complexity to the
repair decision-making process within households, reflecting the intricate interplay of
personal, familial, and financial considerations.

Also, the role ofmanufacturers concerning the right to repair holds significant impor-
tance [10, 16]. While some companies actively contribute to sustainability efforts by
offering repair options and reducing electronic waste, others oppose right-to-repair leg-
islation and restrict repair opportunities for users. However, there remains a gap in
research regarding the specific areas where users require manufacturer assistance and
their underlying concerns in this regard. In our study, we delved into this aspect and
uncovered valuable insights. Participants in our research demonstrated a clear correla-
tion between the perceived complexity of a repair issue and their level of prior experience
in troubleshooting and repair. When faced with unfamiliar or intricate problems, partic-
ipants tended to view them as more challenging and sought expert guidance. Notably,
for issues such as software problems or security breaches, participants expressed a pref-
erence for reaching out to the manufacturer for support. This preference underscores the
substantial trust users place in manufacturers to effectively address product issues. Par-
ticipants emphasized the value of manufacturer support, citing the company’s intimate
knowledge of the product and their perceived responsibility to assist customers. These
findings shed light on the critical role of manufacturers in providing technical support
and assistance to users facing complex repair challenges. Moreover, they underscore
the accountability of manufacturers in ensuring the functionality and longevity of the
products they produce. Moving forward, further research in this area can help elucidate
users’ specific needs and concerns regarding manufacturer assistance, contributing to
more informed policy discussions and industry practices related to the right to repair.

5.1 Design Recommendations

Based on the above empirical study and its resulting findings and discussion, we propose
a focused set of recommendations to the HCI community, who is positioned uniquely
in terms of it multidisciplinary which brings together computing, design, education and
policy. These recommendations are set forth to be taken up by researchers, designers and
developers aiming to embed reparability as an inherent property into future IoT making,
management and maintenance. These recommendations, derived from actual user wants
and needs unveiled in the study, when applied, become a practical and tangible set of
guidelines that would help support the users’ with their everyday repair decisions and
processes.

Making the process of troubleshooting easy, quick and accessible: Helping the user
quickly understand what is wrong with their device, the alternatives available for fixing
it and the expense (time, money and effort) the process entails become an important
necessity that is currently underserved. This needs to be responded to so that the users
are informed enough to make decisions around the next steps of who to contact, what
spare parts or tools to access, the most efficient and effective pathway to getting their
device repaired etc. HCI research, through its user centred approach and design led
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methodologies becomes the premier pathway to solutions in this scope which calls for
responses that distil large knowledgebase around repair to the focused and user-friendly
interventions that this gap seeks.

Effective use of multi-media: To allow for effective dissemination of repair related
information, a call to move away from just text based instructional guides is highlighted.
Here, we see a need for a mix of media, from audio-based call support or conversational
agents to instructional videos to detailed specification documents, each designed to suit
a different kind of user and their unique contexts and needs around repair. To understand
user contexts around their optimal media type and the very design and dissemination of
the instructional asset through this media requires meticulous user centred research, yet
another challenge the HCI community should undertake.

Regulated online communities: Where official support is not often prevalent, users
turn to post-official communities, Facebook groups and other social media forums that
support the repair of their devices. But being unregulated, the trust in these measures
would be less than if such communities for repair support are maintained in conjunction
with manufacturer stake. This would help with access to official documentation, more
accurate recommendations and mitigation of risks from unofficial repairs which could
prove harmful if done by inexperienced users. Bringing together the interests of multiple
stakeholders, prioritising the user requirements and developing novel strategies for com-
puter supported co-operative work that enable this emergent landscape of technology
circularity through repair are challenges that need a holistic, yet multi-disciplinary and
applied intervention, all of which speak to the HCI ethos.

Access to manufacturer: Currently, repair as an alternative to replace stays very weak
due to the lack of support from manufacturer side. To move away from this status-quo
to one that actively enables repair requires multiple avenues of connection between the
manufacturer and user. This could be through direct customer support, manufacturer
regulated communities and forums, manufacturer whetted instructional resources or
even manufacturer enabled processes for quickly assessing a fault, acquiring legal and
appropriate spare parts etc. HCI, being the host to several research domains identified
here (online communities, computer supported co-operativework, interaction design and
user-centred research) would be the perfect point of amalgamation of these priorities to
support the realisation of a technology future where repair is live through an active
system of communication and collaboration between the key stakeholders of a circular
(technology) economy.

Equal responsibility through empowerment:Our findings showa spectrumof respon-
sibility levels around repair decision making and actions. These variations are often
socially derived and a reflection of lack of resources and support that cater to a more
diverse set of all backgrounds and contexts. Within families and co-located situations,
we see a dependence on certain individuals who are assumed to have more knowledge
and experience. On a wider scale, we see reports of a complete lack of access to repair
resources depending upon the geographic location. This social divide that exists on a
global scale seeks to be alleviated, for which future design needs to look into alternatives
of empowerment through open access to repair information, more accessible knowledge
assets, modularity in device design, transparency of software architectures and more
inclusive efforts towards maintenance and repair initiatives. Understanding equitability
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challenges at several levels of the social system (from the home to a global scale) is
a herculean challenge that requires a combined effort from social science, psychology,
computing and design together to explore the landscape, explicate the nuances at each
level and expound responses that speak to the myriad different contexts across layers.
Here, again HCI being a hub for these very domains, along with its methods that render
it capable to work at the different social strata, with different sets of stakeholders and
their corresponding situations make HCI a key player in the near future of reparability
research for technology and beyond.

6 Conclusion

In conclusion, our study sheds light on the intricate factors influencing repair decisions
for IoT devices, particularly within households. We’ve highlighted the importance of
economic, emotional, and practical considerations in repair choices, emphasizing the
role of factors such as device age, household repair expertise, social dynamics, and
manufacturer support. Proposing design recommendations for the HCI community, we
advocate for embedding reparability into future IoT devices and promoting user-centred
approaches to troubleshooting. Regulated online communities and improved access to
manufacturer support are also essential. Addressing social inequalities in repair access
is crucial, requiring collaborative efforts across disciplines. Our findings contribute to
informed policy discussions and industry practices, aiming to foster sustainable and
user-centric repair solutions in the evolving landscape of IoT technology.
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Abstract. This paper emphasizes the significance of embracing the more-than-
human perspective, which goes beyond conventional human-centered design
approaches and offers a foundation for innovative design methodologies. We will
delve into the fundamental concepts underpinning the more-than-human perspec-
tive, elucidating its core principles. Following this, we will present recommenda-
tions on integrating this perspective into distinct design methodologies, fostering
a comprehensive and inclusive approach to design. Furthermore, the paper will
illuminate the practical implications of adopting the more-than-human perspec-
tive through three detailed case studies. These case studies will serve as practical
illustrations of how this perspective can influence the design process, unlock novel
design possibilities, and contribute to the development of innovative solutions. By
delving into these real-world scenarios, we aim to showcase the tangible benefits
and transformative potential of the more-than-human perspective in the realm of
design.

Keyword: Entanglement ·More-than-Human · Posthuman · Hybrid ·
Affordance · Ontological Turn · Practice Theory · Generative AI

1 Hybrid and Entangled World

In recent years, the design field has witnessed a growing interest in shifting away from
the traditional human-centric approach, ushering in a more inclusive design paradigm
referred to as More-Than-Human Design (MTHD) [9, 14, 30, 35] for investigating a
variety of wicked problems in our entangled world. The term” entangled world” refers
to the interconnectedness and interdependence of various elements and phenomena in
the contemporary global context. It suggests that different aspects of our world—such as
technology, economies, cultures, societies, and the environment—are deeply intertwined
and influence each other in complex ways. This interconnectedness can be observed
on various levels, including social, economic, political, and environmental dimensions.
Design researchers and practitioners are actively exploring collaborative designmethods
and strategies that encompass not only humans but also objects, animals, and robots
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as integral constituents of the design process. MTHD research finds strong resonance
with postpluralist ideologies, including actor-network theory, philosophy of science,
and the critical intersection with posthuman concepts [14]. In the domain of human
technology hybrid design, researchers are proactively forging their distinct approaches
and methodologies, finely tailored to the realm of design. This paradigm shift reflects
an evolving landscape in design thinking, where the boundaries of design expand to
accommodate a richer and more diverse set of actors in the design process.

The burgeoning MTHD approach in the design domain exhibits two notable trends.
One of these trends is rooted in the growing environmental crisis, which has led sci-
entists to reevaluate the concept of human dominance over other species [8, 12, 32].
Design methodologies focused on sustainability are moving away from presumptions
of one species’ superiority over another, and instead, they are exploring alternatives
that promote the overall well-being of the ecosystem. Some proponents suggest that
MTHD theory could serve as a valuable framework for reevaluating global human-
nonhuman interactions during the “Anthropocene” epoch, transcending the reliance on
human-centric criteria [5].

Another significant trend is related to the evolving concept of what defines a product.
A crucial driver behind this profound shift in the product’s definition is the move from
static physical objects, as commonly seen in traditional “industrial products” to dynamic
and adaptable entities [14, 38]. This transformation has been significantly accelerated by
the widespread integration of connectivity, machine learning, and artificial intelligence
into our daily lives. The emergence of new sensing technologies and advanced data
processing capabilities has enabled products to undergo substantial evolution, moving
beyond their previous roles as passive objects to become active agents that influence
relationships and interactions with individuals [35]. This change in concept and ontology
prompts a reevaluation of the boundaries between humans and technology.

For instance, domains like virtual reality, social robotics, digital assistants, and neu-
roimplants challenge the conventional boundary between humans and machines, raising
questions about the essence of humanity versus technology. Furthermore, this transition
emphasizes the relational nature of design, positioning intelligence not as an inherent
trait of machines or humans, but as an emergent property arising from their interactions
[36, 40]. Designers must now shift their focus away from the traditional singular user
or product to encompass multifaceted considerations involving various products, ser-
vices, stakeholders, and their intricate interplay. This shift presents a challenge to the
established paradigm of human-centered design [9, 14, 16, 32]. Together, these elements
suggest the potential for a paradigm shift in Human-Computer Interaction (HCI), mark-
ing the advent of the third wave of HCI [4]. However, it’s important to note that the HCI
and design discourse on MTHD is still in its early stages [14].

This paper focuses on the “more-than-human” perspective, departing from conven-
tional human-centered design paradigms to encompass nonhuman elements. Its purpose
is to introduce the foundational concepts that underpin this perspective and explore
the potential for innovative design methodologies it offers. Additionally, it delves into
how the more-than-human perspective can impact design through the lens of three case
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studies. It’s clear that this emerging perspective, in contrast to the traditional human-
centered design approach, provides a spectrum of viewpoints and the potential to unlock
new possibilities.

2 Research Background

2.1 Agential Realism and Entanglement

Agential realism is a theoretical approach rooted in the entanglement theory of physics,
conceptualizing the close interconnection of matter and meaning, as well as human
beings and the environment. Proposed by physicist and philosopher Karen Barad and
extensively detailed in her primary work, “Meeting the Universe Halfway: Quantum
Physics and the Entanglement of Matter and Meaning” [3], the theory employs the
notion of agential cuts to underscore the process of segregating material agency and
situating it within specific relationships and states.

Fig. 1. Agential Realism and Agential Cuts

Agential realism introduces the concept of “intra-action” to emphasize that entities
(both human and nonhuman) do not preexist their interactions but rather emerge through
those interactions. This challenges traditional notions of interaction and causality. Intra-
action underscores the entanglement of different elements and the continuous process
of becoming through their relations. Also, agential realism stresses the agency of both
human and nonhuman actors. It recognizes that material entities, such as technologies
and objects, play an active role in shaping social practices. The material world is not
passive but actively participates in the constitution of reality.

As illustrated in Fig. 1, agential cuts reject the dichotomy between material and
meaning, defining agency interactions with precision. This process is arbitrary, allowing



Exploring Opportunities from the More-than-Human Perspective 75

researchers and observers to opt for different cuts. The flexibility and richness of agential
realism emerge from these various cuts, generating diverse understandings and interpre-
tations. In this theory, the separation facilitated by agential cuts signifies an inseparable
interrelationship between the observer and the observed. Implicit in the observer’s anal-
ysis of the object is the notion that the observer is intricately intertwined with the object.
This introduces a novel theoretical approach to the intricate interactions of matter and
humanity, meaning and the environment, fostering a comprehensive understanding of
the entangled phenomenon.

2.2 Actor Network Theory

Latour criticizes the concept of “social explanations” rooted in the binary division of
society and the individual, which is prevalent in traditional sociology and, in his view,
overly simplistic and homogenous [31]. He labels this as the “sociology of society.” In
contrast, Latour advocates for a “sociology of relations,” a perspective that emphasizes
the intricate and unpredictable interactions among actors in everyday practices, where
individual “actor” entities play essential roles in reshaping various aspects of the world
[31]. In this framework, “society” is no longer the central focus of analysis; instead,
attention shifts to the connections between actors and the dynamic processes through
which these connections undergo transformation.

From this perspective, Actor-Network Theory (ANT) provides a unique analytical
approach compared to traditional HCI methodologies. ANT places its emphasis on the
interrelated and inseparable nature of various actors, including humans, objects, social
factors, and technology. Services, in essence, emerge as hybrid networks composed of
these human, object, social, and technological elements, requiring their consideration
as a unified entity. Changes in one actor are understood to have an impact on the entire
network. Therefore, when exploring the meaning of services concerning the affordances
provided by these hybrid networks, it’s inadequate to focus solely on human actors. It
is essential to reevaluate the dynamic behaviors of stakeholders from a perspective that
encompasses both humans and their associated actors. This opens up new interpretations
that diverge from traditional research and provide insights into novel understandings that
take into account the influence of nonhuman actors.

ANT conceives social phenomena as intricate networks involving a diverse array of
actors. It adopts a relational perspective in which every actor, be it human, natural object,
artifact, or any other element, is intricately interconnected, forming an inseparable net-
work [7]. The actor-network is a concept that not only encompasses human connections
but also signifies a condition in which various actors, including humans, objects, society,
technology, and nature, are interlinked and function as indivisible entities. Each actor
is accorded equal status as a constituent of this network. Latour further characterizes
ANT as a “sociology of translation,” asserting that there are no notions of society, social
domains, or social bonds. The essence of ANT lies in tracing the translation activities
undertaken by the actors that constitute the network.

Despite their distinct theoretical origins, both agential realism andANT share a com-
mon emphasis on relationships and interactions for attacking a variety of wicked prob-
lems in our entangled world. They diverge from reductionist perspectives and recognize
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the intricate connections within systems. While agential realism underscores entangle-
ment and the inseparability of the observer and the observed, ANT focuses on networks
of relations among various actors. The interplay of these perspectives enriches our com-
prehension of complex phenomena. Therefore, agential realism and ANT contribute to
a nuanced understanding of complex systems, each providing unique insights into the
relational nature of phenomena while stemming from different academic disciplines.

2.3 Posthuman and Speculative Realism

Contemporary developments in posthumanism focus on the interaction between humans
and technology, exploringkey themes that leverage cutting-edge technologies such as vir-
tual reality (VR) and augmented reality (AR). These technologies aim to enhance human
capabilities and perceptions, create new realities, and transcend physical constraints [5,
13, 18, 19].

The ontological shift represents a significant advancement in posthumanism,moving
beyond the limits of anthropocentrism to emphasize the status and agency of nonhuman
entities [21]. This includes exploring the complex relationships with nonhuman ele-
ments, like animals, technology, and the environment, and examining their impact on
the shaping of society. Ethical perspectives are also under scrutiny, encompassing rela-
tionships with animals, the use of artificial intelligence (AI) and autonomous technology,
and environmental consequences—all while taking into account the needs and interests
of nonhuman entities.

Furthermore, contemporary posthumanism focuses on the human body and physical-
ity, aswell as the integration of humans and technology facilitated by advances in biotech-
nology, wearable devices, and human-machine interfaces. Environmental posthumanism
emphasizes the interconnectedness of humans and the environment, breaking down the
traditional human-nature binary. In this context, research explores the ecological impact
of human activities and their interplay with the environment.

Lastly, posthumanism explores scenarios in which the boundary between human and
nonhuman existence becomes blurred, along with considerations about future existence
and intelligence. These discussions are of paramount importance in the context of ethical
implications and challenges associated with technological interactions. Recent trends in
posthumanism bring forth new perspectives on human-technology interactions, and we
are deeply concerned about their far-reaching implications.

Speculative Realism encompasses a collection of philosophical movements within
contemporary philosophy that challenge conventional philosophical paradigms [20]. A
fundamental characteristic of this philosophical wave is its critical departure from estab-
lished anthropocentrism and subjectivism. Speculative realist philosophers emphasize
the existence not only of human beings but also of matter, nature, and the universe. They
argue that these entities possess autonomy and significance.

The connection between speculative ontology and posthumanism can be elucidated
through the following pivotal points. Firstly, in their exploration of concepts, both engage
in imaginative and creative conceptual investigations, encouraging us to contemplate
novel facets of reality. Speculative ontology delves deeply into the nature of reality,
whereas posthumanism encourages us to envision future possibilities among diverse
entities, transcending our current understanding.



Exploring Opportunities from the More-than-Human Perspective 77

Secondly, in their efforts to dismantle anthropocentrism, both challenge conventional
anthropocentric viewpoints. Instead, they offer more inclusive perspectives that recog-
nize the subjectivity and significance of nonhuman entities. Additionally, within their
ethical considerations, both frameworks incorporate ethical concerns. Speculative ontol-
ogy scrutinizes the ethical ramifications of hypothetical scenarios, while posthumanism
centers on ethical issues like human augmentation and environmental impact.

Finally, in relation to speculative posthuman futures, speculative ontology and
posthumanism share a mutual interest in the future. Speculative ontology explores pos-
sibilities that extend beyond the traditional human condition, whereas posthumanism
contemplates a future shaped by technological, ecological, and social transformations.
In summary, speculative ontology and posthumanism enhance our understanding of real-
ity and existence, prompting us to reconsider our relationship with the world and the
uncharted possibilities that lie ahead.

2.4 Anthropology and Ontological Turn

The ontological turn in anthropology signifies a significant paradigm shift that unfolded
in the early 21st century, representing an effort to question conventional methodologies
and reevaluate the nature of human existence and social realities [15, 21]. Unlike earlier
approaches that focused on external observations and analyses of culture and society, the
ontological turn adopts a distinct viewpoint, centered on the multifaceted and intricate
ways in which individuals perceive and engage with their own world [10, 24, 30].

The ontological turn in anthropology exhibits several distinctive features:

1. Recognition of Diverse Ontologies: This shift acknowledges that various cultures and
social groups hold distinct ontological perspectives. It challenges the assumption of
a single, universal reality and underscores the coexistence of multiple ontological
viewpoints. Anthropologists embracing the ontological turn value and respect these
differing beliefs, striving to comprehend the various realities they entail.

2. Relational Nature of Existence: This paradigm shift examines the interrelationships
between humans and nonhuman entities. It challenges anthropocentric Cartesian
dualism, emphasizing the interconnectedness and interdependence of all beings.

3. Reevaluation of Subjectivity: The ontological turn reevaluates conventional notions
of subjectivity and personality. It questions the assumption that only humans possess
subjectivity and influence over social and natural phenomena. Instead, it offers a fresh
perspective on the constituent elements that constitute personhood.

Indeed, the ontological shift in anthropology signifies a fundamental change in per-
spective. It highlights the significance of comprehending and honoring diverse onto-
logical convictions and the intricate interplay between humans and their surroundings.
Through an inclusive and participatory approach, anthropologists aim to cultivate a
deeper appreciation of the intricacies inherent in human existence and social reality. This
paradigm shift not only enriches the field of anthropology but also makes meaningful
contributions towider discussions on cultural diversity, indigenous rights, environmental
conservation, and various other pertinent topics.
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2.5 Affordance and Thoughtless Act

Suri’s concepts of the “Thoughtless Act” and “affordance” hold significance in com-
prehending human interactions with their environment within the realm of design [45].
“Thoughtless Act”, as articulated by Suri, pertains to thoseminor actions that individuals
perform in their everyday lives without conscious deliberation. These actions typically
arise from what are known as “affordances” embedded in familiar situations and envi-
ronments. The notion of “affordance” was originally introduced by Gibson [17] and
refers to the inherent potential behaviors and interaction opportunities that an object or
environment offers based on its physical attributes and human capabilities. For instance,
a chair affords sitting, a doorknob affords turning, and a touchscreen affords tapping.
These concepts shed light on how individuals instinctively and intuitively respond to
their surroundings, guided by their perception of these affordances. From a design per-
spective, comprehending these subconscious human behaviors can lead to the creation
of more effective designs. By taking into account the affordances presented by design
elements, designers are better equipped to deliver intuitive and user-friendly experiences.

Individuals frequently perceive affordances, a phenomenon driven by their adaptive
capacity shaped by previous experiences and the contextual factors in their surroundings.
This perceptual process often results in actions performed instinctively, with individuals
responding in accordance with their perceived affordances. Consequently, unconscious
actions influenced by affordances play a pivotal role in how we navigate objects and
spaces, fostering innovative approaches and novel uses. When affordances are transpar-
ent and intuitive, individuals are more inclined to experiment with diverse methods and
explore innovative ideas. The comprehension of unconscious behavior and affordances
carries immense significance in user-centered design. Designers endeavor to ensure that
design elements align with people’s inherent inclinations, facilitating users to engage in
an intuitive experiencewithminimal cognitive load. In essence, the concepts of “unthink-
ing action” and “affordance” constitute fundamental aspects in comprehending people’s
subconscious behaviors and interactions with their environment within the realm of
design, ultimately contributing to the attainment of more effective design solutions.

2.6 Safety-I and Safety-II

In a context distinct from anthropology, a parallel trend is emerging, centering around
discussions related to the ontological shift. Safety-II, an approach to safety endorsed
by prominent international human factors authorities like Hollnagel, places its focus on
adaptive flexibility to ensure and enhance safety, in contrast to the traditional Safety-
I approach that primarily seeks to eliminate human error [22]. Human error, viewed
as a root cause of accidents, is defined as “human actions leading to unintended con-
sequences,” and the conventional approach has revolved around the minimization of
human error to ensure safety. This involves preventing “deviations from predefined and
correct procedures” while emphasizing the enhancement of human reliability. Crucially,
the safety of a technical system hinges on its proper functioning. Systems that operate
flawlessly contribute to safety, while those that malfunction are prone to accidents. This
concept extends its applicability to both physical systems and business processes. In
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the pursuit of safety, enhancing human reliability becomes imperative, with the ultimate
goal of reducing the incidence of human error to nearly zero.

Safety-I primarily approaches safety from a technical standpoint, operating under the
premise that accidents can be averted by correct system operation. Nevertheless, Safety-
I, on its own, may not offer a comprehensive solution for accident prevention within
complex social and natural settings. In contrast, Safety-II places a strong emphasis on
adapting to varying situations and circumstances, aiming to secure safety by enhancing
human reliability. Referred to as resilience, this approach underscores the enhancement
of coordination competencies. Safety-II represents a reevaluation of the conventional
safety paradigm, aligning it with the requirements of contemporary society. The term
“resilience” finds applications across diverse fields, encompassing biology, ecology, and
psychology, and underscores the capacity for adaptability and robustness. In the context
of Safety-II, the goal is to optimize the resilience of the system, requiring a focus on
management responsibilities as a pivotal component of the approach.

3 More-than-Human Perspectives and Postpluralism

3.1 Superhuman

The connection between the concept of “superhumans” and technology is multifaceted.
Generally, “superhumans” surpass the conventional duality of nature and society, pos-
sessing extraordinary capabilities that exceed those of typical individuals. Technology
serves as a facilitator or amplifier for these superhuman capacities.

1. Human Augmentation: Technology provides the tools to enhance physical capabil-
ities. Artificial limbs, exoskeletons, brain-computer interfaces, and similar devices
have the potential to significantly improve the abilities of individuals with physical
disabilities, elevating them to superhuman levels.

2. Artificial Intelligence and Cognitive Enhancement: Cutting-edge artificial intelli-
gence can perform complex tasks at high speeds and sometimes exhibit cognitive
abilities that exceed those of humans. Machine learning and natural language pro-
cessing have the potential to enhance human cognition and improve decision-making
processes.

3. Biohacking and Transhumanism: Through genetic engineering and nanotechnology,
biohacking aims to enhance both the body and the mind, potentially paving the way
for the development of superhuman attributes.

4. Cybernetics and Cyborgs: The convergence of humans and machines through cyber-
netics has the potential to create cyborgs and amplify human capabilities. For example,
brain-computer interfaces can enhance cognition and memory.

5. Blurred Boundaries: The interaction between technology and superhuman enhance-
ments blurs the lines between humans and machines, prompting profound philosoph-
ical inquiries. This intersection gives rise to profound questions about the essence of
humanity and individual identity.

Technology plays a pivotal role in shaping and redefining the concept of “super-
human.” However, it is of paramount importance to adopt a balanced approach that
considers ethical considerations and social repercussions.
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3.2 Hybrids and Boundary Objects

The connection between ANT and hybrids plays a fundamental role in understanding
the complexities of the social domain. ANT challenges traditional social theories by pre-
senting a network-centric perspective in which various actors, including both human and
nonhuman elements, influence each other. Hybridity, a conceptual framework, explains
how diverse actors come together within the network to create new entities or assem-
blages. According to the ANT paradigm, actors encompass not only humans but also any
conceivable entities, such as animals, technology, institutions, ideas, and natural forces.
These actors interconnect to form networks that are in a constant state of change. ANT
assigns equal importance to all actors and views agency as dispersed and dependent on
relationships.

Hybrids are essentially products or combinations that emerge as a result of diverse
actors influencing each other, creating new connections and interdependencies. They
serve as evidence of the fresh meanings and capabilities that result from these intricate
interactions among actors.Hybrids can take on either stable or transient forms, depending
on how these interconnected actors come together. The primary purpose of hybrids is
to provide a framework for understanding how different actors connect, interact, and
shape the social landscape. This concept of hybrids is invaluable for understanding the
complexities of organizational restructuring, transformation, and societal evolution. In
essence, actor-network theory introduces a novel approach that enables a comprehensive
understanding of the vast diversity and complexity inherent in the real world.

Boundary objects are a pivotal concept in sociology and in the realm of scientific
and technological research, where they serve various roles across different communities.
These objects represent flexible units of information and data, open to different interpre-
tations within diverse communities. However, beneath this diversity, they encapsulate a
core identity or content that remains consistent. The concept of boundary objects was
first introduced in 1989 by Star and her colleagues [43]. These objects play a vital role
in fostering adaptability and resilience among various stakeholders working collabora-
tively. While they assume varied meanings across disparate social contexts, they share
a common underlying structure. As such, they function as a medium for facilitating
information recognition and translation between distinct communities.

The concept of boundary objects is widely accepted and applicable across a range
of fields, including computer science, informatics, and management. Their adaptability
allows them tomeet the diverse requirements of different organizations and communities,
serving as a medium for effective collaboration on shared tasks. Boundary objects play a
significant role by having the ability to reconcile localized understandings among various
actors and coordinate them, even in the absence of complete consensus. Furthermore, the
concept of boundary objects has expanded and has been applied to facilitate cooperation
between disparate communities and domains. They influence the meaning-making pro-
cess, especially in interdisciplinary and cross-cultural communication, harnessing the
potential of digital technologies to enable users to customize boundary objects to their
specific needs.
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3.3 Co-performance and Practice Theory

Co-performance aims to provide researchers and practitioners of HCI with a new per-
spective on the role of artificial agency in everyday life [29]. Co-performance is devel-
oped based on the practice theory [37, 41] and make the design focus from the issue
of agency distribution during design to the issue of embodied learning of both human
and artificial performers in everyday practice. The perspective recognizes the dynamic
differences between human and artificial capabilities and emphasizes the fundamentally
inverse relationship between professional design and use.

Agency in the practice theory refers to the ability or capacity to act that is demon-
strated through the performance of a practice. According to Schatzki, agency is classified
into two types: causal and performance [41]. Causal agency relates to making something
happen or helping it happen, while performance agency is the performance of an action
in a particular situation, while at the same time continuing the practice of which it is
a part. The performance of a practice tied to an entity as a social practice is a socially
shared idea of appropriate practice and persists across time and space. Social practice
consists of the sum of its performances, each performance representing a reinterpretation
of appropriate behavior in a situation. Performance is an important factor in shaping and
changing social practice.

Social practices are ideas of appropriate forms of shared and materially embed-
ded action. These are not abstract entities, but concrete knowledge and know-how as
“body/mind” [37]. The concept of co-performance applies this to both humans and
artifacts, emphasizing that changes in social practice involve concrete learning. In line
with repeated performances and altered bodies/minds, ideas of appropriate practices are
embodied and changed in the bodies/minds of both humans and artifacts. In other words,
what is considered appropriate is adaptive in context and changes over time, but from
a design perspective, the collaboration will focus on the changing division of roles and
responsibilities between human and artifact body/mind and envision appropriate inter-
actions between them. The co-performance integrates all the elements mentioned by
Reckwitz [37] in the situation and integrate them into the embodiment of the practice
in a way that makes sense and also summarized by Shove et al. as meanings, materials,
and competences [42]. In this way, the social practice is jointly formed by the human
and the artifact.

This approach is consistent with the idea of interaction and reciprocity between
nonhuman actions and human objectives in HCI, but focuses on the level of social prac-
tice rather than interaction, and on the passage of time rather than just specific actions,
which offers a new perspective on recursive relationships from a design perspective.
Co-performance requires that design must follow at the time of use, and at the time of
design involves the embodiment of ideas about specific appropriate performances, and
in interaction with the human performer, the artificial performer’s embodied tendencies
may lead to “appropriate” performances and inhibit others. Important in this interac-
tion are the differences between human and artificial body/mind and how these can be
capitalized both during design and during use.
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3.4 Invisible Things and Affordance

Smart cities are initiatives aimed at addressing a variety of local challenges through
the deployment of cutting-edge technologies to improve urban and regional functions
and services [1, 48]. This effort promises increased comfort and added value. By sys-
tematically monitoring various aspects within a city and leveraging computer software,
processes can be automated, and resources can be usedmore efficiently. Smart cities have
now become a focal point not only for the research community but also for businesses
and policymakers alike. However, the distinction between smart cities and digital trans-
formation (DX) has become increasingly blurred, complicating understanding for those
involved in these domains. To address these complex issues, adopting an affordance
perspective offers a valuable approach. This perspective is well-suited for designing and
analyzing multifaceted platforms like smart cities. Smart cities use technology to visu-
alize aspects of urban life that remain imperceptible to the naked eye, enabling them
to adapt services in real-time to current conditions. Moreover, these visual represen-
tations of various urban phenomena empower citizens to lead comfortable lives while
remaining aware of potential urban challenges. However, as exemplified in works like
“Hyper-Reality,” we must exercise caution, as an excessive provision of affordances
can inadvertently transform society into a dystopian reality [34]. It’s worth noting that
visualizing the imperceptible may lead to particular interpretations influenced by the
designer’s intentions [46]. Thus, careful attention is imperative when designing visually
presented affordances.

As mentioned earlier, the concept of affordance pertains to the potential actions and
utility offered by a specific environment or object, often shaped by concealed attributes
and elements. This concept is a focal point in the realms of cognitive science and epis-
temology, closely entwined with imperceptible elements. It encompasses the range of
actions and uses implied by an object’s or environment’s characteristics, including not
only those attributes readily discernible by sight but also the hidden elements that influ-
ence these affordances. For instance, consider a doorknob as part of an object, facili-
tating the affordance of turning. In this instance, the action of turning, though invisible
in itself, holds paramount significance. Affordances associated with an environment or
object may extend to include attributes or information not visible to the eye. For exam-
ple, stairs provide affordances for ascending and descending, yet they are influenced by
factors that evade visual detection, such as step height and the presence of handrails.
These concealed attributes assist individuals in their actions and decision-making when
using stairs. In the realm of technology and systems, invisible elements can similarly
contribute to the formation of affordances. Take, for example, a smartphone’s touch-
screen, which can detect finger movements and touch pressure, offering corresponding
operations and functions. The affordances provided by these touchscreens depend on
unseen sensor technology and software features.

In essence, the concepts of affordances and invisible elements share a symbiotic
relationship. When we seek to comprehend the spectrum of actions and utilities offered
by an object or environment, it is imperative that we consider the presence of these
imperceptible elements. Affordances, coupled with the influence of concealed attributes
and elements, underpin human actions and decisions, enabling individuals to effectively
engage with objects and surroundings. These perspectives hold particular significance
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in the context of comprehending postpluralism, where the intricate interplay between
nature and society unfolds in multifaceted ways.

3.5 Postphenomenology and Multistability

Postphenomenology is a philosophical framework firmly grounded in the tradition of
phenomenology [23, 39]. It seeks to uphold the core tenets of phenomenology while
engaging in an extensive examination of the profound impact of technology on human
experience and perception. Here is a brief overview of some of the central principles of
postphenomenology:

1. Technological Mediation: Postphenomenology places significant emphasis on the
role of technology as a vital medium through which we interact with the external
world and with each other. It delves into the diverse forms of technology, encompass-
ing smartphones, medical devices, and more, to investigate how they influence our
perception, cognition, and physical bodies.

2. Embodiment and Perception: Postphenomenologists delve into the intricate relation-
ship between technology and our bodies, as well as how it molds our perceptions.
This inquiry extends to examining how technology enhances our sensory experiences,
such as through the use of hearing aids and virtual reality goggles.

3. Human-Technology Relationship: Postphenomenology scrutinizes the intricate rela-
tionship between humans and technology, underscoring that technology is not merely
a tool but an active entity that shapes our experiences and perspectives.

In addition, the concept of “multistability” holds significance in postphenomenology.
It pertains to the idea that technology can provide multiple distinct yet stable interpre-
tations or perceptions of the same phenomenon. This concept gains particular relevance
in the realm of postphenomenology, which posits that technology introduces a multi-
tude of perspectives into our perceptions. Postphenomenology provides a philosophical
framework for comprehending this diversity and intricacy inherent to technology.

Postphenomenology departs from the standpoint that technology actively shapes our
worldview and perceptual faculties, and it is far from being a neutral tool. In this con-
text, the diversity introduced by technology implies the potential for a range of stable
interpretations and experiences regarding a particular situation or phenomenon. These
multiple interpretations can arise from the presence or use of specific technologies, as
well as physical alterations. Examples of postphenomenological multiplicity include
digital photography and AR. In the realm of digital photography, for instance, the same
photograph can assume distinct interpretations and meanings through editing and the
application of filters. Consequently, technology introduces a sense of multiplicity into
the perception of a photograph. Conversely, AR overlays digital information onto the
physical environment, creating a scenario where different layers of reality coexist. With
AR, we simultaneously perceive both reality and digital information, thereby infusing
multiplicity into our perception. In this philosophical context, postphenomenology’s
notion of multiplicity challenges the idea of a single, objective reality and suggests that
our experiences are significantly shaped by the technology we engage with. Further-
more, it’s essential to recognize that different technologies yield varying interpretations
and experiences of the same phenomenon. Postphenomenologists use the concept of
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multistability to examine how technology mediates our experiences and how divergent
technologies give rise to diverse interpretations of reality.

4 Case Studies

4.1 Overview

By integrating themore-than-human perspective, this study delves into three case studies
within the philosophical framework of three distinct concepts: postpluralistic ontology,
affordance, and, notably, a hybrid perspective.

Postpluralistic ontology represents a philosophical perspective that extends beyond
the conventional singular and monistic interpretation of reality. Within this framework,
it acknowledges the existence of diverse forms of reality and modes of existence. Post-
pluralist ontology rejects the notion of a solitary, unified reality, recognizing instead a
multitude of distinct levels or modes of existence. These encompass physical, spiritual,
social, cultural, and various other dimensions. This ontology underscores the coexistence
and interplay among these diverse ontologies, unveiling the intricate nature of reality. It
challenges the concept of a solitary, objective reality, opting instead for the recognition
of multiple, interwoven realities.

The concept of affordances, as introduced in Sect. 2, is predominantly utilized within
cognitive science and ecopsychology to elucidate the possibilities for action and interac-
tion presented by environments and objects to individuals. It posits that environments and
objects possess distinct properties and characteristics, shapinghow individuals canutilize
and engage with them. Affordances are intricately linked to an individual’s capabilities,
intentions, and perceptions. Recognizing these affordances aids individuals in under-
standing and discerning their surroundings, enabling them to take action and navigate
within them effectively. The significance of postpluralistic ontology and affordance lies
in their collective contribution to comprehending the dynamic and multifaceted nature
of reality, perception, and interaction. Particularly within the context of postpluralistic
ontology, the concept of affordance extends beyond physical attributes, encompassing
various ontologies and forms of existence. Affordance is not confined to the physical
realm but extends to encompass spiritual, social, and cultural dimensions. Consequently,
individuals perceive affordances through their interactions with these diverse ontologies
and forms of existence. In a world where multiple ontological layers and realities coex-
ist, it becomes evident that a single object or phenomenon can present several different
affordances. Individuals or groups, influenced by distinct ontological perspectives, may
discern diverse affordances for the same object or situation. This underscores the intricate
interplay between postpluralistic ontology and the concept of affordances.

The coexistence of multiple ontologies and affordances underscores the intri-
cate nature of human-environment interactions. Postpluralistic ontology challenges the
notion of a singular, objective reality, while the concept of affordance acknowledges
the pivotal role of perception and action in shaping our experiences within these mul-
tifarious realities. Both postpluralistic ontology and the concept of affordance share a
common emphasis on the diversity of existence and the various ways individuals per-
ceive and engage with their surroundings. By comprehending and applying the concept
of affordancewithin the framework of postpluralistic ontology, we gain insights into how
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diverse ontological perspectives shape the perception of affordance within a complex
and interdependent world. This approach allows us to explore the profound influence of
different ontological viewpoints on our interactions with the environment, enriching our
understanding of the multifaceted nature of reality.

4.2 Collective Sharing Human Eyes and Ears

The initial case study revolves around a digital platform designed to aggregate a diverse
array of perspectives and viewpoints contributed by individuals worldwide. These indi-
vidual viewpoints, or listening points, are then digitized, as illustrated in Fig. 2, and
replicated within a virtual environment for further data processing. The ultimate objec-
tive is to reassemble these gathered perspectives and listening points into innovative
hybrid entities, which are subsequently presented in the physical world. The overarch-
ing goal of this endeavor is to prompt users to recognize the richness of global diversity
and broaden their horizons.

Fig. 2. A Hybrid Created by Reframing People’s Eye Views

The existingdesignofCollectiveEyes [26] andCollectiveEars [27] has not placed sig-
nificant emphasis on hybrid viewpoints. Nevertheless, there is an opportunity to broaden
the range of applications that digital platforms can offer by taking into account the context
of the contributors of these viewpoints and listening points. In a more advanced iter-
ation introduced in [28], known as Posthuman CollectiveEyes, the platform leverages
the contextual information of the individuals from whom these viewpoints and listening
points are collected. This opens up new potential use cases, essentially suggesting the
expansion of possibilities by treating viewpoints and listening points as hybrid entities
and constructing networks centered around them.

These examples revolve around the affordances associated with two distinct hybrids.
The first hybrid concerns the affordances of viewpoints and listening points contributed
by individuals. In the initial iterations ofCollectiveEyes andCollectiveEars, the networks
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supporting these hybrids were simplified, primarily relying on context-independent
viewpoints and listening points. However, subsequent enhancements delve deeper into
the network of viewpoints and listening points, considering the affordances of this hybrid
in various contexts. The second hybrid focuses on the affordances generated by the amal-
gamation of collected viewpoints and listening points. The affordances of this hybrid
enable the synthesis of multiple viewpoints, facilitating the construction of meaning
for the user. For instance, by presenting the user with perspectives from diverse angles
of their current location, this amalgamated hybrid of multiple viewpoints can offer a
multifaceted understanding of that particular place.

4.3 Gamification Design from a Hybrids’ Perspective

Gamification is a strategy used to enhance user motivation and engagement by incorpo-
rating elements and principles commonly found in games into non-game environments
[11]. Its application spans diverse domains, including education, business, healthcare,
and marketing, among others. The primary goal of gamification is to encourage task
completion and promote behavioral changes. This is achieved by introducing various
components such as points, badges, rankings, competitions, missions, and rewards, all
designed to inject an element of enjoyment and achievement into the user experience.
Recognized for its effectiveness, gamification serves as a valuable tool for increasing user
engagement, facilitating goal achievement, and instilling lasting behavioral patterns.

Fig. 3. Hybrids in a Gamified Service

Traditional gamification approaches have primarily focused on using game elements
to enhance user motivation. In contrast, this second case study explores the affordances
provided by hybrids, which consist of a combination of game elements, human elements,
and nonhuman elements, while also considering the intricate interplay between these
components. As depicted in Fig. 3, the innermost hybrid consists solely of game ele-
ments. The subsequent layers of hybrids include both human and nonhuman elements,
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directly interacting with game elements, and they create affordances through their inter-
connected relationships. The outermost hybrid encompasses not only the human and
nonhuman elements directly involved but also those indirectly connected to the process.
Through an analysis of these distinct hybrids,we aim to understand the diverse impacts of
various hybrid layers on user motivation. Specifically, as the network of relevant human
and nonhuman elements within a service becomes more intricate, multiple hybrids that
incorporate the same game elements can emerge. In such cases, friction between these
hybrids can lead to complex shifts in user motivation. By shifting the focus toward
hybrids, this case study provides fresh insights into the design of complex gamification
services that cannot be adequately addressed through traditional human-centered design
methodologies.

4.4 Paragraphica: An AI-Enhanced Context-to-Image Camera

Fig. 4. Paragraphica

The third and final case study is Paragraphica, developed byKarmann1. Paragraphica
is a context-to-image camera that employs location and artificial intelligence technology
to generate visual representations of specific places and moments. These cameras exist
in both physical prototype and virtual forms, which can be experimented with. Figure 4
showcases a screenshot of the virtual camera in action. The viewfinder provides real-
time descriptions of the current location, and by pressing a trigger, the camera produces
a scintigraphic depiction of that description. The camera features three physical dials
that govern data and AI parameters, influencing the appearance of the image, much like
conventional cameras. It operates by utilizing an open API to gather data from location-
related information, incorporating details such as the address, weather, time of day,

1 https://bjoernkarmann.dk/project/paragraphica.

https://bjoernkarmann.dk/project/paragraphica
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and nearby surroundings. Paragraphica amalgamates all these data points to generate
prompts that elaborate on the current location and moment. Using text-to-image AI, the
camera transforms these prompts into “photos”. The resulting “photo” is more than just
a snapshot; it serves as a visual data point and a reflection of the specific location and,
to some extent, how the AI model perceives the location.

In this case study, the hybrid consists of a reality generated by a generative AI. The
resulting virtual reality successfully creates a compelling experience by maintaining a
unique connection with the real world. The question of whether the world is made up
of distinct entities or interconnected relationships has been a topic of philosophical and
scientific debate for centuries. Paragraphica suggests that both perspectives hold merit
and can offer valuable insights into the nature of reality.

4.5 Discussion

Design methodologies rooted in the more-than-human perspective empower us to tran-
scend and expand our horizons beyond the conventional dualism that separates nature
from society and alignswith postpluralism. In traditional service design, human-centered
design has long been the standard, prioritizing the user’s perspective [33]. While these
conventional design approaches excel at improving user-friendliness and meeting the
needs of specific users, they may fall short when it comes to creating services that
extend beyond the confines of the user’s viewpoint. Moreover, focusing solely on the
user’s perspective proves inadequate for considering the numerous complexities and
contexts that extend beyond the immediate scope of the user, such as economic and
environmental factors intertwined with service provision.

Affordances, when examined from the standpoint of postpluralism, provide insights
into the complexities arising from interactions between individuals and society. The
first case study in this section demonstrates how considering hybrids formed from the
multifaceted viewpoints and listening points of individuals can reveal new use cases.
Conversely, the second case study suggests that integrating gamification into services
and aligning it with the affordances of hybrids can lead to more suitable and thoughtful
designs. As a result, MTHD, grounded in a postpluralist perspective, does not aim to
replace human-centered design but rather to complement it. It offers a path to explore a
broader range of possibilities and address a wider spectrum of challenges.

The next crucial aspect to consider is the inherent nature of meaning as conveyed by
affordances. In the field of computer science, various approaches attempt to articulate
the meaning of a program, employing methods such as operational, axiomatic, and rep-
resentational semantics [47]. These methodologies aim to provide an explicit definition
of a program’s meaning through mathematical or similar frameworks. In this context,
it’s essential to view the meaning of affordances as a structural entity. When multiple
affordances share a common underlying structure, the possibility arises to abstractly
encapsulate these affordances and assign them a universal significance. For example,
[28] outlines the affordances of a digital platform as abstract entities provided by the
platform. Similarly, [25] elucidates the essence of affordances by naming those offered
by digital artifacts as “virtual forms” and imbuing them with a structured framework
of value and rhetoric. Hence, in future endeavors, it becomes pivotal to deliberate on
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the appropriate structure for the discourse surrounding affordances in this specific case
study.

An essential dilemma arising in these considerations concerns how to address the
scale of the hybrid. As Strathern astutely notes, real-world hybrids encompass net-
works of infinite dimensions. However, contemplating an infinite network is inherently
impractical [44]. Therefore, it becomes imperative to deliberate on the network’s bound-
aries and establish a specific cutoff point. In contrast to conventional human-centered
design methodologies, which often employ exceedingly brief network cutoffs for the
sake of simplicity in analysis, neglecting the existence of hybrids, this paper argues
that we should extend our considerations to include longer-than-usual network cutoffs.
This extended perspective is vital, especially in scenarios involving interactions among
diverse human and nonhuman elements. Debates about the appropriate length of net-
work cutoffs are currently ongoing, and we plan to explore suitable methods for defining
these cutoffs in future studies, informed by various case studies involving networks of
varying lengths.

5 Conclusion

The more-than-human perspective represents a departure from traditional human-
centered design, with the potential to inject diversity and innovation into the design
process. In the future, we anticipate the integration of this perspective into both research
and practical applications to advance sustainable design and foster novel innovations. A
crucial aspect of future research involves making comparisons. Typically, quantitative
comparisons use statistical methods. However, when the objective of the comparison is
not to determine superiority but to gain fresh insights and perspectives, traditional verti-
cal comparisons based on scientific methods may not be suitable. Instead, it is essential
to approach comparisons by starting with the unique elements being compared. To facil-
itate these comparisons, one typically identifies common structures or abstract elements
and then proceeds to examine the distinctions within those structures. For instance, in
[25], the authors explore how values and rhetoric can be applied to the world based
on a structured framework known as the Dimension World Model. Nevertheless, when
it proves challenging to assume the existence of a common structure, devising mean-
ingful comparisons and extracting insights from differences becomes a complex task.
In such scenarios, the more-than-human perspective can introduce novel avenues for
comparative analysis.

While traditional technologies like digital transformation (DX) and gamification
undoubtedly offer benefits in terms of efficiency and automation, there is an inher-
ent risk associated with overreliance on these tools. Organizations that become overly
dependent on such technologies may find themselves becoming rigid and ill-equipped
to adapt to the ever-changing landscape [6]. Although algorithms can deliver consistent
outcomes and streamline processes, they also have their limitations, including the poten-
tial for erroneous decisions stemming from data inaccuracies [2]. Hence, organizations
must strike a delicate balance between leveraging algorithms and embracing technology
while preserving flexibility. The danger of over-reliance on algorithms is that it can stifle
adaptability, jeopardizing an organization’s competitive edge and market relevance. In
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a rapidly evolving business environment, adaptability and flexibility are of paramount
importance, as a failure to exhibit these qualities increases the likelihood of an organiza-
tion falling behind. Therefore, achieving harmony between algorithms and the organiza-
tion is imperative. Algorithms can undoubtedly enhance efficiency and automation, but
concurrently, organizations must safeguard creativity, maintain sound decision-making
processes, and uphold flexibility. This task poses a significant challenge, necessitating
organizations to adopt a strategic approach to technology adoption. They should leverage
the more-than-human perspective to unlock maximum value through human-machine
collaboration.
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Abstract. In the digital era, the field of education is undergoing a technology-
driven revolution. Traditional methods to history learning - which rely on texts,
images, and teacher explanations - have been useful in delivering knowledge, but
have faced limitations in stimulating student interest and engagement. To address
these limitations, an entirely new mode of learning was explored: using artifi-
cial intelligence (AI), virtual reality (VR) and augmented reality (AR) technolo-
gies to create a dynamic historical simulation game with the aim of providing an
immersive historical experience.

Keywords: Artificial Intelligence · Gaming · History · Education

1 Introduction

With the development of technology,VRandAR technology have becomepowerful tools
for creating immersive experience, which can bring users into a completely different
world or enhance their perception of the reality. These technological advances have
provided unprecedented opportunities for education, especially in the field of history
education. Through VR and AR, learners can directly participate in historical events, so
as to understand the complexity and dynamics of history in a new way. In addition, the
development of brain-computer interface provides new possibilities for user interaction,
allowingusers to interact directlywith digital content through thinking, further enhancing
the sense of immersion and participation. The addition of AI technology provides the
ability of dynamic content generation for historical games, so that each player’s choice
can affect the development of the game plot and the process of history. This method
not only increases the playability of the game, but also provides players with a deeply
customized learning environment, inwhich their decisions canbring actual consequences
and historical changes. This design allows learners to enjoy the gamewhile also thinking
deeply about the significance of history and the importance of personal decision-making
(Fig. 1).
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Fig. 1. Immersive Experience

However, creating a game that allows players to freely explore and alter the course
of history also raises significant moral and ethical questions. By setting legal and moral
standards within the game, players must make their own new interpretation of historical
events on the premise of following legal and moral rules. This design not only maintains
a high degree of freedom in the game but also reflects the principles of morality and
law from real life within the game world, so as to promote the players’ thinking of
morality in the real world and the compliance with the law and the realization of social
responsibility.

Due to its combination of education and entertainment, such games have the potential
to attract a wide range of players, especially in historical education. Young players can
learn about history in a novel and interactive way through this platform, while adult
players can use it to review and deepen their understanding of history. By providing
historical events fromdifferent perspectives and allowing players to set historical process
according to their own preferences, this platform has become a new tool for learning
history.
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Using AI, VR and AR technologies to create dynamic history simulation games has
great potential. It not only opens up new prospects for the application of technology
in the fields of education and entertainment, but also provides a new and interactive
mode of learning for historical education. Through such games, players can acquire new
knowledge as well as develop critical thinking and moral judgment skills, which will be
the new direction of history education in the future (Fig. 2).

Fig. 2. Historical Scenes Reproduced in Games

2 The Feasibility of Technological Implementation

The maturity of virtual reality (VR) and augmented reality (AR) technologies, along
with the brain-computer interface technology, has created an unprecedented immersive
experience. These technological innovations provide new dimensions for historical edu-
cation and entertainment, making it possible to reproduce historical scenes, characters,
and events in a more intuitive and interactive way.
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Virtual reality (VR) enables users to fully immerse themselves in a computer-
generated environment through comprehensive visual and auditory simulation. This
technology can transport users to historical moments, such as the construction site of the
pyramids in ancient Egypt or the battlefields of Europe during World War II. Users can
experience historical events from a first-person perspective, providing a deeper under-
standing and experience than traditional learningmethods. In recent years, the popularity
and performance of VR headwear devices, along with advancements in content produc-
tion tools, have made it increasingly feasible to create immersive experiences for history
learning.

Fig. 3. Intervention of Brain-Computer Interface Technology

Augmented reality (AR) technology overlays computer-generated images onto the
real world, enhancing users’ perception. Compared to VR, AR provides a more flex-
ible learning method, enabling users to interact with historical content in their own
environment. For instance, AR technology enables students to witness the expansion of
the Roman Empire on their desks or view 3D reconstructions of ancient works of art
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in museums on their mobile phones. This application of technology enhances history
education by making it more engaging and personalized, and by stimulating learners’
curiosity and desire for exploration.

The development of brain-computer interface (BCI) technology provides a new way
for user interaction. BCI enables users to control games or simulated environments by
directly interpreting their brainwave signals, without relying on traditional input devices
such as keyboards and mice. Although this technology is still in a relatively early stage,
it has great potential. In the future, it may allow users to explore and interact with the
historical simulation environment through thinking, providing a more direct and natural
immersive experience.

Combined with these technologies, developers can now create complex historical
simulation games, which not only reproduce historical scenes but also allow players to
participate in them from a first-person or third-person perspective, and even affect the
historical process. The development of such games requires in-depth study of historical
events to ensure the accuracy of the content and educational value, as well as mastering
the latest technical trends, so as to give full play to the potential of VR/AR and BCI
(Fig. 3).

3 The Application of AI in Game Design

The application of AI technology in historical simulation games can offer learners a new
educational platform and promote the development of educational technology. This can
open up new possibilities for future history education. With the continuous progress of
technology and the continuous evolution of educational needs, these advanced tools will
play an increasingly important role in shaping how we learn and experience history.

The application of artificial intelligence (AI) technology in the field of game design
has opened up new possibilities, especially in creating dynamic historical simulation
games. The core value of AI lies in its ability to comprehend, predict, and respond to
player behavior, so as to provide a personalized and dynamic game experience. This
ability not only enhances the playability of the game, but also provides a powerful tool
for education. It allows for amore interactive and experiential method to learning history,
rather than passive reception (Fig. 4).

The application of dynamic content generation in AI game design, especially in
the field of historical simulation games, has opened up a new way of teaching and
entertainment. This technology enables the game environment to evolve in real-time
based on every choice and action of the player, creating unique historical paths. This not
only enhances the playability and attraction of the game but also significantly increases
its educational value.

3.1 Real-Time Plot Adjustments and Personalized Experiences

In traditional game design, story lines and character responses are often static and preset,
and players’ choices are largely limited, resulting in consistency and predictability of
experience. The AI driven dynamic content generation technology breaks this limitation.
When players make choices in the game, AI can not only recognize these choices, but
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Fig. 4. Intervention of AI Technology

also adjust the game environment and plot in real- time to reflect the consequences of
these choices. This means that even under the same historical background, each player’s
game experience will be unique, and their decisions will directly affect the direction of
history, so as to obtain a more personalized and immersive experience.

3.2 Stimulating Learners’ Curiosity and the Desire for Discovery

An important educational value of dynamic content generation is that it can stimulate
learners’ curiosity and exploration. By personally participating in the simulation of his-
torical events and witnessing how their choices affect the historical process, learners
can understand history from multiple perspectives and dimensions and experience the
non-linearity and complexity of history. This kind of active participation and experi-
ence transforms learners from mere spectators of history into active participants who
can experience and influence historical events. This learning method helps to cultivate
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learners’ ability to think historically, enabling them to better comprehend the reasons
and results of historical events, as well as the diverse consequences of different historical
choices.

3.3 Enhancing the Interactivity and Engagement of Education

Traditional history education often relies on textbooks and teacher instruction, which
may lack interactivity and participation. The application of dynamic content generation
technology has greatly improved the interest and participation of learning by providing a
new interactive learning method. Learners are no longer passive receivers of knowledge,
but can actively explore history through their own choices. This sense of participation
and achievement can significantly improve the learning effect.

Fig. 5. Representation of Engagement in Game Scenarios
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The application of AI in dynamic content generation in game design, especially in
historical simulation games, not only improves the playability and attraction of the game,
but also brings innovation to history education, making learning history an interactive,
immersive and personalized experience. In the future, with the continuous progress of AI
technology and the continuous innovation of educational philosophy, this type of games
will play an increasingly important role in promoting learners’ deep understanding and
active participation in history learning (Fig. 5).

3.4 Player Behavior Response

AI can also be used to analyze players’ behaviors, so as to provide a more personalized
game experience. By collecting and analyzing players’ choices, strategies and prefer-
ences in the game, AI can adjust game difficulty, tips and help information, and even
the behavior of characters in the game to better adapt to the needs and levels of different
players. The use of this technology not only makes the game accessible to beginners but
also provides challenges and novelty for experienced players.

3.5 Enhancing Playability and Educational Value

The application of the aforementioned technologies not only enhances the playability of
the game but also significantly improves its educational value. In an AI-driven dynamic
history simulation game, each player experiences a unique learning journey. This person-
alized learning experience can more effectively attract learners’ attention and improve
learning efficiency. At the same time, it also provides a powerful tool for educators
to teach history in a new and interactive way, so that learners can acquire knowledge
through practice and experience.

The application of AI technology in game design opens up new possibilities, espe-
cially in creating educational historical simulation games. By generating dynamic con-
tent and responding to player behavior, AI makes games not only more engaging but
alsomore educationally valuable, offering a new, interactivemethod for historical educa-
tion.With further technological advancements, we can anticipate seeingmore innovative
applications that utilize AI to create educational and entertainment experiences in the
future (Fig. 6).
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Fig. 6. Interactive Learning Methods

4 Discussion on Moral and Ethical Issues

When designing a game that enables players to freely explore and alter the course
of history, moral and ethical issues become particularly important. This type of game
not only challenges players’ understanding of history but also raises questions about
the reflection of moral and ethical standards in the real world. How to embed these
standards in the game without excessively restricting the freedom of players has become
a key issue in game design.

4.1 Legal Norms and Moral Standards

Game designers need to deeply study the historical background, understand the legal
and moral concepts in different periods, and ensure the historical accuracy and cultural
sensitivity of the game content. Based on these studies, designers can set a set of internal
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legal and moral standards for the game world that align with the historical background
and resonate with modern players. These standards will become the basis for judging
players’ decisions and behaviors, and guide them to make more deliberate choices in
the game.

4.2 Preserving Player Freedom

Although legal and moral standards are set within the game, it is important to maintain
players’ freedom, allowing them to explore different choices and possibilities in the
game. This design philosophy encourages players to explore their moral boundaries
and experience the different outcomes that different decisions bring, rather than simply
following a pre-set correct path. To accomplish this, the game can provide numerous
scenarios and decision points, each with multiple options and outcomes, so that every
decision of the player becomes a unique experience.

To promote players’ moral thinking, games should have consequences on their deci-
sions and behaviors through built-in mechanisms. The consequence mechanism plays a
crucial role in game design, particularly in historical simulation games for educational
purposes. This mechanism enables the game world to respond to players’ behavior and
provides a framework for their decisions to have real and meaningful consequences.
Through the carefully designed consequence mechanism, the game can effectively pro-
mote the moral thinking of players, enhance the educational value of the game, and
maintain its entertainment.

4.3 Moral and Legal Consequence Mechanisms

To achieve moral and legal consequences in the game, it is crucial to establish clear and
consistent standards that are closely related to the game’s historical background. When
players make decisions, the game analyses whether these decisions meet the established
standards through AI, and produces corresponding consequences. For example, if the
player chooses to achieve his goal through deception or betrayal, other characters in the
game will change their attitude towards the player according to this behavior, which may
lead to the player being ostracized or losing important allies. This consequence is not
only reflected in the interaction of game characters, but also may affect the development
of the game plot and the resources that players can access.

4.4 Social Ostracism and Loss of Trust

Social ostracism and loss of trust are two key consequences in the game. When players
take immoral measures, they may find that their status in the game society is affected,
making it difficult to cooperate with other characters or gain their help. This not only
increases the challenge of the game, but also simulates the possible social consequences
of immoral behavior in the real world (Fig. 7).
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Fig. 7. Embodiment of rules

4.5 Legal Accountability

In somegame scenes, players’ behaviormayviolate the laws in the gameworld, leading to
them facing trial or other legal consequences. This design allowsplayers to experience the
moral and legal constraints of their actions, and urges them to consider the consequences
when making decisions.

4.6 Educational Value and Innovative Thinking

Through the consequences mechanism, the game becomes a platform for the interpen-
etration of entertainment and education, allowing players to experience history while
reflecting on their actions and their consequences. This interactive learningmethod helps
players develop a complexworldview, emphasizing the importance of individual choices
and the impact these choices can have on the individual and society, leading to a deeper
understanding of moral and legal issues in the real world.

The consequence mechanism is a core element in the design of historical simulation
games, enhancing the realism and immersion of the game while also increasing its
educational value. By simulating moral and legal consequences in the game, developers
can encourage players to engage in deep moral thinking, while providing an enjoyable
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and challenging gaming experience. The realization of this game design philosophy
requires game developers to have profound historical knowledge, cultural sensitivity,
and innovative thinking about game mechanics and storytelling (Fig. 8).

Fig. 8. Educational Methods Linking Games and Real-World Significance

5 Market Potential and Target Audience

In the current digital age, games as a medium have transcended mere entertainment
functions to become powerful tools for education and learning. A game that combines
education and entertainment and focuses on history learning is expected to break the
boundaries of traditional education and attract a wide range of player groups, including
young and adult players. Such a game not only has the potential to be an innovative tool
for history education, but may also reshape the way people learn history.

With the rapid development of global technology, especially innovation in mobile
devices and home entertainment systems, the demand for interactive and immersive
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experiences from modern consumers is growing at an unprecedented rate. This change
not only affects the development direction of the entertainment industry, but also brings
new opportunities to the education sector. In this context, the educational game market,
especially in the field of games focused on historical learning, has shown enormous
untapped potential. Although this field is still in its early stages, its growth prospects
and potential impact cannot be ignored.

History education games, especially those that combine profound educational con-
tent with engaging entertainment experiences, have the potential to fill the market gap.
This type of game provides dynamic content and participatory learning experiences,
enabling players to deepen their understanding of historical knowledge while enjoying
the game. This can not only attract playerswho are interested in history, but also stimulate
the curiosity of learners who may not be interested in traditional learning methods.

Fig. 9. History Teaching Models

In addition, with the increasing demand for diverse learning resources in the public
education system and households, as well as the pursuit of improving learning efficiency
and participation, this type of games are expected to become valuable resources in
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educational institutions and households. Schools and educators can use this type of
game as a supplement to classroom teaching, utilizing its interactivity and immersive
experience to enhance students’ interest and understanding of the subject of history. For
families, this type of game provides an educational and entertaining activity that can
be participated in at home, enabling children to learn through play while promoting
interaction and communication among family members.

Market research shows that despite fierce competition in the educational game mar-
ket, high-quality educational games focused on specific subject areas still have significant
market potential. Consumers, especially young parents and educators, are increasingly
inclined to choose educational products that provide both knowledge-based content and
high engagement. Therefore, developing a high-quality game that combines history edu-
cation and entertainment is expected to attract widespread attention and interest, meeting
the modern society’s demand for diversified and innovative educational resources.

In conclusion, history education games have enormous potential in the market, espe-
cially those that can effectively combine advanced technologies such as AI, VR, and AR
to provide interactive and immersive learning experiences. Through continuous pursuit
of innovation and quality, this type of game is expected to become an important tool
for changing the way history education is conducted, promoting active participation
and in-depth understanding of history by learners, and bringing considerable market
opportunities for game developers (Fig. 9).

Identifying and understanding the target audience is crucial for the success of any
game project, especially when developing a historical simulation game aimed at both
education and entertainment. With a primary target audience of young and adult play-
ers, this game aims to stimulate interest and engagement in history through innovative
methods.

5.1 Young Players: School Students

Young players, especially school students, represent a key target audience for this game.
Players in this age group usually feel dissatisfied with traditional educational methods,
believing that it lacks interactivity and attractiveness. However, they are also the group
most enthusiastic about exploring new technologies and games, which provides a unique
opportunity for history education games.

Combining history education with game learning can significantly enhance the inter-
est of young players in history. Students can participate in historical events in a more
interactive and immersive way through games, gaining a deeper understanding of the
complexity and impact of history. For example, players can take on the role of historical
figures in a game, make key decisions, and personally experience the impact of these
decisions on the historical process. This proactive learning approach is more effective
in stimulating students’ curiosity and exploration than passively receiving information
taught in the classroom.

5.2 Adult Players

Adult players constitute another important target audience.Many adults have a sustained
interest in history, but due to the busyness of work and life, they may not have enough
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time and resources to delve deeper into history. For this audience, a history game that
combines educational content and entertainment experience provides an ideal learning
path.

This game can provide adults with an accessible channel to historical knowledge,
allowing them to supplement or expand their understanding of history in their leisure
time. Additionally, the game can serve as a social tool, enabling adult players to play
with family or friends, explore history together, and foster communication and under-
standing. This shared learning experience not only increases the entertainment value of
the game, but also helps adult players establish a deeper historical knowledge system
and understanding.

Through careful design, historical simulation games that combine educational con-
tent and entertainment experiences have the potential to attract a wide range of players
from school students to adults. This game not only provides players with a novel way to
learn history, but also opens up a way to promote cross generational communication and
knowledge sharing. With the continuous advancement of technology and the continuous
innovation of game design concepts, historical simulation games are expected to become
an important field of education and entertainment in the future.

6 The High Integration of Education and Technology

A history simulation game that combines education and entertainment, providing a new
way to learn and experience history, is expected to become an innovative tool for history
education and attract a wide range of players. The game has the potential to stimulate the
learning interest of young players and satisfy the curiosity of adult players for historical
knowledge.With the continuous development of technology and the expansion ofmarket
demand, the market potential of historical themed games is enormous, foreshadowing a
bright future in the field of educational games (Fig. 10).

This in-depth exploration of the integrated application of artificial intelligence (AI),
virtual reality (VR), and augmented reality (AR) technologies in the design of historical
simulation games reveals how these cutting-edge technologies will revolutionize the
future of education and entertainment. By creating a platform that allows players to
experience history firsthand in unprecedented ways, it not only opens up new avenues
for learning history, but also brings innovative inspiration to the field of game design.

6.1 The Future of Technology Integration

This study shows that the integration of AI, VR, and AR provides powerful tools for cre-
ating dynamic, interactive, and immersive learning environments. With the continuous
development and improvement of these technologies, historical simulation games will
be able to provide richer and more realistic experiences in the future, enabling players
to have a deeper understanding of the complexity and diversity of history. In addition,
with the lowering of technological barriers and increasing user acceptance, these games
are expected to become mainstream educational tools, providing customized learning
experiences for learners of all ages and backgrounds.
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Fig. 10. The Integration of Education and Technology

6.2 The Forefront of Educational Innovation

By combining gamified learning with history education, this study demonstrates how to
use technological innovation to stimulate learners’ interest and engagement. The inno-
vation of this educational method can improve learners’ absorption and understanding of
historical knowledge, as well as cultivate their critical thinking, problem-solving ability,
and moral and ethical concepts. Therefore, historical simulation games have the poten-
tial to become an important component of the future education field, supplementing and
innovating traditional educational methods.

6.3 Challenges and Opportunities

Although AI, VR, and AR technologies offer great potential for historical simulation
game design, there are still technical and design challenges that need to be addressed.
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These challenges include improving technology accessibility, reducing costs, ensuring
content accuracy and appropriateness, and designing gameplay that is both educational
and enjoyable. Future research needs to delve deeper into these fields to ensure that these
technologies can maximize their potential in both education and entertainment.

7 Conclusion: Looking into the Future

With the continued development of technology and increasing collaboration among
academia, industry, and education, it is expected that historical simulation games and
their applications in education and entertainment will continue to evolve. This will
provide new learning and entertainment opportunities for players and learners, as well
as drive innovation in the fields of educational technology and game design. Further
exploration and analysis have led to the conclusion that historical simulation games,
created by combining AI, VR, and AR technologies, represent an important direction
in the development of educational technology. These games provide players with a new
learning and entertainment platform, while also opening up new paths for technological
applications in education and entertainment. This heralds a more interactive, immersive,
and personalized learning future.
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Abstract. The increasing complexity of social and industrial structures empha-
sizes the importance of collaborative projects with diverse stakeholders in areas
such as urban development and digital service development. Implementing AI-
based digital services requires considering the impact on a wide range of stake-
holders, including developers, users, AI data providers, and workers affected by
the rise of AI.While incorporating diverse perspectives can enhance service value,
aligning the goals and participation of all stakeholders presents challenges, includ-
ing conflicts of interests and expectations. The “Purpose Model” framework was
developed to visualize the roles and objectives of various stakeholders, foster-
ing mutual understanding and aligning common goals and direction. However,
identifying all stakeholders and ensuring their fair participation is difficult, with
some struggling to clearly express participation and objectives. The rapid expan-
sion of Large Language Model (LLM)-based conversational AI services, such as
ChatGPT, offers the potential to simulate perspectives of less active stakehold-
ers by mimicking specific human personas. Although this approach can provide
valuable insights, the information generated by AI may not always be accurate or
unbiased. This paper presents a comparative study using LLM-based AI to sim-
ulate the review process of the Purpose Model in multi-stakeholder co-creation
projects, testing the feasibility of comprehensive stakeholder identification and
role analysis. The study acknowledges the need for a combination of human and
AI-driven reviews to ensure inclusivity and comprehensiveness in stakeholder
engagement in co-creation projects.

Keywords: Purpose Model · LLM · Generative AI ·Multi-Stakeholder

1 Introduction

In the contemporary era, characterized by the continuous evolution and increasing com-
plexity of societal and industrial structures, the importance of co-creative projects con-
ducted bymultiple stakeholders across diverse sectors, including urban development and
digital transformation, has become more pronounced [1–3]. The involvement of diverse
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stakeholders presents the potential for comprehensive and innovative innovation. How-
ever, the alignment of the varied expectations and objectives of all stakeholders to form a
unified direction is challenging. Because each stakeholder brings their own unique values
and purposes to a project, achieving mutual understanding is difficult, which compli-
cates the progress and consensus-building within co-creative projects. To address these
challenges, the “Purpose Model” framework was developed by our research team, kibi
and kondo, and has been examined in various co-creative projects [4]. This framework
aims to visualize the purposes and roles of participants in multi-stakeholder co-creative
projects, promoting mutual understanding and consensus on a co-purpose throughout
the project lifecycle.

In a society where lifestyles and work styles are becoming increasingly diverse,
ensuring comprehensive and equitable participation of all stakeholders in a project is
significantly challenging. Barriers to participation and expression may exist for some
stakeholders. Some may join projects with unclear purposes, which become apparent
as the project progresses, making early-stage consensus difficult. Moreover, as projects
extend over time, changing circumstances for stakeholders may lead to shifts in their
engagement purposes. Frequent agile adjustments to project plans require dynamic revi-
sions of stakeholders’ roles and purposes. Even when using the Purpose Model, it is
absolutely difficult to appropriately reflect the voices of all stakeholders in such environ-
ments. This research investigates the effectiveness and limitations of the Purpose Model
in multi-stakeholder projects, aiming for more comprehensive consensus-building and
clarification of purposes.

The advancement of Large Language Model (LLM) has enabled dialogue at levels
closely resembling human interaction [5], including the capacity to mimic specific indi-
viduals’ speech patterns and ideas [6, 7]. For instance, in experiments conducted by our
team, when ChatGPT was asked about workplace challenges in Tokyo as a person living
in a wheelchair, it provided specific responses regarding accessibility issues, transporta-
tion limitations, workplace adaptations, misconceptions and biases towards disabled
people, and safety in emergencies. These findings suggest that using LLM-based gener-
ative AI to simulate dialogues based on specified personas can offer insights into diverse
perspectives and opinions, potentially unexplored through human deliberation alone.
Such AI-facilitated simulations could serve as a crucial tool for decision-making and
planning in projects, leading to more comprehensive and effective outcomes.

This research team developed prompt templates to replicate the process of examining
the Purpose Model and conducted simulations with LLM-based generative AI on a
project where human deliberation of the Purpose Model had taken place. By facilitating
dialogue between project stakeholders and comparing the human deliberation results
with the AI simulation outcomes, this study explores how AI can complement human
deliberation by highlighting additional points for consideration.

2 Related Works

The Large Language Model (LLM) equipped with the self-attention mechanism of the
Transformer architecture [8] have demonstrated superior performance over traditional
natural language processing models across various benchmark tests, thanks to training
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on extensive text data resulting in an enormous number of parameters [5]. Furthermore,
even when the information generated by AI is accurate, it may not always align with
human preferences. This alignment issue has been addressed by optimizing LLM to
human preferences through supervised fine-tuning using Reinforcement Learning from
Human Feedback (RLHF), thus enabling the generation of information suitable for
human interaction [9]. Instruct GPT, the base model for OpenAI’s ChatGPT, has adopted
RLHF to facilitate dialogues that are more acceptable to humans [9].

A notable recent advancement is in-context learning, which, rather than updating
model parameters, understands tasks from the context included in LLM inputs and gen-
erates appropriate outputs [10]. Various methods for providing context have been iden-
tified, such as Few-Shot Prompting, which involves including examples of queries and
responses in the LLM prompts to induce similar outputs [11]; Chain of Thought (CoT),
which adds instructions like “Let’s think step by step.” to consider problems incremen-
tally [12]; andReACT,which iterates through three steps ofThought/Action/Observation
to produce highly accurate answers [13]. Additionally, Role-Play Prompting, where
responses are generated by embodying specified characters or individuals in the prompts
[7], Metacognitive Prompts that mimic human cognitive processes [14], and emotion
prompts that use emotional expressions to enhance the quality of responses [15] have
also been explored. These techniques for inputting prompts to LLM, known as “prompt
engineering”, allow for the enforcement of specific in-context learning styles in response
to any inquiry by using them as prompt templates [16], demonstrating the versatility and
effectiveness of tailored interaction with LLM.

3 Approach

The examination process of the Purpose Model through prompts consists of two phases:
the “Purpose Exploration Phase,” where the common objective of the project is sought,
and the “Purpose Analysis Phase,” where the individual objectives and roles of each
stakeholder are scrutinized. This study has developed prompt templates using LLM-
based conversational generative AI to replicate the “Purpose Analysis Phase” of the
Purpose Model.

3.1 Purpose Model

The Purpose Model serves as a blueprint for co-creative projects centered around a
purpose, facilitating activities among diverse stakeholders. It is a framework designed
for deliberation in a multi-stakeholder setting [4]. The Purpose Model facilitates the
exploration of a co-purpose among all stakeholders (Purpose Exploration Phase) and
the analysis of individual purposes that stakeholders genuinely hold regarding the co-
purpose (Purpose Analysis Phase), all while visualizing these components in a single
diagram. This approach enables mutual recognition of the purposes and challenges faced
by stakeholders other than oneself, advancing co-creative projects without bias towards
the interests of any specific stakeholder group. In the Purpose Model, the co-purpose
of the co-creative project is placed at the center in a white circle, with stakeholders
involved in the project positioned around it. Active stakeholders are placed below the
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center, while other stakeholders are positioned above it. Stakeholders are categorized by
their attributes on the model, with businesses in green, government agencies in yellow,
citizens in red, and universities, research institutions, and professionals in purple. The
roles of stakeholders are noted inside, along with their individual purposes concerning
the co-purpose of the project (see Fig. 1). Visualizing the Purpose Model throughout the
life cycle of the co-creative project promotes mutual understanding among stakeholders.

Fig. 1. Purpose Model

3.2 Prompt Templates for Simulating the Purpose Model by LLM-Based
Generative AI

In pursuit of replicating the examination process of the Purpose Model through LLM-
based conversational generative AI, this research team, comprising experts with exten-
sive experience in facilitating co-creative projects involvingmultiple stakeholders, devel-
oped prompt templates. These templates aim to simulate the “Purpose Analysis Phase”
of the Purpose Model and compare the simulation results with those obtained from
human-led examinations. In the “Purpose Exploration Phase,” the co-purpose of the
co-creative project is examined extensively, equivalent to brainstorming, making it chal-
lenging to evaluate against human examination results. Therefore, this research focuses
on the “Purpose Analysis Phase,” simulating the examination of individual purposes and
roles of stakeholders after establishing the co-purpose of project.

Initially, a simple prompt templatewaswritten to replicate the examination process in
the Purpose Analysis Phase (see Fig. 2). This template sets up the “co-purpose, situation
(place and circumstances), and stakeholders recognized in the initial phase” of the co-
creative project and instructs a comprehensive recognition of key stakeholders towards
achieving the co-purpose (a). Subsequently, for each recognized stakeholder, the tem-
plate instructs the examination and tabulation of “individual purpose, role, and agency
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(whether the stakeholder is actively involved in promoting the project)” (b). Multiple
dialogue experiments were conducted with OpenAI’s web-based ChatGPT (selecting
GPT-4 as the model) from December 1 to December 15, 2023. However, discussions
based on the experimental results revealed challenges such as the general nature of rec-
ognized stakeholders and purposes, difficulty in discerning harmonizing or conflicting
relationships between stakeholders’ purposes as recognized within co-creative projects,
a lack of reflective examination on conventional activities and wisdoms, non-recognition
of stakeholders who play pivotal roles from the early stages of the project, and beneficia-
ries of the project not being recognized as stakeholders. Additionally, feedback indicated
that the AI’s examination process was not clear in two dialogues, making it difficult to
understand the rationale behind the results. Therefore, improvements to the prompt tem-
plate were considered in three areas: “recognition of the relationship between individual
purposes”, “instructions for various modes of thinking”, and “enhancements based on
advice from experts in co-creative projects.”

a. Recogni-

tion of 

Stakehold-

ers

Comprehensively examine important stakeholders to be recognized towards 

achieving the co-purpose in the following situation:

-Co-purpose: {co_purpose}

-Situation (place and circumstances): {situation}

-Stakeholders already recognized: {stakeholders}

b. Examina-

tion of Each 

Stakehold-

er's Purpose

For each recognized stakeholder, examine the following items and organize 

them in a table format under "Stakeholder Name / Individual Purpose / Role / 

Agency":

-Individual Purpose related to the co-purpose: within 20 characters

-Role: within 15 characters

-Agency (whether the stakeholder is actively involved in promoting the pro-

ject towards the co-purpose): Yes or No

Fig. 2. Simple Prompt Template Based on the Purpose Model *Parts included in {} such as
{co_purpose} are to be set individually for each project.

Recognition of the Relationships Between Individual Purposes. Feedback from
facilitators in co-creative projects involving multiple stakeholders suggests that as the
diversity of stakeholders increases, the likelihood of strong harmony or conflict arising
between specific stakeholders’ purposeswithin the project also increases. Facilitators are
considering these relationships to foster mutual understanding and consensus-building
among stakeholders. Additionally, individual purposes held by stakeholders towards the
co-purpose of the project can include newly desired purposes (acquired purposes) and
purposes they wish not to lose despite changes brought about by the project (protected
purposes). Harmony can emerge between different acquired purposes, and conflicts can
arise when the realization of an acquired purpose jeopardizes a protected purpose. These
relationships of harmony and conflict inherently occur not between stakeholders, but
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between the individual purposes they hold, leading to situations where some individual
purposes can establish the relationship in harmony, while others may lead to conflict.

For example, in a co-creative project aimed at creating a continuous event hall that
attracts people from outside a region, residents might hold the acquired purpose of
wanting the town to flourish and develop, while also holding the protected purpose of
maintaining the traditional comfort of living. Similarly, local businesses may expect
to increase their sales by attracting new customers, the tourism sector may expect to
expand their tour offerings, and event planners and artists may expect to get new fans.
The economic revitalization of the town through the co-creative project can harmonize
with the residents’ acquired purpose of development, but constant gathering of outsiders
in the town center might conflict with the residents’ protected purpose of preserving
living comfort. Facilitators of the co-creative projects should consider these harmonies
and conflicts in setting appropriate targets for attracting visitors to the area.

Conversational generative AI has the feature of reflecting the context of past dia-
logues within a single chat instance through in-context learning for generating subse-
quent responses [10]. To reflect the examination of the harmony and conflict between
stakeholders’ purposes within the context learning of generative AI, the dialogue that
was established in two instances with a simple prompt template was changed to nine
instances (see Fig. 3). Initially, the recognition of stakeholders (a1) was conducted,
followed by instructions to examine the acquired and protected purposes of each stake-
holder (b1), and then to consider the harmony (c1) and conflict (d1) between purposes.
Unlike the simple prompt template where examination of each stakeholder’s purpose
(b) was conducted simultaneously, the examination contents (a1/b1/c1/d1) are set to
allow human observers to view narrative information while overviewing it, dividing the
prompts for examination (a1/b1/c1/d1) and for information organization (a2/b2/c2/d2).

Instructions for Various Modes of Thinking. Feedback from the examination with
the simple prompt template indicated a lack of reflective consideration on conventional
activities and dogmas. Therefore, various modes of thinking, such as divergent thinking
and paradoxical thinking, were experimented with, and those confirmed effective were
explicitly included in the prompt template. Experiments were conducted to see if new
information would be recognized by explicitly instructing various modes of thinking for
each prompt template concerning the recognition of stakeholders (a1), the examination
of acquired and protected purposes (b1), and the examination of harmony (c1) and con-
flict (d1) between purposes. The prompt templates began with the addition of a sentence,
“Now, please examine the following content using XX thinking” (see Fig. 4 (Prompt
Template for Verifying Modes of Thinking)), where “XX thinking” was replaced with
each mode of thinking being tested, comparing it with prompt templates without set
thinking methods. This examination required fixing the context information for each
prompt and was conducted using the API version of GPT-4 (“gpt-4-32k-0613” with
default parameters) to include the context in “past dialogues” comparing prompt tem-
plates with and without set modes of thinking (see Fig. 4 (Prompt Template for Verifying
Modes of Thinking)). As a result, among the 14 types of modes of thinking trialed by
the research team in five trials, there were modes that recognized new information more
than four times compared to prompts without set modes of thinking, confirming their
effectiveness (see Fig. 5).
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Furthermore, as a prompt engineering technique, there is a technique called Chain
of Thought (CoT) that displays the examination process for a query in steps [12]. For
each prompt template where effective modes of thinking were confirmed, prompts were
improved to consider using CoT for each category of modes of thinking (see Fig. 4
(Multiple Modes of thinking with CoT)). Each step in CoT prompts was written to
expand upon the examination of the previous step. When running the improved prompt
template including CoT, generative AI outputs the examination process using eachmode
of thinking, enabling humans to observe the examination process (see Fig. 6).

a1. Recognition of Stakeholders

b1. Examine the Acquired and 

Protected Purposes of Each 

Stakeholder

b2. Information Organization of 

Purposes

c1. Consider the Harmony be-

tween Purposes

d1. Consider the Conflict be-

tween Purposes

d2. Information Organization of 

Conflict

z. Summarize Information

c2. Information Organization of 

Harmony

Enhanced Prompt Template

a2. Information Organization of 

Stakeholders

Simple Prompt Template

a. Recognition of Stakeholders

b. Examination of Each Stake-

holder’s Purpose

Fig. 3. Table 1. Figure 3. Enhanced Prompt Template

EnhancementsBasedonAdvice fromExperts inCo-creativeProjects. In the context
of co-creative project facilitation using the Purpose Model, experts with extensive expe-
rience were present to conduct walk-through tests of dialogue experiments with Chat-
GPT, utilizing both a simple prompt template and a prompt template that had undergone
two improvements: “Recognition of the relationships between individual purposes” and
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“Instructions for various modes of thinking”. The tests revealed two prevalent issues in
both execution outcomes: stakeholders responsible for driving the project from its initial
stages were not recognized, and beneficiaries of the project were not identified as stake-
holders. Consequently, modifications of prompt template were made to the recognition
of stakeholders (a).

To address the issue of stakeholders responsible for driving the project from its initial
stages were not recognized, a distinction was made between “leadership stakeholders”
and “already recognized stakeholders.” For the issue of beneficiaries of the project were
not identified as stakeholders, an instruction to “Please add beneficiaries as stakeholders”
was incorporated into the prompt template. (seeFig. 7 (“a1.Recognition of Stakeholders”
prompt template)).

Simulation of the Purpose Model Using Generative AI. Through the implementa-
tion of three improvements to a simple prompt template - “Recognition of the Rela-
tionships between Individual Purposes”, “Instructions for Various Modes of Thinking”,
and “Enhancements Based on Advice from Experts in Co-Creative Projects.” and the
addition of a concluding prompt (z)1 for organizing conclusions towards the creation
of the Purpose Model, the prompt template was finalized (see: Fig. 7). The prompt
template is designed to include four variables tailored to the project’s specifics: “co-
purpose {co_purpose}”, “situation {situation}”, “leadership stakeholders {leaders}”,
and “already recognized stakeholders {stakeholders}”, with the capability to list mul-
tiple entities for {leaders} and {stakeholders}. Utilizing these prompt templates allows
for the simulation of the “Purpose Analysis Phase” in the examination process of the
Purpose Model through instructions provided to web-based conversational generative
AI2.

4 Use Case

4.1 Targeted Co-creative Project

This study examines a co-creative project known as Arch to Hoop, active in Okinawa
Prefecture, Japan, as an example of a project where the Purpose Model analysis had
previously been conducted by humans [17]. Arch to Hoop was initiated in April 2023,
spurred by the hosting of the Basketball World Cup in Okinawa. The project was led by
the sports equipmentmanufacturerMolten, in collaborationwith FIBA (the International
Basketball Federation) and the Local Organizing Committee (LOC), involving NPOs,
companies, and children within Okinawa Prefecture. Focusing on the social issue of
“experience disparity among children” in Okinawa, Arch to Hoop set forth the project
purpose of “creating opportunities for goals and dreams for children in Okinawa through
basketball,” offering them various vocational experiences related to basketball, including

1 Following the input format of Purpose Model Studio, character limits are set for each item.
https://purposemodel.zukai.co/

2 The current investigation is being conducted with ChatGPT (GPT-4), utilizing contextual
learning only, making similar assessments technically feasible in other conversational AI
models.

https://purposemodel.zukai.co/
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Simple 

Prompt 

Template

Comprehensively examine important stakeholders to be recognized towards 

achieving the co-purpose in the following situation:

-Co-purpose: {co_purpose}

-Situation (place and circumstances): {situation}

-Stakeholders already recognized: {stakeholders}

Prompt 

Template 

for Veri-

fying 

Modes of 

Thinking

Now, please examine the following content using XX thinking

Comprehensively examine important stakeholders to be recognized towards 

achieving the co-purpose in the following situation:

-Co-purpose: {co_purpose}

-Situation (place and circumstances): {situation}

-Stakeholders already recognized: {stakeholders}

{past dialogues}

Multiple 

Modes of 

Thinking 

with CoT

We want to comprehensively recognize the important stakeholders for achiev-

ing the co-purpose in the following situation. Please identify specific stakehold-

ers through the following examination process.

Situation:

- Co-purpose: {co_purpose}

- Situation: {situation}

- Already Recognized Stakeholders: {stakeholders}

Examination Process:

Step 1. Use divergent and lateral thinking to broadly recognize stakeholders.

Step 2. Use analogical thinking to add stakeholders by referencing similar ac-

tivities.

Step 3. Use strategic thinking to add stakeholders relevant to policies, economic 

activities, and social issues.

Step 4. Use paradoxical thinking to add stakeholders from perspectives that dif-

fer from conventional wisdom.

Step 5. Ensure all recognized stakeholders are organized without any omission 

or duplication.

Fig. 4. Prompt Example for “a. Recognition of Stakeholders” Using Modes of Thinking *Parts
enclosed in {} such as {co_purpose} are set individually for each project.

event setup and operation of experiential events. Continuing beyond the conclusion of the
Basketball World Cup, it persistently offers vocational experience opportunities related
to the B.LEAGUE basketball games and events, with the participation of several NPOs
supporting children, various sponsoring companies, the Okinawa Prefecture Board of
Education, local governments, and citizens in the co-creative project.

Arch to Hoop conducts ongoing examinations using the Purpose Model in response
to changes in the project’s environment and context, with this instance focusing on the
project’s activities as of July 2022. The PurposeModel examined at that time recognized
the Okinawa Youth Independence Support Center Churayui, the project’s main body
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Mode of Thinking a1. Stakeholder b1. Purpose c1. Harmony d1. Conflict

Divergent Thinking Y

Lateral Thinking Y

Creative Thinking

Analytical Thinking Y Y

Contextual Thinking Y Y

Analogical Thinking Y Y

Critical Thinking Y

Reflective Thinking Y

Paradoxical Thinking Y Y

Structural Thinking Y Y

Systems Thinking Y Y

Structural Thinking Y Y

Intuitive Thinking

Emotional Thinking Y Y Y

Fig. 5. Results ofTestingDifferentModes ofThinking (Out of five trials conductedby the research
team, modes of thinking that recognized new information at least four times compared to when
no specific mode of thinking was set are marked with “Y”)

Arch to Hoop, Molten, and the company Ridilover aiming to solve social issues as
proactive co-creationpartners. Stakeholders involved in the co-creation included children
participating in the project from Okinawa Prefecture, child support organizations in
Okinawa, basketball affiliates, sponsoring companies, and Okinawa Prefecture itself.
The project’s activities are funded by sponsorships from companies and grants from
Okinawa Prefecture (see Fig. 8).

4.2 Experimental Environment

In this study, simulations of the Purpose Model were conducted using the ChatGPT
service provided by OpenAI as of January 28, 2024 (model version: GPT-4 model) [18],
using the finalized prompt template. Observations were made on a series of responses
generated by AI, which were then compared with the human-conducted Purpose Model.
The parameters in the prompt template were set based on the information from the
Purpose Model of the Arch to Hoop project, as examined in July 2022 (see Fig. 9).

5 Evaluation

The results of the Purpose Model simulations conducted using the prompt template
(see Fig. 7) targeting the Arch to Hoop project as of July 2022 were examined through a
walkthrough of the outputs generated by generativeAI and a comparisonwith the human-
conducted PurposeModel. The simulation, involving the research team and stakeholders
from the Arch to Hoop project, was completed in approximately two hours.
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Query 

(Prompt 

Tem-

plate)

We want to comprehensively recognize the important stakeholders for achieving 

the co-purpose in the following situation. Please identify specific stakeholders 

through the following examination process.

- Co-purpose: {co_purpose}

- Situation: {situation}

- Leadership Stakeholders: {leaders}

- Already Recognized Stakeholders: {stakeholders}

Examination Process:

Step 1. Use divergent and lateral thinking to broadly recognize stakeholders.

Step 2. Use analogical thinking to add stakeholders by referencing similar activi-

ties.

Step 3. Use strategic thinking to add stakeholders relevant to policies, economic 

activities, and social issues.

Step 4. Use paradoxical thinking to add stakeholders from perspectives that differ 

from conventional wisdom.

Step 5. Please add beneficiaries as stakeholders.

Re-

sponse

from AI

Recognizing stakeholders in this project is crucial. Let's consider each step.

Step 1: Divergent and Lateral Thinking

- Local educational institutions: Schools and universities serve as places to intro-

duce basketball to children and youth and provide training.

- Local community groups: Involvement of local sports clubs, youth organiza-

tions, and non-profits can extend the impact to a broader community.

- Media and advertising companies: Important for increasing awareness and inter-

est in the project.

- Basketball coaches and players: They can serve as role models for children and 

provide skill coaching.

Step 2: Analogical Thinking

- Other sports organizations: Refer to youth development programs conducted by 

soccer or baseball organizations.

- International sports events: Analyze the impact on children from major sports 

events like the Olympics or World Cup.

Step 3: Strategic Thinking

- Government agencies: Ministries like the Ministry of Education, Culture, Sports, 

Science and Technology and the Sports Agency play key roles.

- Tourism industry: Basketball events can promote tourism and contribute to the 

local economy.

- Social welfare organizations: Organizations supporting children in disadvan-

taged positions are also crucial.

Step 4: Paradoxical Thinking

- Competitors in basketball: Companies and organizations normally in competi-

tion can collaborate towards a co-purpose. 

- Groups with critical views: Organizations pointing out issues in sports or educa-

tion can provide valuable perspectives for project improvement.

Step 5: Beneficiaries

- Children in Okinawa: The main beneficiaries of this project.

- Okinawa community: The project could strengthen community bonds and bene-

fit the region as a whole.

By considering these steps, a wider and more multifaceted perspective of stake-

holder recognition can be achieved, laying the foundation for an effective project 

implementation.

Fig. 6. Example of Responses When Implementing “Multiple Modes of Thinking with CoT”
(Prompt Template for a1)
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a1.  

Recognition 

of Stake-

holders

We want to comprehensively recognize the important stakeholders for achiev-

ing the co-purpose in the following situation. Please identify specific stake-

holders through the following examination process.

- Co-purpose: {co_purpose}

- Situation: {situation}

- Leadership Stakeholders: {leaders}

- Already Recognized Stakeholders: {stakeholders}

Examination Process:

Step 1. Use divergent and lateral thinking to broadly recognize stakeholders.

Step 2. Use analogical thinking to add stakeholders by referencing similar ac-

tivities.

Step 3. Use strategic thinking to add stakeholders relevant to policies, eco-

nomic activities, and social issues.

Step 4. Use paradoxical thinking to add stakeholders from perspectives that 

differ from conventional wisdom.

Step 5. Please add beneficiaries as stakeholders.

a2.  

Information 

Organiza-

tion of 

Stakehold-

ers

Step6. Ensure all recognized stakeholders are organized without any omission 

or duplication.

b1.  

Examine the 

Acquired 

and Pro-

tected Pur-

poses of 

Each Stake-

holder

Please concisely examine the "acquired purposes" and "protected purposes" 

related to the co-purpose that each recognized stakeholder. 

*Include "{leaders}, {stakeholders}, {stakeholders recognized in Step6}" in 

the stakeholders to be considered.

Examination Process:

Step7. Use critical thinking to examine the "background issues" of the co-

purpose within the situation.

Step8. Use critical thinking to evaluate the "fundamental challenges" for each 

stakeholder.

Step9. Use strategic and paradoxical thinking to explore "strategic objectives" 

and "objectives divergent from conventional wisdom" for all stakeholders.

Step10. Use emotional thinking to assess the "motivations" of all stakeholders 

towards their purposes and challenges.

b2.

Information 

Organiza-

tion of Pur-

poses

Step11. Please concisely organize "acquired purposes", "protected purposes",

"challenges", and "motivations" for each recognized stakeholder.  

*Include "{leaders}, {stakeholders}, {stakeholders recognized in Step6}."

c1. 

Consider the 

Harmony 

between 

Purposes

These identified purposes can form the relationships of "Harmony" and "Con-

flict."

Following the examination process in Step11, purposes that form harmonizing

relationships are to be examined and displayed in combinations of "stake-

holder and purpose."

Fig. 7. Finalized Prompt Template*Parts included in {} such as {co-purpose} are to be manually
set for each project.



122 T. Matsumoto et al.

Examination Process:

Step12. Use analytical, contextual, and analogical thinking to analyze syner-

gies and similarities among purposes, considering the background to identify 

harmonizing relationships.

Step13. Use structural and systems thinking to clearly examine combinations 

of stakeholders and purposes that exhibit harmony.

Step14. Use emotional thinking to assess the "motivations" of stakeholders for 

purposes in harmonious relationships.

c2. 

Information 

Organiza-

tion of Har-

mony

Step15. Based on these examinations, please concisely summarize combina-

tions of purposes in harmony, detailing the "content of harmony," "purpose," 

"stakeholder," and "motivation."

d1. 

Consider the 

Conflict be-

tween Pur-

poses

Following the examination process in Step11, purposes that form conflicting 

relationships are to be examined and displayed in combinations of "stake-

holder and purpose". 

Examination Process:

Step16. Use analytical, contextual, and reflective thinking to analyze contra-

dictions and conflicts among purposes, identifying those in conflictual rela-

tionships.

Step17. Use structural and systems thinking to clearly examine combinations 

of stakeholders and purposes in conflict.

Step18. Use emotional thinking to assess the "motivations" of stakeholders for 

purposes in conflicting relationships.

d2. 

Information 

Organiza-

tion of Con-

flict

Step19. Based on these examinations, please concisely summarize combina-

tions of purposes in conflict, detailing the "content of conflict," "purpose," 

"stakeholder," and "motivation."

z.

Summarize 

Information

Based on all examinations, please organize information in a table format for 

each stakeholder, listing "Stakeholder Name/Detail/Role in Project/Acquired 

Purposes/Protected Purposes/Agency/Challenges/ Motivations".  

*Include "{leaders}, {stakeholders}, {stakeholders recognized in Step6}."

*"Agency" should be determined as Yes or No, indicating whether the stake-

holder actively promotes the project towards the co-purpose.

Fig. 7. (continued)

5.1 Walkthrough of Outputs Generated by Generative AI

The walkthrough was conducted using ChatGPT provided as a web service by OpenAI
as of January 28, 2024, with participants reviewing the results generated in response to
instructions given through the prompt template (see Fig. 7) on a case-by-case basis.

RecognitionofStakeholders (a1/a2). Inquirywasmade toChatGPT, setting theproject
information (see Fig. 9) in the parameters of scripts for a1 and a2 of the prompt
template (see Fig. 7), and the recognized stakeholders and their examination process
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Fig. 8. The Purpose Model Analyzed by Humans of Arch to Hoop Project

- Co-purpose: To create opportunities for goals and dreams for children in Okinawa 

through basketball

- Situation: Okinawa Prefecture

- Leadership stakeholder: Molten

Al d i d t k h ld FIBA LOC C i i Oki

Fig. 9. Parameters in the prompt template (Arch to Hoop)

were reviewed. It was observed that all stakeholders identified in the human-conducted
Purpose Model were recognized except for the “project entity” (see Fig. 10). Since
“Molten” was set as the leadership stakeholder in the prompt template, it is likely
that the “project entity” was not distinguished as a separate stakeholder, with Molten’s
employees centrally involved in the actual “project entity.” “Educational institutions,”
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“media/advertising,” “tourism industry,” “competitors,” and “critical groups” were not
recognized in the human-conducted Purpose Model but were identified in the simu-
lation by generative AI. Feedback from Arch to Hoop project stakeholders indicated
that public institutions, including “educational institutions,” face significant constraints,
making active participation in the project challenging. At the stage of readiness for
active promotion, “media/advertising” and “tourism industry” were not actively sought
for participation. As of January 2024, these stakeholders have started to engage in the
project.

Stakeholder Class Recognition by AI Consideration by Humans

Project Entity Only 

Human

Not recognized Recognized in Purpose 

Model

Molten Both Set as an initial value Participated from the ini-

tial stage

FIBA Both Set as an initial value Participated from the ini-

tial stage

LOC Both Set as an initial value Participated from the ini-

tial stage

Companies in Oki-

nawa

Both Set as an initial value Participated from the ini-

tial stage

Children in Oki-

nawa

Both Recognized as benefi-

ciaries

Recognized in Purpose 

Model

Local Community Both Recognized through 

divergent and lateral 

thinking

Recognized in Purpose 

Model

Sports-related En-

tities

Both Recognized through 

divergent and lateral 

thinking

Recognized in Purpose 

Model

Government/Pub-

lic Institutions

Both Recognized through 

strategic thinking

Recognized as Okinawa 

Prefecture

Social Welfare Or-

ganizations

Both Recognized through 

strategic thinking

Recognized in Purpose 

Model

Groups Raising 

Social Issues

Both Recognized through 

paradoxical thinking

Recognized in Purpose 

Model

Educational Insti-

tutions

Only 

AI

Recognized through 

divergent and lateral 

thinking

Not solicited for participa-

tion

Media/Advertising Only 

AI

Recognized through 

divergent and lateral 

thinking

Not solicited for participa-

tion

Tourism Industry Only 

AI

Recognized through 

strategic thinking

Not solicited for participa-

tion

Competitors Only 

AI

Recognized through 

paradoxical thinking

Not recognized

Critical Groups Only 

AI

Recognized through 

paradoxical thinking

Not recognized

Fig. 10. Simulation-Driven Stakeholder Identification Results
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Examine the Purposes (b1/b2). Inquiries were made to ChatGPT using the b1 and

Stakeholder Purpose recognized 

by Human

Acquired Purposes Protected Purposes

Project En-

tity

Experiences through 

basketball

None None

Molten Redefining the social 

significance of Sports

Strengthening brand 

position

Product quality and reli-

ability

FIBA Elevating Japanese 

Basketball from Oki-

nawa

Basketball promotion Fairness in sports

LOC Elevating Japanese 

Basketball from Oki-

nawa

Successful event Safety

Companies 

in Okinawa

Supporting the Project Contribution to the 

community and busi-

ness growth

Corporate image and re-

gional economic contri-

bution

Children in 

Okinawa

Enjoying the Event Pursuit of dreams Safe environment

Local Com-

munity

Connecting Children's 

Growth through the 

Project

Community bonds Local culture

Sports-re-

lated Entities

Elevating Japanese 

Basketball from Oki-

nawa

Sports promotion Sportsmanship

Govern-

ment/Public 

Institutions

Enriching the Lives of 

the Prefecture's Resi-

dents

Regional development Public benefit

Social Wel-

fare Organi-

zations

Activities Attuned to 

Children's Needs

Support for the so-

cially vulnerable

Principles of social wel-

fare

Groups Rais-

ing Social Is-

sues

Making Social Issues 

a Concern for Every-

one

Interest in social prob-

lems

Social change

Educational 

Institutions

None Expansion of educa-

tional opportunities

Equity in education

Media/Ad-

vertising

None Expansion of outreach Fairness in media

Tourism In-

dustry

None Revitalization of the 

local economy

Economic sustainability

Competitors None Acquisition of market 

share

Uniqueness

Critical 

Groups

None Highlighting issues Social improvement

Fig. 11. Simulation-Driven Stakeholder Identification Results
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b2 scripts of the prompt template (see Fig. 7), setting the stakeholders identified by AI
(see Fig. 10). Upon reviewing the acquired and protected purposes for each stakeholder,
it was found that only the purposes of “Molten” differed between human-conducted
and AI simulation (see Fig. 11). Human examination had considered purposes aligned
with the project’s aim, such as “Redefining the social significance of sports,” while
AI examination recognized commercial purposes for “Molten,” including “brand posi-
tion strengthening” and “product quality and reliability.” For stakeholders other than
“Molten,” there were no discrepancies between human and AI examinations.

Harmony (c1/c2) and Conflict (d1/d2) between Purposes. Upon reviewing the out-
puts generated by AI through scripts c1, c2, d1, and d2 of the prompt template (see
Fig. 7), it was observed that harmony between purposes was consistent with recogni-
tion and showed no discrepancies. No actual conflict between purposes occurred (see
Fig. 12).

Purposes in Harmony Purposes in Conflict

1.Contribution to the regional economy 

and society (Companies in Okinawa, 

Government/Public Institutions, Tour-

ism Industry)

2.Education and growth of children (Ed-

ucational Institutions, Children in Oki-

nawa, Local Community)

3. Promotion of sports and enhancement 

of competition (Sports-related Enti-

ties, Molten, FIBA)

1. Economic benefits (Companies in Oki-

nawa Prefecture) vs. Support for the so-

cially vulnerable (Social Welfare Organi-

zations)

2. Commercial success of sports goods 

(Molten) vs. Fairness in sports (FIBA)

3. Revitalization of the local economy (Eco-

nomic Entities) vs. Environmental protec-

tion (Groups Raising Social Issues)

Fig. 12. Results of Purpose Identification by Simulation

5.2 Comparison of Purpose Models

Comparing the human-conducted Purpose Model (see Fig. 8) with the Purpose Model
based on the AI simulation (see Fig. 13), it was noted that the “Groups Raising Social
Issues”, which are typically recognized as proactive co-creative partners, were identified
as stakeholders involved in co-creation in the AI simulation results. Conversely, the
basketball affiliates (FIBA, LOC, Sports-related Entities), traditionally recognized as
stakeholders involved in co-creation, were identified as proactive co-creative partners.
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Fig. 13. Purpose Model based on the AI simulation of Arch to Hoop Project

6 Conclusion

The examination using the prompt template for conversational generative AI to analyze
the Purpose Model has demonstrated that stakeholders and purposes can be recognized
with a certain level of comprehensiveness. It was also confirmed that stakeholders not
involved at the timewere broadly recognized.However,Molten’s purpose, a key player in
the project,was recognized not as the original “desire to redefine the social significance of
sports” but rather as purposes related to commercial activities, specifically “strengthening
of brand position” and “product quality and reliability.” Discrepancies were also noted
in the identification of primary stakeholders, indicating the difficulty in completing the
Purpose Model solely through AI examination. Thus, it is advisable to use generative AI
with Human-in-the-loop, where human intervention is required to supplement additional
information based on the AI’s outputs. According to stakeholders involved in the Arch to
Hoop project examined in this study, approximately 50% of their labor time is spent on
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project facilitation, suggesting that the workload of project facilitation can be reduced
if generative AI is utilized to create a draft of the Purpose Model, and even members
with less experience in co-creative projects can perform a certain level of analysis. The
developed prompt template is expected to advancemutual understanding amongmultiple
stakeholders inmany co-creative projects through the PurposeModel. This study focused
on the Purpose Analysis phase of the Purpose Model, but it is planned to conduct similar
examinations using conversational generative AI in the phase of purpose exploration as
well.

Acknowledgement. Wewould like to thank Shunpei Katsuta fromMoltenCorporation for advice
and discussion on the use case. Additionally, we would like to thank Yuki Yamamoto,Mikio Shoji,
Makoto Fukushima, Ayuto Makiguchi, Ryo Harashima, Naomi Sato, Tokio Kibata, and Yiyang
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Abstract. Interoperability of industrial data is crucial for promoting
digital transformation of industries and grasping the trend of integrated
development of industries. This study starts with data standards and
characterizes the level of data standardization through quantitative sta-
tistical results of industry standard construction at nodes in the indus-
try’s ecological chain. The difficulty of data interoperability between
industries is characterized by quantitative statistical results of differ-
ences in overall standard construction. The corresponding relationships
between international industry and standards’ scores as well as nation,
industry and international standards’ scores are both examined, and two
major tools, data spectrum and data light wave, are pioneered, which
build a visual measurement system for the interoperability level of indus-
trial data. By using data spectrum and data light wave, the scope of data
interoperability research can be further expanded, then a cost evaluation
system for data interoperability can be explored; Guide the direction of
data standard construction and optimize the industrial data governance
architecture; Identify obstacles to data flow in the industrial ecosystem
and guide the path of digital development in the industry.

Keywords: Data interoperability · Data standards · Data spectrum ·
Data light wave

1 Introduction

1.1 Research Background

With the growth of data volume and the revolution of digital technology, the
speed of data circulation continues to improve, the scenarios of digital intelli-
gence empowerment continue to extend, and the digital economy formats con-
tinue to develop. In order to continuously cultivate the development momentum
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of the digital economy, countries around the world attach great importance to
the construction of data element systems and data infrastructure systems, and
have introduced a series of data policies. For example, the European Union
introduced the Digital Trade Strategy earlier in 2017, committed to eliminat-
ing barriers to data localization and ensuring the free flow of cross-border data.
With the proposal of the strategy of innovation-driven development, the digital
integration of industries has also become the main lever for China to vigorously
promote the construction of a modern industrial system. The Central Commit-
tee of the Communist Party of China and the State Council issued the “Overall
Layout Plan for Digital China Construction” in February 2023, which clearly
proposed strategies such as consolidating the foundation of data resource circu-
lation, comprehensively empowering the digital development of industries, and
strengthening the deep integration ability of industry, academia, and research,
which also places the digital development of industries in an important position.
In this context, the Ministry of Finance officially issued the Provisional Regula-
tions on Accounting Treatment of Enterprise Data Resources in August, which
provides strong support for activating the enthusiasm of data market entities,
enhancing the willingness of all parties to circulate data, and standardizing the
data transaction governance system.

Although international organizations and relevant departments of various
countries have planned the development direction of industrial digitization, data
assetization, and data element circulation at the level of strategic guarantee and
institutional design, how to construct an evaluation system for industrial data
interoperability at the international level from a theoretical perspective, and
how to open up data circulation channels between industries from a practical
perspective are still fundamental issues in the development of the digital econ-
omy. Therefore, this study aims to focus on the construction of international
industrial data standards, creatively proposing the concepts of data light wave
and data spectrum, to construct a measurement system for the difficulty of data
interoperability between industries. The research has the following significance:

Firstly, quantitative analysis of the construction of industrial data standards
help to standardize the construction of data governance systems. By examin-
ing the distribution of data standards corresponding to international industry
categories and the participation of countries in international data standards’ con-
struction, we can further guide the direction of industrial and national standards’
construction, thereby optimizing the data governance structure of industries and
countries;

Secondly, quantitative examination of the degree of standardization of indus-
trial data is helpful for the sustainable development of industries and enterprises.
Through graph representation, the differences in data standardization among
various trades on the international level of the industrial ecological chain can be
intuitively identified, and opportunities and challenges in data circulation and
business cooperation between industries can be identified, thereby further guid-
ing the focus of digital transformation of industries in various countries and the
direction of innovative development of international enterprises;
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Thirdly, the innovative introduction of the concepts of data light wave and
data spectrum is an extension of research ideas in the field of data interoper-
ability. Through algorithm design and graph drawing, it can provide innovative
practices for measuring and representing data interoperability between indus-
tries at the international level, thereby further expanding the research scope of
data interoperability.

1.2 Overview of Current Research

Data interoperability is the ability of systems to use data resources across bound-
aries without or with minimal information loss [1]. Currently, existing research
on this topic has mainly focused on the following two aspects:

(1) Research on data interoperability methods. Most existing research focuses
on solving the problem of data heterogeneity from a semantic perspective
through the construction of technology and conceptual models. Fareh et
al. [2] used ontology alignment technology to construct a unified data model
that integrates the resource transformation of the model layer, metadata
layer, and knowledge layer; Shi et al. [3] constructed a BIM, GIS, IoT inte-
grated heterogeneous model based on ontology technology, including data
instantiation, ontology construction and mapping, query application, and
other levels. These studies mainly focused on the field of information orga-
nization, utilizing tools such as metadata, meta models, and ontology to
explore the syntax and semantic specification methods of entities such as con-
cept description, semantic association, and knowledge extraction, in order to
support the consistency of data structures and conceptual patterns in inter-
operability.

(2) Research on data interoperability applications. Existing research was mainly
conducted in the context of industries such as transportation, healthcare and
manufacturing, and was designed by scholars based on specific situations in
different disciplinary fields. However, its themes also have semantic interop-
erability characteristics that focus on conceptual models. At the same time,
the industries covered by the research have a narrow span and do not have
universality. From the perspective of urban transportation big data, Liu et
al. [4] constructed a semantic fusion framework based on deep learning’s
input side, output side, and bidirectional stages; Prabath et al. [5] created
a conceptual framework for PGHD/EHR interoperability through the main
patient index and the DH Convener platform; Moeid et al. [6] constructed a
data exchange model for urban disaster management between use cases from
the perspective of conceptual consistency recognition by reusing model view
definitions.

In summary, existing research mainly considers the interoperability prob-
lem of heterogeneous data, and proposes solutions to achieve data model con-
sistency from both structural and semantic levels. However, these approaches
cannot fully understand and eliminate the data heterogeneity problem caused
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by business changes in the industrial interconnection environment. What’s more,
relative research on industries only considers the data circulation system within
each industry, without extending to data interoperability between industries. On
the one hand, with the deepening practice of the international economic com-
munity, the scale of cross-border digital trade has steadily increased, and the
large amount of cross-border flow data has posed new challenges to the com-
plexity of data interoperability between industries; On the other hand, with
the acceleration of global industrial integration, the complexity of industries,
organizations, and information systems makes it difficult for multiple parties to
reach consensus on a certain model [7]. Therefore, research on data interoper-
ability between industries is relatively blank but more necessary, and traditional
research methods are not applicable to the existing system and development
path of industrial interconnection. Furthermore, due to the diversity of busi-
ness interaction modes, more data assets detached from information systems are
shared and applied on a larger scale [8]. When supply and demand entities make
decisions on data interoperability across systems, organizations, industries, and
even borders, they inevitably need to consider their difficulty and cost. There-
fore, exploring the construction of a measurement and representation system for
the level of data interoperability between industries is necessary, it is also of
great significance for promoting the digital transformation of industries and the
standardized development of international digital trade.

1.3 Research Questions and Aims

To solve the problem of cross-industrial and cross-national data interoperabil-
ity in the industrial interconnection environment, this study firstly focuses on
the core issue that affects the possibility and necessity of data interoperabil-
ity between industries at the international level: how to measure and represent
the difficulty and cost of data exchange and sharing among industries. Under
this problem orientation, the author firstly carried out conceptual construction
and theoretical analysis, proposing the concept of data spectrum and data light
wave, as well as the theoretical basis for international data standards to mea-
sure industrial data interoperability; Subsequently, data collection and algorithm
design were carried out, and the current international standard data of the
selected industry was crawled from the ISO’s official website, then the extracted
data standards were scored and statistically analyzed; Finally, data analysis and
graph drawing were conducted to obtain corresponding data for industry data
standards’ scores at the international level, national data standards’ scores, and
industry data standards’ scores within typical countries. Based on this, data
spectrum and data light wave were plotted to respectively demonstrate the diffi-
culty of data interoperability between industries from the international perspec-
tive, as well as the participation of countries in international data standards’
construction and the specific performance of industry data interoperability lev-
els within typical countries.

In summary, this study conducted a comprehensive investigation of the con-
struction of international industrial data standards and completed the explo-
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ration process of the basic issues of data interoperability between industries from
theoretical analysis, and conceptual construction to empirical analysis. The aim
is to answer the following questions: What is the level of data interoperability
between industries worldwide, and how much participation does each country
have in the construction of international data standards? What is the specific
performance of industry data interoperability among typical countries at the
national level? How to promote targeted industrial data governance and data
interoperability in the industrial interconnection environment at the historical
node where data elements are ushering in areas of great development?

2 Conceptual Definition and Theoretical Analysis

2.1 Data Standards

There is no unified consensus in the academic community on the definition
of data standards. The Chinese Academy of Information and Communications
defines it as a normative constraint to ensure consistency and accuracy in the
internal and external use and exchange of data [9]. In terms of category classifi-
cation, some scholars have divided the data standards of the biological industry
into three categories: vocabulary and authoritative standards, semantic stan-
dards, and data exchange standards [10], while others have divided the data
standards of the geographic industry into categories such as data interface, clas-
sification, coding, and model [11]. Their research is mostly conducted from the
perspective of analyzing the construction of existing data standards in a single
industry. This study refers to multiple data standard definitions and combines
the characteristics of the standards to define data standards as a set of relevant
standards that regulate data encoding forms, data exchange forms, communi-
cation protocols, storage forms, collection forms, etc. through the development
of a system composed of management systems, control processes, and technical
tools.

Since data standards directly guide the production and application of data
service products and are the foundation of data standardization in the busi-
ness field [12], many scholars have studied the construction of data governance
systems in the field from this perspective. For example, Song et al. [13] have
developed a blockchain-based data collaborative governance method from the
perspective of improving the efficiency of standard terminology application in
traditional data standard construction methods and promoting data standard
sharing applications. There are also international data standards aimed at sup-
porting data integration and interoperability, providing data standardization
solutions for metadata registration [14]. Therefore, as a direct specification of
various types of circulating data in the industry, data standards are not only a
key path for data governance within the industry, but also a basic tool for pro-
moting the process of data interoperability between industries. They are suitable
as a fundamental basis for examining the difficulty of data interoperability in
the context of industrial interconnection.



Utilizing Data Spectrum to Promote Data Interoperability 135

2.2 Data Spectrum

The data spectrum is an innovative concept proposed in the context of this
study, which is a dynamic hierarchical map that presents the levels of different
entities in the system in circles. This study applies it to both the industrial and
national levels. The industrial spectrum is a dynamic hierarchical chart that
presents the difficulty of data interoperability between different industries at the
international level. It can be used to measure the difficulty of converting data
from different industries into accounting data, as well as the difficulty of data
interoperability between any two industries. The national spectrum is a dynamic
hierarchical chart that shows the degree of participation of different countries in
international standard construction, which can be used to identify the status and
contribution of each country in the international standard construction system.
The data spectrum example is shown below Fig. 1.

Fig. 1. Sample pf Data Spectrum

Specifically, the data spectrum is composed of multiple concentric circles,
and the circles formed between them are called circles. The points distributed in
the concentric circles represent industries or countries, and the size of the points
within the circles is positively correlated with the data standards’ score of that
industry or country. In the industrial spectrum, the points representing each
industry data are arranged in ascending order of their difficulty in converting
to accounting data, distributed from the inner circle to the outer circle; The
closer the point is to the center, the easier its data is to convert, while the
farther it is from the center, the more difficult it is to convert accounting data.
Besides, the interoperability of data between two industries located in the same
circle is easy to achieve, while the interoperability of data between two industries
crossing one circle requires a certain cost. The higher the cost of crossing more
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circles, the greater the difficulty of interoperability. In the national spectrum,
the closer the point is to the center, the higher the enthusiasm and contribution
rate of the country in the international standard construction industry within
the circle, while the farther it is from the center, the lower its participation in the
international standard construction. Besides, Countries in the same circle have
similar positions and investments in the international standard construction.
Conversely, if countries cross multiple circles, it indicates a significant gap in
their positions and investments in the international standard construction.

2.3 Data Light Wave

The data light wave is also an innovative concept proposed in the context of
this study. It is a two-dimensional coordinate graph presented in the form of a
transverse wave that represents the standard scores of industry data in different
ecological chain nodes. It can be used to measure the construction level of data
standards at different ecological chain nodes in the industry. The example figure
is shown below.

Specifically, the horizontal axis of the graph represents the nodes (trades) in
the industrial ecological chain, arranged according to their order, importance,
and relevance in the industrial supply chain. The vertical axis represents the
existing standards’ score on the corresponding node. By using data light wave
to horizontally compare the development of trade standards within the industry,
it is possible to strengthen the standardization work of weak trades in data
standard development and identify key trades for data conversion Fig. 2.

Fig. 2. Sample of Data Light Wave
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3 Research Design

3.1 Data Sources and Sample Selection

Firstly, to ensure the authority and accuracy of the data, this study selected ISO,
the most universally applicable international standard setting organization, as
the data source. The research team crawled the industry category and specific
information of international standards included in each industry from its official
website according to the International Standard Classification (ICS), as well
as the corresponding information of participating standards and participating
member countries of each Standardization Technical Committee (TC), as the
initial data for the study.

Next, in terms of sample selection, in order to reflect the ranking results
of the industrial ecological chain, this study follows the International Standard
Classification (ICS), treating the first level classification in the above industry
classifications as the industrial chain and the second level classification as the
industrial nodes, that is, the trades. The selected trades that have been arranged
in order or importance of the supply chain among industries are the more reason-
able ones, which ultimately including 127 countries, 25 international industries,
and 255 subordinate trades. This is the sample for subsequent research.

3.2 Data Analysis and Algorithm Design

Based on the theoretical analysis in the previous text, in order to characterize
the difficulty of data interoperability between industries, this study is based on
international industry standard data extracted from the official website. Firstly,
Excel software is used to screen and count the data standards in the industry
standards, while the other standards are referred to as general standards; Then,
based on the TC numbers in the specific items of each international standard
obtained, analyse the distribution of observed countries in the Technical Com-
mittee for Standardization (TC). Then, based on the algorithm, the variables
of “light wave score” and “light spectrum score” are quantified to represent the
standard scores of various industries at the international level, the participation
of each country in the construction of international standards, and the standard
scores of various industries within typical countries. To measure the difficulty of
converting industry data into data from other industries, mathematical statistics
are conducted to comprehensively consider the content of data standards and
general standards in international standards to evaluate the standardization level
of data organization, coding, and storage in this industry.

Light Wave Score. The product of data standards’ amount and data stan-
dards’ weight values in each trade, as well as the product of general standards’
amount and general standards’ weight values, are added together to obtain the
light wave score of the trade, which is used to measure the difficulty of data con-
version in that trade. Specifically, since data standards directly regulate all data
collected and generated in trade business activities, while general standards play
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an indirect role in standardizing business processes and organizations, we assign
a weight of 10 to data standards and 1 to general standards for processing.

Ci = Ai ∗ 10 +Bi ∗ 1 (1)

Ai: data standards’ amount;Bi: general standards’ amount;Ci: trade i’s light
wave score.

Light Spectrum Score. Divide international standards into two categories:
data standards and general standards, assign different weights to the two types
of standards, and calculate the standard score based on industry or country
analysis in the form of amount product weight value, named as data spectrum
score. Then the scores are processed by algorithms and converted into spectral
score processing values located in the 0–1 range. When drawing a data spec-
trum graph, divide it into ten circles with an interval value of 0.1. Industry or
national representative points are processed according to their spectrum scores
and distributed in the corresponding circles.

In the industry spectrum, the standard scores V i
j of different trades in a

certain industry are calculated, where variable j represents the industry, for
example, the j value of the Information technology industry is 35. The variable i
represents different trades, that is, the industry’s nodes. For example, the Gen-
eral IT trade ranks first in the Information technology industry in supply chain
order, so its i value is 1. By summing up the standard scores V i

j of various trades
in the industry, the total score (spectrum score)Vj of the industry is obtained.
For data spectrum containing different industries, all spectrum scores of the
included industries are first statistically analyzed and sorted. Then, the stan-
dardized results of natural logarithmic values Lj are taken. Finally, through
mathematical statistics, the results are evenly distributed between 0 and 1.
Therefore, the standardized values of natural logarithms are divided into cir-
cles with intervals of 0.1, Divide into ten circles, with each circle equidistant,
and take the natural logarithmic standardized value as the point diameterDj .

Vj =
∑i=1

j V i
j (2)

Dj = Lj = lnVj/lnVmax (3)

Dj : industry j’ s point diameter;Lj :standardized values of natural logarithms for
industry j’ s spectrum score ;Vj : industry j’ s spectrum score.

In the national spectrum, the industry spectrum scores of the corresponding
industries within the country Vj are summed up to obtain the total standard
scores (spectrum scores) Ck of all industries in the country. The standardized
natural logarithmic values Sk are taken. Finally, through mathematical statistics,
the results are uniformly distributed between 0 and 1. Therefore, the natural
logarithmic standardized values are divided into ten circles with intervals of
0.1, and the circles are equidistant, Take the normalized value of the natural
logarithm as the diameter of the point Dk.

Ck =
∑n

j=1Vj (4)
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Dk = SK = lnCK/lnCmax (5)

Dk: nation k’ s point diameter;Ck: nation k’ s spectrum score;Sk:standardized
values of natural logarithms for nation k’ s spectrum score; Vj : industry j’ s light
wave score in nation k.

4 Research Results

4.1 Industrial Data Spectrum and Data Light Wave

After following the above steps and algorithm, the international standard sam-
ples’ processing work for the industry was carried out. Based on the spectrum
scores of each industry, this study drew the international industry data spectrum
as follows: In terms of individual performance in industries, according to research
results, the Information technology industry, Manufacturing engineering indus-
try, Services, Company organization, management and quality, Administration,
Transport, and Sociology industries have the highest data spectrum scores at the
international level, with significant good performance scores of 24990, 9781, and
4844, reflecting that the above industries have a good foundation in data inter-
operability, then distributed to the first layer, second layer and third layer of the
spectrum. This is closely related to the reality that under the background of the
Fourth Industrial Revolution, the information industry has become a new engine
driving the development of the world economy [15], and emerging technologies

Fig. 3. International Industry Data Spectrum



140 R. Wang et al.

such as artificial intelligence, automation, blockchain, etc. are rapidly developing,
which have integrated information technology and mechanical manufacturing as
the core and external drive [16]. It is also determined by the inherent character-
istics of the above-mentioned industries, where business activities rely heavily
on production factors such as data and information, and produce more data
services and products. On the contrary, the Glass and ceramic industry, Paper
technology industry, Electrical engineering industry, Wood technology industry,
and Railway engineering industry have the lowest data spectrum scores at the
international level, with a sluggish performance ranging from the lowest score to
76, showing a significant gap of magnitude compared to other industries, reflect-
ing the shortcomings of these industries in terms of data interoperability. It is
undeniable that its performance is constrained by the production materials and
methods of traditional industries. However, with the advocacy of global consen-
sus such as green development and circular economy, world organizations and
governments should give full attention to the transformation and development
of the above-mentioned industries [17], and promote their information transfor-
mation and digital empowerment mechanisms through data standardization and
regulatory system construction as soon as possible Fig. 3.

In terms of the distribution of industrial circles, industries such as Construc-
tion materials and building, Aircraft and space vehicle engineering, Metallurgy,
Rubber and plastic, Petroleum and related technologies, Chemical technology,
and Agriculture are concentrated and distributed in the spectral circles with
individual performance above average, while industries such as Telecommuni-
cations. Audio and video engineering, Mechanical systems and components for
general use, Paint and colour industries, Textile and leather technology, Min-
ing and minerals, and Food technology are concentrated and distributed in the
spectral circles with individual performance below average. Due to being in the
same or adjacent circles, the difficulty and cost of data interoperability between
the aforementioned industries are relatively low. It can be observed that the
light dots in the spectrum with close circle positions represent industries that
have interdependent and cooperative relationships in the overall industrial chain,
from downstream industries such as mining, petroleum, and agriculture that pro-
vide raw materials, to rubber and plastic industries, mechanical equipment and
parts industries that process raw materials, finally to upstream industries that
design and provide consumer-oriented product services, because of the continu-
ous development of production factors and business cycles [18], these industries
face smaller obstacles to business connectivity and are more data interoperable
Fig. 4.

In terms of the performance of trade nodes within the industry, on the one
hand, the trend of the curve in the data light wave graph represents the corre-
sponding trend of the standard scores of each node in the industrial ecosystem,
which can reflect the differences in data interoperability performance among var-
ious trades within the industry, identify and develop advantageous trades in the
industrial system, and promote the establishment and improvement of relevant
standards for vulnerable trades. Taking the information technology industry in
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Fig. 4. Sample of International Industries’ Data Light Waves

the above figure as an example, its Open system interconnection, Information
coding, and Applications of information technology trades are the most dynamic
in terms of data interoperability, and should be regarded as key trades to expand
their advantages in data elements; On the contrary, the Microprocessor system,
Cloud computing, and Office machinery trades have performed poorly in data
interoperability, and should be supported as resources for the post distribution
trades and encouraged to standardize data construction. On the other hand,
enterprises can identify the development slump in their industry data spectrum,
identify potential areas for development, and comprehensively carry out research
and development innovation, patent asset precipitation, etc., thereby enhanc-
ing their market competitiveness and shaping more specialized, innovative, and
small giant enterprises. Taking the Manufacturing engineering industry in the
above figure as an example, enterprises can determine the development potential
of trades such as Manufacturing forming processes, Cutting tools, Heat treat-
ment, and Industrial furnaces as innovation directions, and seize their own devel-
opment opportunities through technological research and development, patent
development, data asset construction, and other practices, jointly seeking a new
chapter in industrial development, and truly realizing the pattern of data ele-
ments empowering the real economy.
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4.2 National Data Spectrum and Data Light Wave

After following the above steps and algorithm, the international standard sam-
ples’ processing work for the nation was carried out. Based on the spectrum
scores of each nation, this study drew the national industry data spectrum
as follows: In terms of individual performance of countries, China, Germany,
the United Kingdom, Japan, Russia, South Korea, the United States, France,
Switzerland, and Sweden have the highest participation and contribution in
international standard construction, with spectrum scores exceeding 50000 and
small differences. It is not difficult to see that the countries that occupy a major
position in the construction of the international standardization system are com-
posed of developed countries and leading developing countries. On the one hand,
these countries actively develop the digital economy domestically and improve
the global digital trade governance structure through free trade agreements and
other means [19], playing an important role in the world economic order. These
advantages provide strong support for their influence and discourse power in
the international standardization process. On the other hand, from the develop-
ment history of major industrial powers, standardization has played a positive
role in their industrialization process and economic efficiency improvements [20].
Against the backdrop of the inseparable binding relationship between core tech-
nologies, standards, and patents [21], actively participating in the construction
of the international standardization system has become a necessary means for
them to promote the development of core technologies, grasp patent competitive

Fig. 5. National Data Spectrum
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advantages, and support sustainable economic development. On the contrary,
countries such as Fiji, Nepal, and the Bahamas, which have smaller areas, a sin-
gle industrial structure, lower per capita GDP and human development index,
have become the group of countries with the lowest participation and contribu-
tion in international standard construction. Among them, African countries such
as Afghanistan, Sudan, Gabon, and Benin even showed a dismal performance of
0 in spectrum scores, and are on the edge of the global standardization process
Fig. 5.

In terms of the circle distribution of nations, western developed countries
such as Spain, Finland, Hungary, Canada, as well as developing countries such
as India, Israel, and Kazakhstan, are all in the first circle with the highest par-
ticipation and contribution in international standard construction mentioned
above, while countries such as Poland, Malaysia, Thailand, and New Zealand
are in the second circle. These countries with the Philippines, Egypt, Mexico
and other countries in the third circle have shown so-so performance slightly
above average in international standard construction. However, countries such
as Pakistan, Vietnam, and Jordan in the fourth circle, as well as countries such
as Iraq, Qatar, and Tunisia in the fifth circle, only perform in the lower middle
of international standard construction Fig. 6.

Fig. 6. Industrial Data Spectrum in Typical Nation
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In order to conduct a more in-depth and specific analysis of the data inter-
operability level of industries within each country, this study selected China,
Germany, the United Kingdom, Japan, and Russia, which performed the best,
as typical country samples from a total of 127 countries, and continued to draw
their data spectrum and light waves for analysis.

Focusing on the industrial data spectrum of typical countries, similar to the
overall distribution of industries at the international level, the Information tech-
nology industry, Manufacturing engineering industry, and Services. Company
organization, management and quality. Administration. Transport. Sociology
industries in the five typical countries still occupy the center of the data spec-
trum, with a high level of data standardization and data interoperability, How-
ever, the Glass and ceramic industry, Electrical engineering industry, Wood tech-
nology industry, and Railway engineering industry are still far from the edge of
data spectrum, and the level of data standardization is relatively low, making it
difficult to carry out data interoperability. However, in terms of the distribution
of industries in different circles, except for Germany, which has a special situation
where traditional industries such as leather and mining enter the third circle more
than other countries, unlike the situation where the amount of the third circle’s
industries is significantly more than the fourth circle’s in the international data
spectrum, the difference in the number of industries distributed within the two
circles in other typical countries is not significant; However, in terms of industry
categories, each country still exhibits the characteristic of easy data interop-
erability among upstream industries such as Mining and minerals, Petroleum,
and Agriculture that extract raw materials, corresponding midstream industries
such as Metallurgy, Chemical technology, Rubber and plastic industries that
process raw materials, as well as downstream industries such as Construction
materials and building, Food, Telecommunications. Audio and video engineer-
ing that directly produces consumer-oriented products. At the same time, basic
pillar industries related to Construction, Steel, Chemical industry, Equipment
manufacturing, etc. have high levels of data standardization and interoperability
in typical countries, and except for Russia, the healthcare industry in all coun-
tries is in the third circle close to the spectrum’s center, fully demonstrating
the importance that these countries attach to livelihood industries that directly
affect people’s livelihood interests, those are also fundamental industries that
provide important support for social welfare and social security in national devel-
opment. Especially, except for China, Agriculture in other countries is located
in the third layer closer to the spectrum’s center, reflecting the lagging level of
digital development in China’s agriculture and rural areas, which may lead to
negative impacts such as widening the urban-rural development gap [22] Fig. 7.

Focusing on the industrial data light waves of typical countries, the infor-
mation application services and information coding sectors are the development
focus in all five countries with the highest scores in the Information technol-
ogy industry, demonstrating the characteristics of a huge application layer in
the Information technology industry and the widespread application of informa-
tion products and services in practical fields. Although the development trend
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Fig. 7. Information technology’s Industrial Data Light Wave in Typical Nation

of Information technology industry nodes within the five countries is basically
the same, Germany has the worst development in the Computer Graphics trade
compared to other countries; In the Data storage devices trade, Germany and
the UK have the worst development compared to each other. On the one hand,
these two trades may become constraints on the international development of
the corresponding country’s Information technology industry, but on the other
hand, Germany and the UK can provide research and development support and
patent accumulation to these trades, forming new potential trades in the overall
industry. In terms of Packaging and distribution of goods industry, the industrial
data scores of the four countries are significantly higher than those of Russia.
Specifically, Russia lags behind the other four countries in Bottles and Pots
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Fig. 8. Agriculture’s Industrial Data Light Wave in Typical Nation

transportation, as well as Jars transportation trades. The reason for this may be
due to Russia’s insufficient emphasis on the development of light industry man-
ufacturing in its past economic history, and may lead Russia to be in a relatively
weak position in terms of goods assembly in import and export trade Fig. 8.

In addition, the overall scores of China and Japan’s Agriculture industry are
significantly lower than those of other three countries. Through datalight wave,
China and Japan have lower scores in Agricultural machines, implements, and
equipment compared to other three countries. Considering that China is still in a
critical period of agricultural modernization and there are significant differences
in agricultural development between different regions, although relevant agri-
cultural machinery purchase subsidy policies have accumulated implementation
experience in various regions, they will still be constrained by current subjective
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and objective conditions; The difference in Japan, on the other hand, is that
its Farming and forestry trade’s score is not lower than those of other coun-
tries. The main reason for this is that Japan has accumulated rich experience in
forest management, state-owned forest management, comprehensive ecological
benefits of forests, forestry industry, forestry basic guarantee, and forestry inno-
vation [23]. In addition, the government’s emphasis on forestry has put Japan’s
forestry industry at a relatively developed level.

5 Conclusion and Future Research

This study explores the measurement system and representation method of
data interoperability between industries through the theoretical construction
and algorithm design of data spectrum and data light waves. Through mathe-
matical statistics on the scores of various industry standards at the international
level, the participation of various countries in international standard construc-
tion, and the scores of various industry standards within typical countries, the
following conclusions are finally drawn:

(1) The industrial data spectrum of the international community and typical
countries have similarities. The Information technology industry, Manufac-
turing engineering industry, sociology, and Services. Company organization,
management and quality. Administration. Transport. Sociology industries
with significantly better data interoperability, and are distributed in the first,
second, and third circles of the spectrum. On the contrary, the Glass and
ceramic industry, Electrical engineering industry, Wood technology indus-
try, and Railway engineering industry are peripheral industries located on
the outer layer of the data spectrum, with their poor data interoperability,
which indicates that the cost and difficulty of their data interoperability
with other industries are high, so it is necessary to accelerate the establish-
ment and improvement of relevant standard systems. At the same time, the
cluster distribution of industries in the data spectrum layer exhibits an eco-
logical system of industrial chain clusters [24]. The basic feature of the data
spectrum is that the upstream, midstream, and downstream industries with
resource integration and configuration optimization linkage are distributed
in the same or similar circles, making it easier to carry out data interoper-
ability.

(2) The industrial data spectrum of various countries around the world has their
own characteristics based on their industrial structure and economic system
models. However, basic industries such as construction, food, and commu-
nication, which are directly related to people’s livelihood interests, are all
distributed close to the center of data spectrum, making it relatively easy
to carry out data interoperability with other industries. At the same time,
the level of participation and contribution of countries around the world
in international standard construction varies greatly, with China, Germany,
the United Kingdom, Japan, Russia, South Korea, the United States, France,
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Switzerland, and Sweden being the countries with the highest level of par-
ticipation and contribution in international standard construction.

(3) The trade nodes within the industry at the international and national levels
are represented by data waves, with the highest point being trades with bet-
ter data standard construction, better data standardization level and inter-
operability potential, which are the core development trades for industrial
digital transformation; Its low point is the trade with poor data standard
construction, which is the keynote of industrial data standard system’s con-
struction and the potential development trade for enterprise’s technology
research and development, patent precipitation, and innovation investment.

In summary, this study innovatively proposes a measurement system and rep-
resentation method for identifying and locating the level of industrial data inter-
operability: data spectrum and data light wave, responding to the basic ques-
tion of how to measure the difficulty and cost of data interoperability between
industries, filling the gap in related research fields, but there are still certain
limitations. Firstly, this study only uses data standards as quantitative research
objects, so the data sources are not diverse and comprehensive enough; Secondly,
this study only attempted to characterize the difficulty of industry data interop-
erability through the circle distance of data spectrum, but without conducting
further research on quantifying the difficulty of interoperability, so the research
content is not in-depth enough. In future research, it may be considered to intro-
duce measurement objects such as patents to expand data sources and conduct
algorithm construction research on quantifying the level of data interoperability
between industries.
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Abstract. This study investigated the users of smart door locks and home systems
in the scene of homestay space, and promotes the optimization of smart home sys-
tems. It was found that in preliminary investigation the convenience and security
of smart door locks and smart products required a suitable framework to regulate
user behavior andmeet the interactive needs of users. User journeymapswere used
to record the user’s experience, and comprehensively perceive the user’s behavior,
touch points, emotions, opportunities, etc. and were of great help to the scene of
homestay and the design of its management system. In this study, the personas
of homestay were established while creating the user journey map. By studying
the different stages (stages and different nodes), activities, touchpoints, design
opportunities, etc., these findings were applied to the iterative design process of
smart home system or product interface. This paper developed a prototype of a
smart home system-a framework of smart home manage APP, which was suitable
for user interactions in homestays.

Keywords: Smart Door Lock · Smart Home System · User Journey Map ·
Interface Design

1 Introduction

1.1 The Interaction of Smart Door Look in Homestay

The scenarios that smart door lockswere used including semi-open and interactive spaces
such as office space, warehouse, laboratory, and homestay. There are various kinds of
users, and their access level to the lock are different. Probably, the most complicated
scenarios that smart lock used is homestays or short rental apartments, where the users
are short-term visitors from different countries or regions.

Homestay, also known as Minshuku or B&B, is a kind of accommodation in the
category of vocational short rental. Through the shot rental platform or vocational rental
system, such as Air B&B, homestay owner would have the opportunity to contact with
variable visitors from all over the world. One of the features that homestays differ
from traditional hotel accommodations is that there may not be a front desk. The guest
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(visitors) and hosts (owner or landlord) get in touch online, instead of face-to-face
interaction. Usually, guests contact hosts by email or through the short rent platform
(such asAirB&B)whenbooking a homestay.Ownersmay runmanyhomestays scattered
in different areas, and may need to manage homestays and arrange visitors remotely.
Smart door locks can support remote operation, and are more efficient when guests stay
in homestays, compared to ordinary physical keys. Furthermore, the integration of smart
lock with vacation rental management system is supported to increase the interaction of
users [1].

Based on the Internet of Things(IoT) system, smart door locks can be operated in
different interactive modes, and are widely used in short rent homestay [2].Currently,
the interactions utilized in smart locks includes but not limited to, knowledge-based
(eg, pin/passwords), post based (eg, smartphones, smart cards), or physical biometric
based (eg, fingerprint, face) methods [3].User is important factor to be considered when
designing interactions with smart locks [4], and the user mental model is an important
aspect that needs to be understood in designing the smart lock user interface in the
Internet of Things [5]. New features and devices can be added to such a system through
integration with the central controller.

The host of the homestay is the administrator of the smart lock, and can send pass-
words to guests and other users (such as cleaning staff, maintenance staff, housekeepers,
etc.) to realize remote management of the B&B. Not the landlord can set the valid dura-
tion of the password, that is, the length of time the tenant stays in the B&B (for example,
3 days, one week, etc.). The “Owner” password/key can be used to lock and unlock
the smart lock at any time. The administrator can grant or revoke keys of any access
level and apply any other administrative feature of the lock. “Resident” keys allow a
user to access the home in a certain period, while temporary visitors can only access to
short-term keys [6].

1.2 Integration of Smart Home Products

There are a wide range of smart home products, and the smart home products widely
used in homestays usually include humidifiers, air purifiers, other smart products, as well
as the control systems. Base on LoT, Energy Efficient Embedded System was developed
for indoor intelligent lighting, air quality monitoring, and ventilation [7].The interaction
of smart home products is not limited to one product, the whole system and the scenarios
applied should also be taken into account [8]. Some smart home products are utilized to
save energy, while others are used to improve the quality of life or facilitate the care of
the elderly.

Most of the researches on smart home product and Internet of Things system focused
on household daily scenarios, but there is little in-depth research about the smart home
products and system in the scenarios of homestay. Therefore, this paper gave out a
hypothesis: on the infrastructure of Internet of Things, smart door locks and other smart
home products can also be integrated into a system, and developed as an interact system
interface for a homestay host and guest.
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2 Related Works

2.1 Interaction of Smart Home Products

Research on interaction and user experience of smart home products have developed
various interactions, including voice control, gesture control, touch control, etc., and
even multimode mixed interaction. Research has been conducted on how to control
smart home devices by employing four different interaction techniques for elderly
people [9]. Multimodal User Interfaces also been developed for Hybrid Collabora-
tion from the User-Centered perspective [10]. Effective user interface, effective general
control panels, variable accessibility, and secure privacy are essential for Smart Home
Product system [11].

The Internet of Things provides the possibility for intelligent door lock and even
remote management of the whole home system. Generally speaking, the working mech-
anism of smart home products needs to be connected with the Internet of Things, and
stable Internet of Things and sufficient power supply are the foundation. Every home
appliance is a unit in the Internet of Things. Remote intelligent control and interaction
can be easily realized through the system interface through a linked network [12]. Mao
et al. reviewed smart home products and presented cross-device interaction from the
perspective of user experience. How to deal with scattered smart devices and how to
coordinate diversified user needs in the complex smart home system is a challenge [13].

However, there are some complex issues related to smart home products, such as pri-
vacy problems, interaction conflicting. Edu et al., studied Smart Home Personal Assis-
tants on Security and Privacy issues [14]. These issues have to be considered when
dealing with smart home products infrastructure design [15].

2.2 The Application of Persona and Journey Map

Persona can be used as goal-oriented design techniques to support all stages of design
and iteratively optimize design process [16]. Boyle et al. investigated the creation of
different persona and the difficulties encountered in revising persona [4]. The user jour-
ney map is another critical tool for recording and investigating the user behavior as
well as insights to innovative designs. The different adaptation stages of smart home
product users, from low expansion, trust building, behavior change to minimum use
were all recorded in the user journey map [17]. Physical journey map has been lever-
aged for visualizing the experience of users, with the form of a physical and interactive
installation, and this process arose the empathy of the stakeholders and help improving
the design iterative [18].

In an ordinary home, smart home products users are relatively fixed. Therefore, smart
home products can be maintained and used appropriately. However, compared to the
scenarios in homestays or short-rental apartments, the users of smart home systems are
diversified and complex, so the requirements for smart home management systems are
higher, while it is easier to find new needs and pain points. Iterative design of interactive
smart home products systems APP may also require the tool of user journey map. The
user journal map records the story of the users’ experiences, from initial contact, through
the process of engagement and into a long-term usage, providing essential information
of interactions in the whole process.
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3 Methods

3.1 Surveys

Quality survey methods, including questionnaire and interviews, were employed in this
study. Night interviews were held with three different types of users who involved with
homestay. A pilot interviewwas produced to investigate the users’ attitude towards inter-
action method for unlocking the doors of Homestays (see Fig. 1). Open questions were
asked in the interviews, collecting the users’ opinions and understanding their behavior.
From the results, we can identify problems and sort out the improvements for the existing
products. In these semi-structured interviews, a degree of consistency can keep between
different interviews. The users can express ideas, opinions and explanations to specified
why and how actions were performed. In this way, the insight into user’s motion and
need can help define future direction during the design process.

Fig. 1. Different Ways of Unlocking Smart Door Lock (product for interviews)

The existing product provides six different ways for unlocking the doors in the
scene of homestay. However, at present, the existing APP interface is only used for
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issuing password locks and setting the effective duration of passwords, and does not
provide other functions for interaction. In the Interviews, users also express their need
and suggestions for new functions.

In addition to the existing unlocking methods, homestay users expressed their needs
for fingerprint unlocking, face ID or other biometric identified methods to unlock the
door. However, users’ fingerprints should be collected and entered in the lock in advance,
which is not practical for guestwho come to the homestay for thefirst time.Theguests can
only enter fingerprint or face ID data after their arrival. For cleaning staff or maintenance
workers who often visit the homestay for cleaning and maintenance, they are free to use
all kind of interactive methods for unlocking. Because their fingerprints are collected in
advance.

On the other hand, if these interactive unlocking methods are applied in homestays,
all guests will need to enter their biological data and store them in the APP. This will
involve privacy and data security issues. To meet this demand of users, it is essential to
ensure that data is not leaked and personal privacy and security are protected.

Users had also proposed some new functions, such as touch-activated door lock
digital interface, which can prevent passwords from being peeped. That is to say, every
time the lock is unlocked, the numbers on digital keyboard of the door lock are displayed
randomly rather than in a fixed order. This strategy can prevent peeping and prevent
password leakage. These suggestions for new functional were collected, and sent as
feedback to door lock manufacturers.

3.2 Personas and Interactions

The users of digital smart door locks in homestay are divided into several groups of
people: (1) The hosts(owner) or housekeepers, who act as managers, they usually set or
issue passwords, or authorize them to other users. (2) Maintenance workers or cleaning
personal, who are both staff and users, using passwords issued by managers to enter
and leave homestays. (3) Guests or visitors, the end users of smart locks, and they also
interact with door locks extensively. There are also interactions among these users, and
they all use the app interface of the door lock management system (Fig. 2).

Fig. 2. Personas in Homestay
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As the administrator, the access level of the host/ owner is higher than the guest and
cleaning and maintenance personnel. Generally, the guest can apply for higher access
level from the administrator, and the users can interact with each other through the
APP. Base on the outcome from the interview, sometimes, guest would like to contact
the cleaners or maintainers for services. Before the iterative design, the guest had to
ask owner or host to arrange cleaning or repairment. The interactions between different
types of users can be promoted by adding a new function to the lock management system
APP, such as “message” function. The guests and staff (cleaner and maintainer) can have
direct communication through the management system interface. Guest will be able to
contact cleaner or maintenance worker any time they needed during accommodation.
For example, the maintenance worker can ask guest the specific items that need to be
repaired, and guest can provide details (Fig. 3).

Fig. 3. The Interactions Between Personas

3.3 User Journey Map

This study created a User Journey Map with focus on the users’ experience in homestay
smart door lock andmanagement system. The time line of this JourneyMap is: (1) before
check in (inquiry and order), (2) check in, (3) during accommodation, (4) check out.
Each of the user actions, user psychology and feeling changes in each subdivision stage
were all recorded.

This process was repeated six times with different users, including six parts: (1) the
user/person, (2) the phase/timeline of the experience, (3) the users’ actions, (4) the users’
thoughts and emotional experience, (5) the touch points, and problems, (6) the design
opportunities or ideas for improvement with APP or interactions between users.

Base on previous interview, the Stage1 User Journey Map was created, recording
the subjective feelings of users about smart door locks and smart home systems, so as to
seek opportunities for improvement. Stage2User JourneyMapwas the insight into smart
home products and systems, also defining touch points and problems in depth. In this
stage, integration of all smart home products and finding for further design opportunities,
which keep the user focusing on the development processes.
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Stage 1 Journey Map
(See Fig. 4).

Stage 1 Journey map
.

Fig. 4. Stage1 User Journey Map of Owner and Guests

Stage 2 Journey Map
(See Fig. 5).

The Touch Point/Problems

1. The door lock must connect to the Internet of Things before it works. The host hoped
that the guests can check in without any problems and unlock smoothly.

2. Homestay users wanted to unlock the door in different unlocking methods and expe-
rience different interactions (such as face ID unlocking), but they worried about
personal information leakage or insecurity.

3. Hosts and housekeepers might be bored or tired of answering questions from different
guests. In the peak season of tourism, especially for people who manage a series
of homestay at the same time, it is difficult for them to deal with the problems
immediately.

4. Guests would like to get more access to smart home products, and can remotely
control them. However, some guests were unfamiliar with smart home appliances.

5. The owner hoped that the guests could turn off the lights and air conditioners before
leaving, in order to save power. They also wanted to know when exactly the guests
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Stage 2 Journey map. 

Fig. 5. Stage2 User Journey Map of Owner and Guests

will check out. They can arrange cleaning and change bedlinen before the next guests
or visitor arrive.

The Solutions

1. In case of network disconnect or failure, the guest can help to recover and ensure that
the door lock is online. The system can add a detection function for the network.

2. New function developed for guests, they can enter fingerprints and other informa-
tion by themselves during their stay, and delete relevant biometric information by
themselves before checking out.

3. An automatic reply robot can be employed in the dialogue with guests, which can
help respond to the questions in time and host can set the authority for the use of any
facilities and equipment in the house.

4. If the Instructions or videos of the homestay can be obtained from the management
system at any time, the homestay users can use and maintain the smart appliances in
the homestay appropriately.

5. Corresponding functions can be added to the system APP to help the host or guest to
check if smart home products are running normally.

3.4 The Iterative Design Process

The first step of the design process was to study the interaction between users and smart
locks, to sort out the problems, promote the functional improvement of products and
enhance the experience of users.
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The second step of the design process was to find touch points through interviews
and user journey maps, and then increase the interaction between different users to
improve the user interface. Also, by upgrading the privileges of guests, enhancing the
user experience and further improve the design of the system framework (Fig. 6).

Fig. 6. Design Process of Interfaces for Homestay Management System

Ideation and Prototyping. Ideas were generated and communicated from users’ inter-
view, problems and users’ needs in homestay scenario. Based on the existing door lock
management system, different smart home devices are integrated in an IoT system APP,
which is used for unified general management. For example, guests want to know the
instructions for smart home products, just like getting the Wi-Fi password of a home-
stay. During the accommodation in homestay, guests also wanted to take the control
of smart home products. As different smart products were different brands and with
different functions. Even if the same product, different users might have different usage
preferences or different cognitive levels. If the App provides instructions and tutorials
for guests, they might probably have better experience in homestay.

Visualize the Function-APP Interfaces Design

According to the data from previous research and user map, both guests and owners
were worried about whether the door locks were stably linked to the Internet of Things,
because this directly affected the unlocking speed. Similarly, the power of door lock
was also a key factor. If the power was low, it may not be possible to open the door
with password, so a mechanical key was required in case. Therefore, the top of the APP
interface is the control system, showing whether the door lock status (online or off line)
and the power consumption. Other function buttons were designed in different interfaces
according to different persona (Fig. 7).

In the first stage, the user interface was designed according to the touch point and
opportunities in the user journey map:
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Fig. 7. Interface for different users

1. App Interface for Host/Owner
As administrator, host or homestay owner have to operate the function buttons “Au-
thorize Password “and “Delete Password” in the interface, and also need to manage
users through the function button of “Manage Users”, set the valid time for the pass-
words. Also, they can check the open record of the door through “unlocking records”.
The “Message” function is designed as a convenient function for directly communi-
cation between hosts and guests. The “Setting” button is a function button that can
access other functions or settings.

2. App Interface for Guests
Some guests would like to experience other interactive unlocking methods besides
password unlocking. However, since most of the guests have never been to the home-
stay, they did not have the opportunity to enter their personal biological information
into the door lock system before. The “input biometric” allows guests to experience
other unlocking methods after opening the door with password for the first time.
For example, if residents enter fingerprints after check in, they can use corresponding
function (like finger print unlock) to unlock. “Delete password and information” helps
guests delete passwords or other personal information (biological information) when
they are ready to check out. “Instruction for Smart Home” can provide instructions
or tutorial videos of all smart home products in the homestay to help guests have a
better experience. The “Message” function is a more direct platform for guests to ask
questions, and book cleaning or maintenance during their stay.

3. App Interface for Cleaner/Worker
The interface of cleaning workers or maintenance workers can be similar to that for
guests. The staff can choose different unlocking methods to unlock. The “work log”
function can help them recording the clean or maintenance work contents, abnormal
situations, or items left by guests, etc. (Fig. 8).

According to the opportunities provided by the second stage user’s journey map, all
smart home products in the homestay can be integrated, and the status and power of each
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Fig. 8. The interface design for next step

device are viewed from the system APP. For example, the “Appliance Status” button is
convenient for users to check whether all smart home products are linked to the Internet
of Things. It is also hoped that the function of “turning off electrical appliances” can
be designed in the interface for host and guest. So that they can turn off the lights and
electrical appliances just by one click when the guest checking out. The “maintenance”
button can facilitate checking and repairing electrical appliances or equipment, so as to
better maintain the equipment in the Homestay.

4 Results and Discussion

Among the various interactiveways of unlocking, using digital passwordwas a relatively
convenient and safe interactive mode. Fingerprint unlocking or face ID unlocking might
bring about certain potential privacy issues. The solution was to authorize guests the
operate privilege in the system.Guestswere able to enter and delete the relevant biometric
data by themselves, and use fingerprint unlocking or face ID Unlocking during the stay.
Before checking out, guests deleted relevant personal information or data by themselves.
In this work, relevant interactions were study in the smart home system and the interface
were finally designed. Suggestions on upgrading door locks were sent to smart lock
manufacturers, which would be helpful for further research and development.



Iterative Design Process of Smart Door Lock Interaction System 161

This work studied the interaction between users and smart locks, and the interaction
between users captured and identified users’ intentions in variable stages in homestay.
By gathering a couples of ideas, the phototype interfaces were developed with the help
of user journey map. Consequently, the touch points were applied to further improve
the design of the system framework. After the integration of intelligent systems, users
checked whether each smart home product was running normally and which need repair
through the system interface. If necessary, the maintenance personnel can be notified
in time for maintenance, so that the homestay guests got a good experience with the
system. The interface designs of the system were then generated.

In the further, more functions can be designed, such as “Welcome Mode”, “Outing
Mode”, “Sleeping Mode”, personalizing light mode or product experience mode for
users. The limitation of this study is that a more in-depth study could had been conducted
on the interaction of smart home products, and promote the upgrading of products or
systems. Overall, this paper elaborated steps on the iterative design process of smart
home product management system interface, through the application of the user journey
map.
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Abstract. This research is a practical application of service design combinedwith
Pattern language theory, aimed at assisting individuals who are not design experts
in undertaking design projects. Study’s aim is to reveal the effects of Pattern
Language. In the VUCA society, every individual will be required to address
problems that lack a clear solution, so called ‘Wicked Problems’. Against this
backdrop, designer-like approach is more widespread to respond to such problem.

Since ‘Wicked problem’ involves many stakeholders, significant aspect of
design project is collaboration. Also, in the context of co-design, there is a demand
for non-experts to participate in design process to manage with ‘Wicked problem’.
However, it is difficult for beginners to exhibit design behavior during collabo-
ration in design project without an appropriate guide. Especially in Japan, loss
of purpose and inactivation of discussions due to ‘lack of knowledge’, and ‘free
riders’ problem have been identified as issues in group work tasks. Therefore,
there is a demand for support that enables beginners to exhibit design behav-
ior autonomously in design projects. To resolve this issue, this study examines
the potential of ’Service Design Pattern Language’ as a method to assist non-
design experts. The effects brought about by incorporating Pattern Language into
collaborative process of design work were thoroughly examined.

Keywords: Service design · Design education · Pattern Language · Workshop

1 Background of the Study

1.1 Problems Without Clear Solutions in the VUCA Era

This study aims to create a tool to support handling ‘Wicked Problems’ in the com-
plex modern society referred to as VUCA (volatile, uncertain, complex, ambiguous).
The term ‘Wicked Problems’ was proposed in 1973 by the design theorist Rittel and
urban planner Webber to refer to problems without clear solutions (Rittel and Webber,
1973). In the VUCA era, everyone, rather than specific experts, should be involved in
handling such problems. For example, Manzini, a specialist in social innovation at the
Milan Polytechnic University, argued that the ability to deal with such problems is a
human quality possessed by everyone, regardless of whether they have received spe-
cialized design education, and that something new can be created by combining various
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unique human abilities (Manzini 2020). Significant aspect of design project is collab-
oration since ‘Wicked problem’ involves many stakeholders (Manzini 2020; Stickdorn
et al. 2020). Also, it is said that in the coming society, co-design, where non-designers
participate in design activities together with designers, will become necessary (Sanders
2008; Kamihira 2020).

However, it is difficult for beginners to exhibit design behavior during collaboration
in design project without a complete guide. Especially in Japan, ‘loss of purpose’ and
inactivation of discussions due to ‘lack of knowledge’, such as prerequisite knowledge
and orientation training, and ‘free riders’ have been identified as issues in group work
tasks (Ikariyama et al. 2017). Therefore, there is a demand for education and support
during thework that enables beginners to exhibit design behavior autonomously in design
projects.

1.2 Popularization of Design Education and Support Tools for Beginners

Against this backdrop that non-designers to participate in design process, design edu-
cation, or “design thinking” education, is becoming more widespread for cultivating
the ability to respond to such problems (e.g., Sanders 2008; Kurokawa 2013). Design
thinking, the slogan for the design firm IDEO, is a designer-like approach with three
fundamental processes: inspiration (produce new ideas), ideation, and implementation
(Brown 2014). Here, design refers not only to material things such as industrial design
and design technology but also to activities that create comprehensive new values and
services (Kurokawa 2013; Hayashi et al. 2015). In the context of design education, the
idea that design thinking is not unique to designers is presented.

In a design project, diverse specialties and experiences is an essential element for
success, and such talent development is intended in a design thinking process. From
co-design’ point of view, Kamihira (2020) states that a design approach which considers
many perspectives of stakeholders, is effective when dealing with wicked problems for
which there are no correct answers. Thus, design thinking education programs are usually
conducted in teams and facilitation is imperative (Kurokawa 2013).

Along with the popularization of design education, the development of methods is
also progressing. For instance, Kumar’s “101 Design Methods” (Kumar 2012) system-
atically summarizes techniques. Since methodologies used in service design and design
research are intended to be conducted by a team, they often function effectively in a
co-creation setting with people of different backgrounds. Referring to specific exam-
ple, “Graphic recording” which involves combining figures, text, and images to visually
record discussions and dialogues in real-time, is said to be particularly powerful when
people with different backgrounds try to look at and understand something together.
“Customer journey” also yields new insights when createdwith a variety of stakeholders.
(Kamihira 2020)

With such tools, beginners have a better understanding on how to perform their work,
and the effect of efficiently creating solutions is observed.



Use of Service Design Pattern Language 165

1.3 Importance of Behaviour Toward Design

However, Kamihira (2020) sounds an alarm regarding over-reliance on specific tools
that only being taught can lead to a cessation of thinking. It’s not the method itself that
are important. Co-creation serves not only as a space for designing but also as a place for
participants to learn (Stickdorn et al. 2020; Kamihira 2020). One aspect of this learning
is adopting a design mindset.

In the Japanese version of ‘This Is Service Design Methods,’ which catalogues ser-
vice designmethods, Hasegawa (2020) emphasizes ‘mindset’ as a critical element. Stick-
dorn et al. (2020) also state that some service design tools are difficult for non-experts to
understand. Hence, the goal for beginners should not be mastering specific tools but to
adopt the behavior or mindset of a designer. In our study, we use the term ‘behavior’ to
denote the attitude, approach, and mindset necessary for addressing problems without
clear solutions, following Hasegawa’s advocacy.

One more thing to consider is that in co-creation that involves multiple stakeholders,
role of facilitation extremely critical to ensuring effective work. Especially in Japan,
specialists of skillful facilitation are necessary in design process, since problems such
as the loss of purpose and inactivation of discussions, due to a lack of knowledge, and
the presence of ’free riders’, have been identified in group work tasks (Ikariyama et al.
2017). Therefore, it is currently crucial for non-designers in the design process to be
managed with the help of facilitators who are skilled in design.

Mechanisms that encourage participants to collaborate even without experts profi-
cient in the design process are still in demand, which should work as a “scaffold” (Sayer
2016) for non-designers.

Given the current state of the design process for non-designers, this study explores
a method for beginners to learn and demonstrate design behavior even in environments
lacking proficient facilitators. To this end, we focused on a supporting method called
Pattern Language (PL), which Kamihira (2020) also suggest.

2 Potential of Using Pattern Language

2.1 Patten Language

PL, originally devised by Alexander (1984) in architecture, organises practical experi-
ential knowledge into patterns that can be understood and used by non-experts (Fig. 1).
Alexander aimed to create a common language for design and construction, enabling
anyone to participate in environmental creation. This approach has been adopted in
software development and, more recently, in diverse human activities such as educa-
tion, collaboration, social change, and even lifestyle. PL in human activities serves as a
‘Media of Dialogue’ functioning flexibly in different situations and benefiting diverse
individuals regardless of their proficiency or experience (Iba 2013). In human activities,
each pattern comprises three aspects: situation, problem, and solution (Iba 2013).
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Fig. 1. Image of Pattern Language (Made by Author)

For instance, Iba (2014), an expert in PL in human activities, created “Learning
Patterns”, which summaries the ‘knack’ for learning by describing 40 patterns about
creative learning.

2.2 Expected Effects of Using Pattern Language

Iba argues that by using PL, an individual can practice a new action that has not been
performed before and whose method is unknown, and by practicing it, they can create a
positive spiral of ‘learning how to do it’ and expanding their capabilities (Iba 2019). In
addition, he mentions that PL is effective as a tool for promoting ‘communication with
others’, which is important in co-creation.

Notably, PL is not a manual but rather an abstract guide. For example, in “Learn-
ing Patterns”, pattern named ‘Start by grasping the basics’, ‘Imitate first’, ‘Play that
begins with output’, and ‘Quantity produces quality’ are expressed. These patterns do
not immediately allow for blindly following written instructions when conducting an
activity; rather, they encourage users to think about the patterns and practice them in
their own way. Therefore, using PL is fundamental in learning how to perform tasks
through practice, and would not lead to a cessation of thinking.

Moreover, the use of PL enables the implementation and learning of practices but is
not limited to the relationship between ‘the teacher’ and ‘the taught’ in education (Iba
2019). PL plays a significant role as a starting point for users to practice voluntarily,
rather than learning specific methods or transmitting information.

In summary, by using PL, the following effects on participants are expected without
guidance from facilitators in general:

• Support for thinking through and practicing activities that they have never performed
before to acquire learning for their own practice.

• Promotion of creative communication with others as a common language.
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Therefore, if there are PL of design activity, it is believed to be a versatile method
for acquiring behavior toward design that suits each beginner to acquire design behavior
without relying on specific tools or frameworks and in which all team members actively
and purposefully participate.

2.3 Related Case Study

One of the representations of PL in human activities is the Learning Pattern, which
summaries the knack for learning by describing 40 patterns about creative learning,
described from situation, problem, and solution perspectives. This PL was created by
Iba (2014) and was used in a Learning Dialogue Workshop conducted for freshmen at,
Shonan Fujisawa Campus (SFC), Keio University. In this workshop, participants used
the learning pattern to share their own learning experiences and to plan their future study.

From this study, we extracted following 4 utilization of PL that can be applied to
another Project:

1. Establishing guidelines for learning before starting the learning process.
2. Using it as a guide during the work.
3. Promotion of communication with others as a common language.
4. Reflecting on what has been learned.

3 Research Purpose

The research purpose is to clarify the mechanism of using PL in collaborative design
process.

As we have seen, the effects of applying PL to human activities in general is to
“support for previously unengaged work” and “enhancement of communication among
participants.”

There are cases where pattern language has been introduced into design projects and
tested, leading to a movement to update patterns with high usage effects by evaluating
individual patterns (e.g., Teramura et al. 2019; Osada 2021). However, in the design pro-
cess, how does using PL affects participants and the mechanism of interaction between
participants in detail has not been clear; while verification of each individual patterns
has been undertaken.

This research examined detail effects of PL from two aspects.

1. Learning: Its effectiveness as a learning tool for beginners to acquire design behavior.
2. Supporting collaboration: Its effectiveness in assisting collaboration within practical

work involving diverse stakeholders.

By elucidating this, it is expected that one can select the situations to make use of
PL with a clearer purpose and focus within the design process.
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4 Method: Service Design Workshop Using Pattern Language

4.1 Procedure

To address this research purpose, we developed the PL to use and designed two work-
shops in which participants can experience design process using PL. We then verified
the effect of using PL in the workshop through interviews with participants after the
workshop (Fig. 2).

Experiments were conducted in two types of workshops: onewhere consisted of only
students, and another where multi-generational participants collaborate. The student-
only workshop aimed to focus on aspects of learning, while the multi-generational
workshop aimed to test the effectiveness of co-design in practice-base as a test for
introducing PL into real projects.

Fig. 2. Steps of the procedure

4.2 Pattern Language Used in this Study

The PL used in this study is an updated version of ‘Pattern Language for Design Activ-
ities’ developed by Yamamoto (2020). This PL was created by compiling 29 patterns
with each pattern being created based on the experience of service designers. The actual
steps used are as follows.

• Step1: Unstructured interview: Interviews were conducted with six service design-
ers using a combination of in-person and onlinemethods viaZoom,with one in-person
interview and five online interviews lasting approximately 45 min to 2 h.

• Step2:DataClassification.Affinity diagrammethodwasused to classify the data col-
lected. We first used a flipchart and post-it notes, but due to the COVID-19 pandemic
and its impact on in-person project progress, we used the online tool Miro.

• Step3: Pattern Development and Refinement. The first set of patterns were pre-
sented at the international conference. The patterns were then reviewed by experts
who provided feedback on their content and structure. Based on this feedback, we
refined the PL.

After steps above, patterns were finalized (Fig. 3) and created descriptions for each
pattern according to Iba’s Learning Pattern (Fig. 4).
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Fig. 3. A list of Pattern Language for Design Activities.

Fig. 4. A pattern example described according to Iba’s writing pattern composition.

5 Workshop Procedure

5.1 Workshop 1: Student-Only Workshop

Date/Number of Groups/Location/Participants. The workshop was conducted with
three groups in two sessions. The details are presented in Table 2 (Table 1).
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Table 1. Design of Student-only workshop

Date Number of
Groups

Location Number of
Participants

Participant
socio-demographics

16 August 2022
13:00–16:00

2 groups with 7
people

Tokyo Tech,
Suzukakedai
Campus

Team A: 4
people

Team A: 3 students
and 1 faculty member
from Tokyo Tech

Team B: 3
people

Team B: 2 students
and 1 faculty member
from Tokyo Tech

18 March 2023
13:00–16:00

1 group with 4
people

Tokyo Tech,
Ishikawadai
Campus

4 people 3 students and 1
research student from
Tokyo Tech

ProgramDescription. Based on the fundamental structure of the workshop (Yamauchi
2013), we designed the detail of the program that utilizes PL for service design experi-
ence. The theme of the work was ‘Creating a service that makes commuting enjoyable
for working people’ and included interview sessions with business commuters during
the workshop. The detailed program is as follows (Fig. 5):

Table 2. Student-only Workshop Program

Session Estimated Time Specific Work Use of PL

Introduction 30 min Choose a pattern that you
have experienced or are
regularly mindful.
Choose a pattern that you
want to practice or be
mindful of during the
work.
Share ‘patterns that you
want to practice or put into
practice’ within the team.

Set a guideline for your own
learning before starting the
workshop.

User Interview 30 mins Hold interviews with
working people who
commute to develop a
‘service that makes
commuting enjoyable for
working people’.

Use as a guide during the
workshop.

Idea Creation 60 min Create idea sketches that
are solutions based on the
interviews.

Use as a guide during the
workshop.

(continued)
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Table 2. (continued)

Session Estimated Time Specific Work Use of PL

Reflection 30 min Presentations and
feedback.
Reflect on the process of
the workshop while
referring to the patterns.
Choose ‘patterns that
were practiced or mindful
of’ during the workshop
and ones that were useful.

Reflect on what was learned.

Fig. 5. Photo of created idea sketch of TeamA inWS1 (Original sheetwritten in Japanese. English
translation added by author afterwards).

Tools Used. We prepared a simple booklet that describes all 29 patterns, which could
be used as a reference tool during icebreakers, workshops, and reflections (Fig. 6).
In addition, we created a record sheet for participants to indicate ‘patterns they have
experience with or are mindful of’ and ‘patterns they want to practice or be mindful of
during the workshop’ during the icebreaker session, and ‘patterns they practiced or were
mindful of during the workshop’ and ‘patterns that proved to be useful when practiced
or mindful of’ during the reflection session (Fig. 7).

5.2 Workshop 2: Multi-generational Workshop

Date/Number of Groups/Location/Participants. The workshop was conducted with
four groups in two sessions. The details are presented in Table 2.

ProgramDescription. Theworkshopwas intended to be closer to actual social practice
than those conducted only by students. For this reason, it was positioned as part of the
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Fig. 6. A booklet used in the workshop (written in Japanese since workshop was held in Japan)

Fig. 7. Record Sheet

’Future Living Lab’ project, which has been in progress at Tokyo Institute of Technology
since 2022, aimed at creating a better future society together. Concrete theme of the
project was to create an idea of “Future working style”. Goal of the workshop was
to further develop ideas that have emerged from the project through collaboration of
students and working adults from multiple generations (Table 4 and Fig. 8).

Tools Used. We prepared a same tool as student-only workshop; that is simple booklet
that describes all 29 patterns with record sheet.
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Table 3. Design of Student-only workshop

Date Number of
Groups

Location Number of
Participants

Participant
socio-demographics

13 December 2024
14:00–17:00

2 groups with
9 people

Tokyo Institute of
Technology,
Ookayama
Campus

Team A: 4
people

2 students and 2
working adult.

Team B: 5
people

3 students and 2
working adult.

14 December 2024
14:00–17:00

2 group with 8
people

Tokyo Institute of
Technology,
Ookayama
Campus

Team C: 4
people

2 students and 2
working adult.

Team D: 4
people

2 students and 2
working adult.

Table 4. Multi-generational workshop

Session Estimated Time Specific Work Use of PL

Introduction 30 min Choose a pattern that you
have experienced or are
regularly mindful.
Choose a pattern that you
want to practice or be
mindful of during the
work.
Share ‘patterns that you
want to practice or put
into practice’ within the
team.

Set a guideline for your
practice before starting
the workshop.

Macro Data Input 35 min See some statistical data
related to the theme and
use it as a reference
when considering issues
with the team.

Use as a guide during the
workshop.

Discuss Idea 55 min Based on the issues
identified by the team,
create ideas to solve
these problems. In doing
so, refer to ideas
generated in previous
projects.

Use as a guide during the
workshop.

(continued)
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Table 4. (continued)

Session Estimated Time Specific Work Use of PL

Presentation and
reflection

30 min Presentations and
feedback.
Reflect on the process of
the workshop.
Choose ‘patterns that
were practiced or
mindful of’ during the
workshop and ones that
were useful.

Reflect on what was
practiced.

6 Interviews After the Workshop

After the workshop, a semi-structured interview was conducted with eight participants
who consented.

6.1 Interview Description

The details of the interviewees and the interview flow are shown in Table 3. Each
interview time was approximately 1 h (Tables 5 and 6).

6.2 Analysis: Thematic Analysis

Text excerpts regarding the use and effects of PL during the workshop were extracted
from the interview content, and a thematic analysis was conducted (Rosala 2020). The
text analysis process was conducted as follows:

• Step 1: Statements related to the use and effects of Pattern Language (PL) were
extracted and segmented from the interview records.

• Step 2: Codes were assigned to the segmented statements. Similar segments were
grouped together using an affinity diagram before the assignment of codes.

• Step 3: Interpreted themeswere created by examining the assigned codes, considering
causal relationships, similarities, differences, and contradictions between the codes.
It should be noted that not all codes can be incorporated into themes, resulting in
some codes not being utilized for theme creation (Fig. 9).
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Fig. 8. Photo of created idea of Team B in WS2
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Table 5. Interviewee

Workshop Number of Interviewees Interviewee
socio-demographics

Workshop 1: Student-only workshop 9 people All Tokyo Institute of
Technology students

Workshop 2: Multi-generational
workshop

12 people 7 students and 5 working
adult

Table 6. Main Questions regarded to PL in Semi-Structured Interview

Questioned items WS1 WS2

Overall impression of using PL in workshop © ©
Individual patterns intended to be used during the workshop, and the reason why © ©
Effectiveness of pattern language for individual © ©
Effectiveness of pattern language for team © ©*

Individual patterns that were helpful in the workshop, and the reason why © ©
If pattern language was not effectively utilized, the reasons why © ©
New learning or insights from using pattern language ©
*Particularly focused on WS 2
Interview Notes
• The items are a rough guideline for the interview and the order of questions may have been
switched depending on the flow of conversation.

• Additionally, since the maximum interview time was one hour per person, not all items were
covered for every participant.

Fig. 9. Image of a thematic analysis process
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7 Results

7.1 Extracted Themes

As a result of thematic analysis, extracted themes from each workshop were as follows.

• Confirmation of each theme was recorded for Workshops 1 (WS1) and 2 (WS2). The
presence of a circle (©) indicates that the theme was confirmed amongst at least two
participants in the workshop.

• The analysis focused on themes directly related to the influence of PL on participants.
Themes not aligned with this focus (e.g., such as evaluations of individual patterns or
assessments of tool shape usability)were excluded from the current analysis (Table 7).

Other than the aforementioned themes, many themes related to reasons for not being
able to effectively utilize PL during work were identified.

Table 7. Extracted themes.

Themes Explanation of the theme WS1 WS2

1. Becoming aware of one’s own
experience and practice by
looking through patterns:

Habitual practice that one is always
doing (unconsciously) was recognised,
stimulated by patterns, and awareness of
something already knew as a pattern
name occurred.

© ©

2.Individual practices in the work
become clear:

The chosen patterns become a guide for
actions in the work.

© ©

3. Try out a practice that you
wouldn’t normally do:

Use PL as an excuse to try out
behaviours that you usually wouldn’t
practice as a new learning opportunity.

©

4. Decide one’s behavior in the
work according to team
environment:

The patterns an individual chooses to use
and their behaviour during the workshop
are influenced by the age and position of
other team members, as well as the PL
they have indicated a willingness to use.

©

5. Design team’s stance toward the
work:

By sharing the patterns each member
intends to use, a common understanding
of the patterns team wants to prioritize
and be aware of is established.

©

6.Creating psychological safety for
challenges:

Declaration of patterns would be a
shield to challenge behaviour that is not
usual for an individual.

© ©

(continued)
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Table 7. (continued)

Themes Explanation of the theme WS1 WS2

7.Promoting understanding of other
members’ actions:

Mutual understanding of each other’s
stance by declaring patterns to use and
could infer the actions of others by PL.

© ©

8.Became a common
communication language within the
team:

PL was used as Vocabulary of
communication during work.

© ©

9.Enhance an individual’s
knowledge and skills through
patterns:

By reviewing the patterns after
workshop, one can recognise the
patterns to be used in the future and the
actual useful and non-useful pattern for
each in this kind of work, whether the
use in the work was conscious or not.

©

10.Know your strengths and
weaknesses through patterns:

Recognise what you could not do by
reflecting on patterns, and clarify your
strengths by reflecting on patterns too.

© ©

11. Bring up when the discussion
stuck:

When discussions within the team stall
or when opinions diverge to the point
where it becomes difficult to move
forward, they try to rely on PL if there is
a pattern to break the deadlock.

©

8 Discussion

8.1 Model Diagram that Provides an Overview of the Relationships Between
Themes

Based on the results of the thematic analysis, themodel was created regarding the themes
(Figs. 10, 11). Each theme is numbered.

Fig. 10. Model diagram of Relation of Themes in WS 1(*Specific Theme in WS 1)
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Fig. 11. Model diagram of Relation of Themes in WS 2 (*Specific Theme in WS 2)

8.2 Results in Relation to Research Purpose

In Workshops 1 (WS1) and 2 (WS2), many common themes were identified, indicating
a significant overlap in the functioning of Pattern Language (PL). However, differences
in participant consciousness due to the nature of the workshops—WS1 being students-
only and WS2 involving a multi-generational group with a real project in mind—seem
to affect how PL is utilized.

In WS1, students appeared to employ PL from the perspective of acquiring or rein-
forcing design behavior for the individual. This led to a consciousness of trying patterns
previously unused, providing psychological safety during the workshop, and a post-
workshop intention to apply useful patterns in the future. It was observed that individu-
als chose different patterns for the same tasks, influenced by their diverse backgrounds,
experience, knowledge, and thinking habits. This lead enhancing design attitudes and
mindsets.

In contrast, WS2 participants were more practice-oriented in their use of patterns,
which were chosen for their practical applications. Compared to WS1, there was more
consideration for other teammembers, and a cooperative spirit to align personal behavior
with the team’s stance was evident in the selection of patterns. The effects on team
building included:

• Providing guidelines for team activities (acting like loose rules),
• Choosing patterns based on individual strengths for team contribution, and
• Searching for patterns to overcome team challenges in practical situations.

8.3 Challenges and Suggestions

Encouraging active use in practical, multi-generational workshops (WS2) may require
additional intervention. From the aspect of tool improvement, more concreteness, such
as the usage examples of patterns, might be necessary in PL description. Furthermore,
active use of patterns might be fostered through strategic interventions.
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9 Conclusion

The experimental outcomes have elucidated, to a certain degree, the mechanisms by
which PL is utilized within collaborative design processes. This was observed in two
distinct workshop settings: one composed solely of students and the other involving
multi-generational collaboration. These findings imply how PL are used by participant,
and contribute for applying effectively to both design education and practice-oriented
projects.

More specifically, experiment confirmed through what kind of mechanism does
the effects of PL manifest within the design process; from learning aspect and from
supporting collaboration aspect.

From a learning perspective, it has been confirmed that PL can help individuals to
become aware of their mindset. However, in terms of collaboration across generations,
the effect was limited. The effectiveness as direct support after the initiation of work
was weak, and its main function was to provide guidance to the team. The reasons for
the limited work included issues with the usefulness of individual patterns and lack
of intervention to promote active use. To utilize design pattern languages in practical
settings like co-design, it is necessary to address these challenges.
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Abstract. Smart cities are being developed throughout Japan. In recent years,
living labs have attracted attention as a mechanism for citizen participation in
smart cities and have been worked on some municipality. However, conventional
Living Labs have been conducted face-to-face, which has resulted in a certain
number of citizens unable to participate due to factors such as time and location.
In the last couple of years, Digital Participation Platforms are now being recog-
nized as mechanisms to increase the inclusivity of Living Labs and encourage the
participation of the silent majority. This research explores the integration of digi-
tal participation platforms with Living Lab programs to enhance inclusiveness in
smart cities. The study, conducted in the smart city of Kashiwa-no-ha, combines
face-to-face Living Lab activities with a digital participation platform developed
by the author. Results show increased citizen participation, collection of diverse
citizens ‘voices, and immediate identification of problems. The digital participa-
tion platform accommodates those unable to participate in face-to-face settings
and provides anonymity for silent citizens. Additionally, while this platform lacks
the dynamism of face-to-face communication, the combination of both methods
proves essential for optimal inclusiveness. The study concludes that digital par-
ticipation platforms contribute to overall inclusiveness by providing continuous
feedback and empowering citizens, but sustainability challenges require ongoing
promotion and incentives.

Keywords: Citizen Engagement · Living Labs · Digital Participation Platform

1 Introduction

In an age when citizens’ needs and local issues have become increasingly diverse and
complex, providing services that meet citizens’ needs of citizens has become a pressing
issue for municipalities across Japan. In recent years, as one of the approaches to address
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such issues, smart city initiatives, which aim to make cities more livable and sustainable
by utilising digital technologies such as ICT, have been paying attention and being
encouraged by municipalities across Japan. In Japan, there are approximately 54 [1],
smart city-related projects progressing nationwide, with examples such as Kashiwa-no-
ha Smart City and Kamakura City Smart City being representative.

Japan’s Cabinet Office has set “Being resident-(user-)centric” as one of the basic
principles of smart city initiatives. In addition, the “Smart City Guidebook (released on
August 10, 2023)” issued by the Cabinet Office explicitly states that “it is important for
citizens to understand smart city initiatives, actively participate in community develop-
ment, utilise digital technologies, and promptly and carefully grasp the opinions of the
community and reflect them in the initiatives.“ Thus, there is a strong emphasis on active
citizen participation in smart city projects in Japan [2]. And in Japan, some municipali-
ties have started “Living Labs” as a mechanism for citizen participation in smart cities.
“Living Lab” is a co-creation process in which businesses, researchers, government, and
citizens enhance mutual understanding, incorporate feedback and ideas from citizens,
and implement better services in the city [3]. The implementation of living labs not
only expands citizen participation, but also enables the development of services that
more accurately reflect the needs of citizens. Additionally, there is previous research
indicating that the experience of living labs contributes to increasing citizens’ motiva-
tion for citizen participation [4]. However, Living Labs also face several challenges. For
example, there are some limitations regarding the participation of citizens in Living Lab
activities [5], and there are citizens who, although they initially participate, may not be
able to continue due to various factors [6]. Ensuring the “inclusiveness” of these activi-
ties is critical in efforts to promote citizen participation. That is why we are promoting
activities that use digital participation platforms.

This research aims to clarify the usefulness and effective use of digital participa-
tion platforms to resolve participant inclusiveness in Living Labs, a function of citizen
participation in smart cities in Japan. To achieve the above goals, we will try the usual
face-to-face-based Living Lab programs combining a digital participation platform in
Kashiwa-no-ha Smart City. The author developed the original digital participation plat-
form to create a mechanism for co-creation of solutions by universities, businesses,
government, and citizens and used the field trials in Kashiwa-no-ha. Based on the field
trials, wewill collect and analyse quantitative data from the digital participation platform
and qualitative data from interviews with “MINSTA” staff and participants, on “inclu-
siveness”. Based on the results, we will discuss how the digital participation platform
can be used to improve the inclusiveness of Living Lab participants.

2 What is a Digital Participation Platform?

2.1 Digital Participation Platform Background

In the past, municipalities have worked with local communities like neighborhood asso-
ciations to gather citizens’ administrative needs. However, in recent years, issues such
as the weakening of relationships within local communities, including the decline of
community involvement, have become apparent along with interpersonal relationships
among citizens. As a result, it has been pointed out that the relationship between local
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governments and citizens has become weakened [7]. This has also increased the incen-
tive and momentum for municipalities to better understand the needs of citizens and
stakeholders and encouraged them to encourage citizens to participate in the community
more than before. In this situation, with the spread of theCOVID-19 pandemic, it became
challenging for each municipality to organize face-to-face workshops. At the same time,
the rapid digitization and advancement of digital transformation (DX) in government
tasks has led to the proliferation of digital devices such as smartphones. This has made
it easier for municipalities to promote initiatives that actively use digital technologies
than in the past. As a result of this situation, the Kakogawa city in Hyogo Prefecture is
using the open-source digital participation platform “Decidim,” developed in Barcelona,
Spain, to encourage citizen participation and engagement and to collect needs from the
community. Similarly, the Kamakura city in Kanagawa Prefecture operates a digital
participation platform using “Liqlid” developed by Liquitous.

A digital participation platform is a tool that allows citizens and government to
work together online to share information and engage in dialogue. Citizens can receive
information from the government and submit ideas and opinions. In addition, citizens
can provide feedback on draft policies shown by the government and participate in
simple voting processes. It is a comprehensive platform for sharing information, col-
lecting opinions, and improving policies. These platforms are mainly used in Western
countries. Companies such as “EngagementHQ” by Bang The Table in Australia, “Cit-
izenlab” by Citizenlab in Belgium, and “Raizit” by Raizit in Israel are examples where
vendors independently develop and offer platforms. In the Netherlands, the non-profit
organization OpenStad, which grew out of a project in the city of Amsterdam, offers
the open-source platform “OpenStad”. In Finland, Mainio Tech specializes in customiz-
ing the open source Decidim platform. as stated above, there are several vendors and
approaches in this area. In Japan, “Liquitous” offers a platform called “Liqlid”, which
they developed independently, to local governments. The “Decidim” is provided to local
governments. In addition, there are platforms specialized in collecting opinions, such as
“Idea Box” and “PoliPoli Gov”.

The use of digital technologies for citizen participation is not an entirely new con-
cept. In the past, many municipalities have implemented citizen engagement initiatives
using online tools such as “Electronic Civic Meeting Rooms” and “Community SNS”.
The “Electronic Civic Meeting Room” is a website operated by a municipality where
participants engage in online discussions on topics set by them. This was used by many
municipalities in the early 2000s, but most discontinued it due to declining participation
and inappropriate comments. And “community SNS” refers to a version of the afore-
mentioned “Electronic Civic Meeting Room” that limits participation to local citizens.
By limiting participation to local citizens, there have been successful cases where the
number of participants has increased several times compared to the “Electronic Civic
Meeting Room”. However, especially between 2000 and 2010, many municipalities
operated such platforms, but due to a decline in the number of users, they were discon-
tinued [8]. As noted earlier, municipalities have been working on citizen participation
using the Internet since the early 2000s. However, at that time, digital technology was
not as advanced as it is today, and the essential “user interface” for web services was
underdeveloped. In addition, various factors, including the significant administrative
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burden on municipalities, such as website maintenance, contributed to the discontin-
uation of many of these initiatives. On the other hand, in contrast to the past, current
digital participation platforms have a user-friendly interface for participants and offer a
more comprehensive range of features compared to initiatives such as “Electronic Civic
Meeting Rooms”. Another notable difference from past initiatives is that the companies
developing/providing the platform, rather than municipalities, are fully implementing
the necessary support for creating citizen participation processes, includingmaintenance
and management of the platform.

3 About the Digital Participation Platform “Liqlid”

“Liqlid” is a digital participation platform developed and provided by Liquitous. Liqlid
is based on the concept of “Talk at length and decide firmly” and consists of three phases:
the “Information Phase,” where the government provides information to citizens about
initiatives; the “Idea Phase”, where citizens submit ideas and opinions on pre-defined
themes; and the “Project Phase”, where the government registers policy proposals and
citizens provide feedback on these proposals. Liquitous has designed this platform to
facilitate more deeper citizen participation as it progresses from the “Information Phase”
to the “Project Phase”. By providing different phases of participation, citizens can engage
with government initiatives in a way that best suits them. In addition, by combining the
three phases, the government can flexibly design a citizen participation process that is
tailored to the nature of the project. Furthermore, Liquitous has developed “Liqlid” based
on the “Spectrum of Public Participation” provided by the International Association for
Public Participation (IAP2) [9], and organizes the features of Liqlid as follows: (see
Fig. 1).

Fig. 1. Liqlid functions based on a” spectrum of citizen participation” provided by the Interna-
tional Association for Public Participation (IAP2).

Liqlid also has statistical analysis functions such as word clouds, sentiment analysis
and co-occurrence networks. It also has notifications, the function to convert Post-it notes
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used in face-to-face workshops to text and upload them, and the ability to export ideas
posted on it. Additionally, it provides official personal authentication through APIs from
other companies, integrates the medal function within Liqlid with digital regional pay-
ment to provide incentives. It also works with data management and exchange platforms
such as FIWARE to display various data on it. Furthermore, since the user interface
directly affects the usability of the platform, Liquitous has carefully considered and
iteratively improved the Liqlid’s interface. For example, in the “Idea Phase”, Liqlid
adopted a design that resembles post-it notes on a large art paper, making it easy to
use for asynchronous discussions. Every month, they conduct user tests with citizens
of different demographics, from children to the elderly, aiming to improve and design a
user-friendly interface for people of all generations.

By December 2023, around 30 municipality in Japan are using Liqlid for citizen
engagement in policy making and co-creation of projects between citizens and govern-
ment. For example, Kamakura City in Kanagawa Prefecture is using Liqlid as a citizen
engagement tool for policy making such as revising human rights promotion policies.
At the same time, in an area within the city, residents and the administration are working
together using Liqlid to address and solve local issues.

4 Use Cases of the Digital Participation Platform “Liqlid” in Living
Labs

This chapter focuses on the use of the digital participation platform “Liqlid” in the
Living Lab of Kashiwa-no-ha Smart City. Based on the results of this activity, we discuss
the usefulness and effective use of digital participation platforms to resolve participant
inclusiveness in Living Labs, a function of citizen participation in smart cities in Japan.

4.1 Overview of Kashiwa-No-Ha Smart City

Kashiwa-no-ha Smart City is in the northwestern part of KashiwaCity, Chiba Prefecture,
approximately 25 km from Tokyo Station. Since the opening of the Tsukuba Express
Railway in 2005, the city has been developed around the station area of Kashiwanoha
Campus. It covers an area of approximately 273 hectares and has a population of approx-
imately 13,000. The citizens are mainly in the 35–45 age group, many of whom are in
the child-rearing generation. The “Urban Design Center Kashiwa-no-ha (UDCK)” is a
collaborative organization involving the public, private, and academic sectors working
on the “Kashiwa-no-ha International Campus Town Initiative” [10]. UDCK is taking the
lead in town development activities for the initiative.

Additionally, Kashiwa-no-ha Smart City has initiated the living lab “Minna-no-
Machizukuri Studio (MINSTA)” since 2020. It serves as a mechanism for citizens to
co-create new services within the community with the aim of solving regional issues and
improving the convenience of daily life. UDCK has been actively involved in various
Living Lab programs on different themes, such as “Frailty Prevention Using AI” and
“Supporting the Pre and Post Childbirth”. Typically, these Living Lab programs involve
conducting face-to-face workshops.
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4.2 Details of Utilising Digital Participation Platforms in Living Labs

In December 2022, UDCK launched “MINSTA ONLINE”, a digital participation plat-
form based on “Liqlid” provided by Liquitous. The concept of this platform is to “collect
the voices of the community and make them visible”, and it is used in the Living Lab
programs.

The idea of UDCK to use a digital participation platform in the Living Lab programs
originated from the first program of the Living Lab, which was to “Create a mechanism
to make the voices of the community visible”. In this program, they found that there was
a challenge in the Living Lab where there were a certain number of citizens who were
interested in town development andwanted to express their opinions. However, therewas
no effective way to collect and visualize their opinions other than those who participated
in face-to-face workshops. This raised an issue of inclusiveness in the Living Lab, which
plays a role in citizen participation. This issue was evident not only in the results of the
citizen surveys, but also in the fact that the participants in the face-to-face workshops
were consistently the same. The project team considered that the challenges related to
inclusivity stem from the location and time constraints of face-to-face workshops, which
limit the ability to collect a diverse range of citizen voices. In addition, they speculated
that there may be barriers to participation for citizens who are not comfortable with
face-to-face discussions. To address these issues, the project team recognized the need
for a mechanism that would enable participation regardless of location or time limi-
tations and enable asynchronous expression of opinions, as compared to synchronous
communication in face-to-face discussions. Furthermore, they identified the potential of
digital technology to meet these conditions and to analyze and visualize citizen needs
from a quantitative perspective. Based on these considerations, UDCK concluded that a
digital participation platform focused on asynchronous communication would be nec-
essary to collect the voices of citizens who cannot participate in face-to-face Living
Lab programs which involve synchronous communication and the silent majority. They
decided to implement “MINSTA ONLINE ‘’ based on Liqlid provided by Liquitous,
aiming to address real issues in the community through digital technology integrated
into the Living Lab.

4.3 MINSTA ONLINE” Functions (Roles)

“MINSTA ONLINE” has three functions (roles) (see Fig. 2):

• “Collect”: Visualizing voices and Identifying issues.

– Participants post their opinions on various aspects of the town, such as the town’s
attractions, issues they have noticed and activities they would like to try in the city.
The goal is to make these voices visible and pinpoint the challenges or concerns
expressed by the community. The opinions and insights collected through this
function can be compiled and utilized by various stakeholders, including area
management organizations, universities, businesses, and participants, to inform
and contribute to town development.
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• “Discuss”: Discuss the issues in the community.

– Participants discuss issues and co-create solutionswith businesses and lmunicipal-
ity for their city. It is often conducted in combination with face-to-face workshops.
And they can participate in both face-to-face workshops and digital participation
platforms, whichever is more convenient for them. The themes discussed in this
function are based on the voices submitted by the “Collect” function, and in some
cases are brought in by businesses and municipality.

• “Connect”: Build a local community.

– Communities are important for citizens to connect with each other. Participants
can use this function to share and teach each other what they want to do and what
they want to know.

Fig. 2. MINSTA ONLINE” Usage Diagram
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In addition, Citizens can do the following on “MINSTA ONLINE”:

1. Receive Information: Citizens can view information about Living Lab programs. In
addition, they can receive notifications by registering an account.

2. Post “VOICES”: Citizens can post their opinions on the themes solicited in each
Living Lab program. These opinions, called “VOICES,” can be posted with attached
images and location information.

3. Create “IDEAS”: Based on the posted “VOICES”, citizens can brainstorm and
register service ideas that they believe would be beneficial to the community. These
ideas are then submitted as “IDEAS”.

4. Improve “IDEAS”: Citizens can post feedback on other registered “IDEAS” or
engage in dialog via chat. They can also submit revised versions of their own
“IDEAS”.

5. Further Consideration for Implementation: Citizens can continue the iteration of
revisions and feedback on “IDEAS” to collaboratively create a better service.

4.4 Activities and Results in Each Living Lab Program

We have been utilizing the digital participation platform “MINSTA ONLINE” in five
Living Lab programs since December 2022. Below, we will introduce four use cases of
it in each of the three functions (“Collect,” “Discuss,” “Community”) within the Living
Lab programs.

“Collect”: Visualizing Voices and Identifying Issues

Program 1: “Living and Town Development”. This program focuses on “Living and
Town Development” and aims to visualize the issues and opinions from the perspective
of residents living in Kashiwa-no-ha. When collecting “VOICES”, citizens are encour-
aged to post “VOICES” from four perspectives: “Positive Aspects,” “Negative Aspects,”
“Things you would like to try in the community,” and “Others”. Community members,
including UDCK, UDCK Town Management, Kashiwa City, AIST (National Institute
of Advanced Industrial Science and Technology), Mitsui Fudosan, as well as citizens
and workers, review the posted “VOICES”. They engage in dialogues about community
issues and citizen requests and decide how to respond in detail. Additionally, the “MIN-
STA” staff office refers to the content posted here when considering the future content
of the Living Lab programs. From December 2022 to January 2024, participants have
posted a total of 80 “VOICES”. These cover a wide range of topics, including the lack
of public and private facilities, matters related to transportation, mobility, community,
local information, and etiquette in public spaces. To utilize the collected “VOICES” for
community development, the “MINSTA” staff office classifies them based on factors
such as the time and cost required for implementation, as well as the urgency of the
issues. For example, “VOICES” related to the lack of public or private facilities and
transportation require a significant amount of time to address. Therefore, the commu-
nity development organization (UDCK) plans to utilize these insights as themes for
future Living Lab programs or as ideas for new businesses. On the other hand, there
were cases where immediate action was taken in collaboration with Kashiwa City for
“VOICES with high urgency. For example, after reviewing a post about an accident in
which a vehicle intruded into a childcare facility, the “MINSTA” staff office worked with
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Kashiwa City to immediately install safety poles at the accident site to prevent accidents
(see Fig. 3). In this way, the Living Lab program identifies community issues based on
opinions posted on “MINSTA ONLINE” and addresses them by considering multiple
criteria such as time and cost.

Fig. 3. Posts on MINSTA ONLINE led to the installation of accident prevention poles in front of
the nursery.

“Discuss”: Discuss the Issues in the Community

Program 2: “Creating a System Supported by the City for Parents in the Anxious Period
Before and After Childbirth”. In order to create support services for the anxious period
experienced by pregnant and postpartum women and their partners, UDCK has con-
ducted a Living Lab program with three key stakeholders: the service users (“pregnant
women and their partners”), the service providers (“Kao Corporation”, “UDCK City
Management”), and the service implementers (“local actors” in the community). In this
program, we tried the usual face-to-face-based Living Lab programs, combining “MIN-
STA ONLINE” with seven researchers from the project owner, Kao Corporation, and
citizens collaborated as project members. They used “MINSTA ONLINE” to collect
“VOICES” that could serve as ideas for the service. And participants who did not par-
ticipate in face-to-face workshops posted 37 “VOICES” on the topic of “Giving birth
and raising children in the Kashiwa-no-ha area. Additionally, they not only collected
“VOICES” on this platform, but also registered opinions expressed in the face-to-face
workshops as “VOICES”. Furthermore, thematerials used in the face-to-face workshops
were published on “MINSTA ONLINE”, making it possible to check the contents of the
program online (see Fig. 4). Currently, based on the results obtained from “MINSTA
ONLINE” and the face-to-face workshops, services are being considered and some have
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already been implemented in the community, while others are still being discussed for
implementation. For example, the “Parents-Cafe”, where parents can easily participate
and discuss their concerns, has been implemented by local childcare facilities in the com-
munity. In addition, the “Kashiwa-no-ha Childcare AI Concierge” is being discussed for
implementation with the Kashiwa City Children’s Department and the DX Department.

Fig. 4. Prgram2: Living Lab Program Process

Program 3: “Make KOIL 16 Gate a More Appealing Place to Visit!”. “KOIL 16 Gate,”
the commercial facility that opened in 2021 as a roadside store within a 15-min walk
of the train station, is facing a situation where fewer customers than expected are visit-
ing, partly due to the impact of the COVID-19 pandemic. In response to this situation,
UDCK launched this Living Lab program in October 2023, to address the challenges
facing “KOIL 16 Gate” with residents, store owners, and facility managers to find solu-
tions. In this program they also conducted face-to-face workshops while utilizing the
digital participation platform. Specifically, they utilized “MINSTA ONLINE” to collect
opinions from citizens under the theme “Make KOIL 16 Gate a More Attractive Place to
Visit!” to identify issues and collect needs from the community. In collecting opinions,
they encouraged submissions under five perspectives: “What kind of shops would you
like to visit?”, “What is lacking in public spaces?”, “What events would you like to
participate in?”, “How can we make access from the station more enjoyable?”, “Other.“
FromOctober 2023 to January 2024, participants posted a total of 41 “VOICES”. Specif-
ically, there are 23 “VOICES” on “What kind of shops would you like to visit?”, 6 on
“What is lacking in public spaces?”, 8 “VOICES” on “How can we make access from
the station more enjoyable?”, and 4 “VOICES” on “Others”. Participants in face-to-face
workshops use these posted opinions as the basis for discussing issues and considering
solutions to address them. As of January 2024, they are in discussions with the store
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owners and facility managers to implement the solutions developed through face-to-face
workshops and platform utilization into the community.

“Connect”:Build a Local Community

Program 4: “Let’s Talk About Parenting!”. The Kashiwa-no-ha area has a relatively
large population of parents with young children. Therefore, UDCK launched this pro-
gram in December 2023 to create a space where parents can easily discuss and exchange
information on parenting-related topics. The program aims to build a community among
citizens on “MINSTA ONLINE” and unlike other programs that conduct face-to-face
workshops to identify needs and co-create solutions. In addition, efforts have been
made to facilitate interaction such as having ambassadors provide useful information
in response to citizens’ posts.

4.5 Three Strategies to Increase Participation in the Platform

1. Thorough public relations: The first point is to actively promote and raise awareness
about the platform. To encouragemore citizens to participate,we utilized various tools
within the community, such as creating an official LINE account, posting flyers in
apartments, and displaying posters to raise awareness about the Living Lab Program
using “MINSTAONLINE”. In addition,we continue to promote the activities not only
by encouraging new registrations from those who haven’t registered on the platform
but also by notifying already registered citizens of updates and new information about
the activities (such as progress updates) to encourage their continued participation.

2. Establish consistency with the conventional living lab: The next point is to establish
consistency with traditional living labs and replicate the culture and methods we
have built so far on the platform. The digital participation platform is only a tool
utilized within the living lab program and is just one of the participation methods.
Therefore, it is necessary to replicate the familiar methods of the living lab program
for participants on it. For example, we have made various customizations such as
changing the words used on the platform and adjusting the color scheme to adhere
to the color codes specified by UDCK. By making these adjustments, we believe
that the digital participation platform will become more user-friendly for citizens
participating in the living lab program, thereby making it easier for citizens to use
the digital participation platform.

3. Show citizens how to utilize the outputs of the platform: We believe it is important to
clearly show how to use the outputs of the digital participation platform to encourage
more citizens to use it. Therefore, we have provided citizens with information on how
the collected opinions are handled and how they contribute to the community. That is
why “MINSTA ONLINE” has an “IDEAS” function that allows contributions called
“VOICES” to progress to go to the next step. And we showed for citizens the flow
from “VOICES” to “IDEAS” to “Implementation in the Town”, demonstrating the
path from a good contribution to its implementation in the town.
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4.6 Evaluation of the Utilization of Digital Participation Platforms

In this chapter, we aim to examine the usefulness of digital participation platforms to
resolve participant inclusiveness in Living Labs from both quantitative and qualitative
perspectives. First, we examine the usefulness of a digital participation platform to
resolve participant inclusiveness in Living Labs from a quantitative perspective. As a
result, from December 2022, when the digital participation platform was launched, to
January 2024, there were about 2,700 visits and 251 people registered during the 13-
month period. In addition, 558 opinions were posted during this period. 60% of account
registrants were in their 30s and 40s, followed by those in their 20s and 50s. And 61%
of the registrants were male (see Table 1).

Table 1. Number of “MINSTA-ONLINE” participants and posts by Living Lab Program

– the number of participants the number of posts

– male female others –

Total1 136 77 9 558

Program 1 47 15 3 80

Program 2 25 10 2 37

Program 3 23 19 – 41

Program 4 12 8 – 10

In addition, the average number of participants in the LivingLab programs conducted
only through face-to-face workshops ranges from about 13 to 15 people per program,
with the majority in their 30s to 40s. In contrast, an average of 41 citizens participated
in each program on the digital participation platform. In addition, this platform attracted
citizens with different demographics, including age and gender, compared to the face-
to-face workshops. This suggests that the digital participation platform helps increase
both the number and diversity of participants in Living Lab programs. As an example
of our Living Lab program, we set the theme “Creating a system supported by the city
for parents in the anxious period before and after childbirth” and designed face-to-face
workshops combined with a digital participation platform. 9 people participated in the
workshop, 90% of whom were women and in the age group of 30s-40s. Meanwhile,
37 people participated in the digital participation platform, of whom 67% were men.
The volume zone of age groups (62%) was in their 30s–40s, the same as face-to-face
workshops,while the number of 20s and 50s increased (seeTable 2). In addition, program
3 also found that by using both face-to-face workshops and the digital participation
platform, a wider range of citizens could participate (see Table 3). Furthermore, a certain
number of contributions were observed in all Living Lab programs between midnight
and 3:00 a.m. and in the morning between 6:00 a.m. and 8:00 a.m. (see Fig. 5). It is
clear from these observations that participants engage in Living Lab programs through

1 Total number of participants and posts, including programs other than Programs 1–4.
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the digital participation platform at times and in places that suit them. This highlights
the contribution of the platform as a method of participation that is not constrained by
time or place.

Table 2. Comparison of face-to-face and platform participants in Program 2

Face-to-face workshop MINSTA ONLINE

age male female others male female others

0–9 – – – – – –

10–19 – – – – – 1

20–29 – – – 5 – –

30–39 – 4 – 7 5 1

40–49 1 4 – 8 3 –

50–59 – – – 2 2 –

60–69 – – – 2 – –

70– – – – – – –

unidentified:1

Table 3. Comparison of face-to-face and platform participants in Program 3

Face-to-face workshop MINSTA ONLINE

age male female others male female others

0–9 – – – – – –

10–19 – – – – – –

20–29 2 – – 3 – –

30–39 3 2 – 7 10 –

40–49 5 2 – 11 6 –

50–59 3 – – 2 2 –

60–69 1 – – – – –

70– – – – – 1 –

unidentified:0

Second, we examine the usefulness of digital participation platforms to resolve par-
ticipant inclusiveness in living labs from a qualitative perspective. We conducted inter-
views with 3 “MINSTA” staff and citizen who participated in the platform. In addition,
we collected opinions within the platform on the use of the digital participation platform
in the Living Lab.
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Fig. 5. Number of posts by time

The Interview Results with the “MINSTA” Staff Office are as Follows. The “MIN-
STA” staffs evaluated that the digital participation platform was able to attract demo-
graphic groups that were not fully reached by the face-to-face workshops, such as dif-
ferent numbers, genders, and age groups in each Living Lab program. They viewed
the combination of face-to-face workshops and the online platform as an effective way
to address inclusivity in Living Lab. Furthermore, they expected that the participation
of diverse citizens in the Living Lab programs would also address the weakening of
relationships with citizens due to population growth in the area, as well as enhancing
residents’ understanding and acceptance of smart cities utilizing technology such as AI
and data.

The Interview Results with the Citizen are as Follows. To obtain feedback from cit-
izens about the digital participation platform, we conducted face-to-face interviews and
collected opinions about the platform. First, regarding the face-to-face interviews, we
conducted interviews with one citizen who participated in both face-to-face workshops
and the digital participation platform, focusing on two aspects: (i) the effectiveness of
using the platform and (ii) the difference between using the platform and face-to-face
activities. For the first aspect(i), the interviewee evaluated two aspects: the ease of under-
standing the organization of information and the ease of participation. For the former,
the interviewee found the platform effective for checking the progress of the program
and information about face-to-face workshops, among other details of the Living Lab
program. For the latter, the interviewee highlighted the platform’s most important effec-
tiveness as being able to participate even with limited time. In addition, the interviewee
appreciated the ability to participate online, as it allowed them to introduce these Living
Lab programs to family and friends, who could immediately participate and experience
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them firsthand. Secondly, regarding the aspect of (ii) differentiation between using the
platform and face-to-face engagement, the interviewee mentioned using the digital par-
ticipation platformwhen theywant to participate in their free time or simply express their
thoughts about the community. On the other hand, they prefer to participate in face-to-
face workshops when they are looking for synchronous and interactive communication
or when they want to expand their community by making friends with other citizens
in the city. Indeed, the insights of the citizens interviewed reveal a nuanced approach
to using both digital participation platforms and face-to-face activities. However, since
this interview represents only one individual’s perspective, we consider it as a reference
rather than a conclusive insight.

We also asked for feedback on the use of the digital participation platform using
this platform. While most of the feedback related to suggestions for improving the
functionality of this platform, wewere able to collect feedback from 6 posts. As shown in
Table 4, citizens highly valued the ease of participation offered by the digital participation
platform. In addition, citizens expressed particular concern about howopinions posted on
the platform are handled, suggesting that clarifying the handling of outputs significantly
influences citizens’ motivation to participate.

Table 4. Feedback from citizens on the digital participation platform

“MINSTA” staff office’s operational approach to this platform is unclear. As it stands, it’s
uncertain whether the platform will aggregate citizens’ requests, leaving users with the feeling
that they’re talking to a brick wall. Since they can’t express themselves directly to the city, this
could even have a negative effect. (July 30, 2023)

I think it’s wonderful and fun to have a system where you can easily participate in town
development. (January 17, 2023)

The number of posts is growing, but it’s unclear how they will be acted upon. Will the platform
just become a place to vent frustrations, or will there be concrete actions based on these
opinions? The future direction is not yet clear. (April 1, 2023)

It’s convenient and helpful to be able to participate in my spare time, unlike the ongoing Living
Lab programs in Kashiwa-no-ha. I’m happy to contribute to making our city a better place.
(December 24, 2022)

It can feel intimidating to voice your opinion to government agencies or businesses, so being
able to speak casually is appreciated. (December 24, 2022)

As noted earlier in the quantitative data, it is evident that the digital participation
platform enables a greater number of participants, including people of different ages
and genders, to participate at any time, including late at night and early in the morning,
compared to face-to-face based Living Lab programs. In addition, in the qualitative
survey (interviews), “MINSTA” staff evaluated the potential for improved inclusiveness
and citizenship development in the LivingLab through increased access formore citizens
to participate in the programs. In addition, citizens appreciated the ease of receiving
information about Living Lab programs and the convenience of being able to participate
easily. From a qualitative perspective, both the office staff and citizens expressed positive
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attitude towards utilizing the digital participation platform in Living Lab programs. The
results of both quantitative and qualitative surveys suggest that the digital participation
platform is somewhat effective as a tool for enhancing inclusiveness in the Living Lab.
Furthermore, we consider it a significant achievement when cases arise, such as the
installation of accident prevention poles in front of the nursery school, where citizen
posts on the platform serve as a starting point for collaborative action to address issues.
The emergence of cases where community issues which remained unnoticed through
face-to-face initiatives alone are visualized and resolved through the platform.Webelieve
these cases are a critical factor in demonstrating the effectiveness of the platform.

5 Considerations for the Effective Operation of Digital
Participation Platform

In this section, we outline several considerations for the effective operation of the digital
participation platform, based on the experience in Kashiwa-no-ha:

1. Considerations Before Starting Implementation and Operation: In the initial stages of
implementation, it is essential to avoid falling into the trap of “solutionism”, where
the belief that ‘introducing the platformwill make thingsmore effective” prevails. It is
important to understand that the digital participation platform is only a tool and to con-
sider carefully about how to operate it to achieve effective results. Therefore, strate-
gic planning is essential, including selecting themes that meet with citizens’ needs,
utilizing existing communication channels, and coordinating promotional efforts in
collaboration with local organizations and schools. It’s also important to understand
that the digital participation platform may not yield immediate results at launch. It’s
necessary to consider operational strategies and maintain a long-term perspective
in operations, as the number of participants will gradually increase over time with
continued operation. Before implementation, it’s effective to have a common under-
standing that the digital participation platform is not meant to be used for a short
period of time but should be continuously operated and improved over time.

2. Accessibility: When considering inclusiveness, accessibility is a crucial aspect to
examine. As mentioned in Chapter 4, the platform’s participant base primarily ranges
from the ages of 20s and 60s, with fewer participants under the age of 10 or over
the age of 70. It’s especially important to adjust ensure accessibility for children and
the elderly. One way to improve accessibility is to improve the user interface of the
digital participation platform. Conduct regular user testing to ensure that the plat-
form is user-friendly and iterate improvements to the user-interface and functionality
based on feedback. Alternatively, it would be effective to provide opportunities for
participation not only through the digital participation platform but also through face-
to-face interactions because we consider that some citizens may struggle with digital
technology.

3. Hybrid Operation of Face-to-Face Activities and Digital Participation Platforms:
Through our experience in Kashiwa-no-ha, we value the combination of face-to-
face activities and digital platforms because when the two complement each other,
we can get closer to a more favorable process as a citizen empowerment and civic
engagement process. The digital participation platform enables citizens to participate
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regardless of time and place. In addition, the ability to participate anonymously low-
ers barriers for citizens who may not be accustomed to face-to-face discussions. And
because the interactions are text-based, it is less likely that the strength of arguments
will dominate, giving citizens an equal opportunity to make a statement fairly. In
addition, because the records are kept online, the platform can serve as an archive
and be open, contributing to enhanced transparency in activities. On the other hand,
face-to-face activities offer a sense of immediacy in discussions, and discussions tend
to be more lively compared to the digital participation platform, which rely on text-
based communication. Additionally, face-to-face interactions facilitate the expansion
of citizens’ social networks, fostering community building related to town devel-
opment. In this way, we believe that the use of a digital participation platform that
enables asynchronous communication, in addition to synchronous communication
such as face-to-face workshops, would be effective. Based on the earlier, we think
that digital participation platforms are well suited for informing citizens during ini-
tiatives and for collecting diverse voices, especially in the brainstorming phase where
broad input is needed. On the other hand, face-to-face activities, which facilitate syn-
chronous communication, are considered more suitable for the phase of shaping into
ideas (convergence phase). As stated earlier, both face-to-face activities and digital
participation platforms have their own advantages and disadvantages. Therefore, it is
preferable to design Living Lab programs that utilize bothmethods, understanding the
characteristics of face-to-face initiatives and digital participation platforms (Fig. 6).

4. Effectiveness Verification and Metrics: It is necessary to consider Key Performance
Indicators (KPIs) to measure the effectiveness of the digital participation platform.
Currently,metrics such as the number of participants and posts on the platform are pri-
marily used as Key Performance Indicators (KPIs), but we believe that these metrics
alone are not sufficient. For example, it would be effective to evaluate processes by
comparing predictions to outcomes, or by comparing to other cases on similar themes.
In addition, it would be valuable to quantitatively assess changes in citizen interest
in town development. Furthermore, from an inclusiveness perspective, it would be
beneficial to include indicators related to the demographics of platform participants,
such as age and gender. In addition, we believe it is critical to integrate the effec-
tiveness verification mechanism as part of the platform’s functionality. By having the
digital participation platform serve as the user interface for effectiveness verification,
operators can improve activities from the citizen’s perspective and evaluate activities
without feeling burdened, even during the period of platform utilization.

5. DesigningMotivation to Participate: To enhance the inclusiveness of Living Lab pro-
grams, it is essential to ensure citizens’ continuous access to the digital participation
platform. For this reason, it is necessary to consider the design of effective motivation
strategies to encourage citizen participation. To motivate citizens to participate in the
platform, it is important to demonstrate its effectiveness (1) and to select themes of
high interest (2). Regarding the first point (1), of course, if there is no effectiveness,
meaning that the opinions expressed through the platform are not reflected in the
community at all, citizens will not be motivated to participate. As pointed out by the
feedback from citizens in the previous chapter, it is crucial for citizens to feel that
their opinions are implemented in the community or that their feedback is reflected
and beneficial to the community. To demonstrate effectiveness, it would be effective
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to “clearly illustrate how outputs are utilized” and “implement citizen feedback in
the community”. Disclosing information to citizens about how opinions posted on
the participation platform are shaped during face-to-face workshops and ultimately
reflected in the community can serve as motivation to participate. It is also important
to implement ideas from citizens that resonate within the community, rather than
simply collecting and visualizing their needs. Regarding the second point (2), it is
also effective to select themes that are of high interest to citizens. This will encourage
continued participation in the digital participation platform and attract new partici-
pants. In the case of Living Labs, it is especially important to consider themes from
the perspective of the citizens of the community. Therefore, it would be effective to
collect information on topics of interest to participants through surveys conducted
at the time of account creation on the platform. However, it is not just a matter of
addressing themes that are of high interest to citizens. It’s also important to ensure
that the themes selected are in line with the objectives of the stakeholders, and that
the objectives of the stakeholders are in line with the needs of the citizens.

Fig. 6. Hybrid Operation of Face-to-Face Activities and Digital Participation Platform

6 Conclusion - Perspectives for Co-Creation Processes in Living
Labs Using Digital Participation Platforms

As noted in Chapter 4, the digital participation platform attracted a larger and more
diverse group of citizens than the face-to-face Living Lab programs. There were also a
significant number of late night and early morning posts, times when face-to-face work-
shops were not conducted. In addition, the feedback from citizen interviews regarding
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the existence of digital pathways to the Living Labs was positive. Based on these find-
ings, it appears that the participation platform is helping to enhance the inclusiveness
of Living Lab activities. Additionally, it has become clear that beyond the introduction
of the digital participation platform, the way it is operated is crucial. Therefore, to use
the platform more effectively, it is necessary to consider how to balance face-to-face
activities with the digital participation platform. In this consideration, it is important to
recognize the qualitative differences between asynchronous communication on the dig-
ital platform and synchronous communication in face-to-face interactions (as discussed
in Chapter 4). For example, during the brainstorming phase in Living Lab program,
using a digital participation platform rather than face-to-face interactions help collect a
greater number of opinions and allow for quantitative analysis. However, during the rapid
service refinement phase, face-to-face workshops are more effective. In this way, by con-
sidering the roles expected of citizens in each phase of the program, and the qualitative
differences between face-to-face and digital interactions, it’s possible to strategically
design a Living Lab program that ensures inclusivity without simply aiming to increase
the number of participants indiscriminately. In addition, reference to the IPA2 spectrum
may be beneficial when considering the type of participation expected from citizens at
each phase of the Living Lab program.

In addition, participation in the digital participation platform provides citizens with
an opportunity to learn about the current state of the community and understand the
perspectives of other citizens. In addition, both citizens and officials can experience a
positive feedback loop from their participation,which can increase their understanding of
town development and theirmotivation to participate further.Moreover, while traditional
citizen engagement activities have largely been conducted in face-to-face settings, the
feedback loop within the themes addressed on the platform operates on a shorter cycle
compared to stand-alone face-to-faceworkshops. From this perspective, there is potential
to empower citizens through the digital participation platform, which underscores the
value of the digital participationplatform. In addition, in termsof enablingbroader citizen
participation and empowerment, living lab programs and digital citizen participation
platforms are compatible. Combining the two can create synergies that lead to more
effective initiatives.
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Abstract. This research project proposes developing a management system for
monitoring the telecommunications network infrastructure at the University Insti-
tution of Barranquilla, specifically in the IUB Plaza de la Paz campus in Barran-
quilla. In this institution, a critical problem related to the network infrastructure
has been identified, manifested in various issues and shortcomings that directly
impact the operation and quality of communication services at the headquarters.
Among the most outstanding problems are the frequent interruption of Internet
service, slow data transfer, and the need for an effective network monitoring and
management tool. These drawbacks have decreased productivity and the qual-
ity of the academic experience for students and staff. The underlying causes of
these shortcomings include the need for a comprehensive solution for proactive
network infrastructure monitoring, the absence of preventive maintenance poli-
cies, and the growing bandwidth demand due to the increased connected devices.
The importance of carrying out this project lies in the pressing need to improve
the telecommunications network infrastructure at the headquarters, contribute to
the technological growth of the institution, and strengthen its capacity to offer
efficient and high-quality communication services. This, in turn, will result in a
more efficient academic environment and greater satisfaction of the educational
community, offering a more reliable network, less downtime, and a greater capac-
ity to adapt to the constantly evolving demands of education and technology. The
researchmethodology is based on a quantitative approach, selected to diagnose the
telecommunications infrastructure on the Plaza De La Paz University Institution
of Barranquilla (IUB) campus and evaluate its impact on the quality of services.
This quantitative method will allow the collection of numerical data, enabling a
statistical analysis that measures and quantifies various aspects related to the qual-
ity and efficiency of telecommunications services. Along these lines, the research
is classified as non-experimental, supported by a solid theoretical basis and the
ethics of not intervening directly in the network infrastructure. The project phases
follow the top-downmethodology for the design of telematics systems.Ultimately,
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the successful implementation of the prototype will contribute significantly to the
continuous improvement of the network infrastructure, ensuring a more efficient
academic environment and a satisfying experience for students and staff-

Keywords: Service status · Alert management · Network infrastructure ·
Monitoring and Servers

1 Introduction

In today’s digital world, an entity’s efficiency and performance are not only linked to
diligent employees and outstanding teams. To ensure smooth operation, it is essential to
have a solid, clean, and Secure network infrastructure [1]. The proper network infras-
tructure can result in poor user experience and security challenges that could impact
staff productivity, generate additional costs, and damage the organization’s reputation.
As such, leaders of higher education institutions must understand the importance of
network infrastructure and know its challenges and opportunities, as higher education
institutions rely heavily on efficient network infrastructure to facilitate communication,
collaboration, and access to essential digital resources. The University Institution of
Barranquilla (IUB), specifically in its Plaza de la Paz campus, is no stranger to this real-
ity. This educational environment, increasingly dependent on information technologies,
requires a robust and reliable telecommunications infrastructure to effectively support
academic, administrative, and research operations and provide quality services to stu-
dents, teachers, and administrative staff. In this context, there is a pressing need to
address the challenges posed by the management of its network infrastructure, affecting
the availability and quality of telecommunications services.

This project aims to develop an advanced prototype for monitoring and managing
the network infrastructure at the IUB - Plaza de la Paz to address the challenges inherent
in managing this infrastructure. TheMonitoring andManagement System (SMGR) pro-
totype represents a comprehensive and proactive solution to address recurring problems,
such as Internet service interruptions, slow data transfer, and an effective monitoring and
management tool network. These previously announced shortcomings occur on dates
when several users connected to institutional platforms are expected during enrollment
and module assignment periods. These inconveniences have decreased productivity and
the quality of the academic experience for students and staff. The above is supported
given that the network interruption implies that teachers and students need help to ade-
quately access institutional resources or consume the necessary content, which can harm
critical processes such as enrollment on the dates established by the institution.

Added to the obsolescence, whether in terms of operating systems or programs, it
directly affects the ability of students to participate, which implies setbacks on their part
while resolving so as not to harm their learning. The underlying causes of these shortcom-
ings include the need for a comprehensive solution for proactive network infrastructure
monitoring, the absence of preventive maintenance policies, and the increasing demand
for bandwidth due to the increase in connected devices.

The SMGR seeks to supervise the network infrastructure in real time and analyze
and optimize its operation. Through the collection and analysis of data in real-time, this
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system will allow potential problems to be identified before they affect users, guaran-
tee the availability of services, and facilitate decision-making based on data and alerts.
The importance of carrying out this project lies in the pressing need to improve the
telecommunications network infrastructure at the headquarters, contribute to the tech-
nological growth of the institution, and strengthen its capabilities to offer efficient and
high-quality communication services. This, in turn, will result in a more efficient aca-
demic environment and greater satisfaction for the educational community, offering a
more reliable network, less downtime, and a more remarkable ability to adapt to the
constantly evolving demands of education and technology.

2 Materials and Methods

2.1 Monitoring and Management System. Literature Review

The importance of the project lies in the fact that the need for early detection of infras-
tructure problems is a significant obstacle to effective management. Critical issues are
discovered too late without a comprehensive monitoring solution, increasing recovery
times and negatively impacting user satisfaction. According to [2], monitoring is cru-
cial in network infrastructure because it allows you to identify and resolve IT problems
before they impact critical processes in a company, institution, area, etc.

The literature reviewed highlights the critical importance of implementing moni-
toring systems in business and educational environments. Technologies are constantly
evolving, and it is necessary to adapt to their challenges. The management of systems,
especially for medium-sized SMEs that lack efficient solutions, is addressed in the study
by [3] that focused on the design of a monitoring tool using CACTI to meet the needs of
these companies, offering a solution that provides real-time information about the status
of servers and data centers. The waterfall methodology used in this project allowed us
to address the identified problems and develop a comprehensive solution sequentially.

On the other hand, [4] highlights automation and virtualization in web infrastructure,
using tools such as Ansible and VMWARE. The successful implementation of an auto-
mated balancing system and the application of a multi-stage methodology demonstrate
the effectiveness of these technologies in improving performance and reducing costs.
[5] addresses the centralization of infrastructure management in cloud environments
through a unified mechanism and a Command Line Interface (CLI). This approach pro-
vides solid foundations for implementing a configurablemonitoring system, highlighting
the importance of Infrastructure as Code (IaC) and process automation. [6] presented a
monitoring system based on ELK Stack to improve IT governance, providing an effec-
tive solution to manage outages and anomalies in IT resources. The bibliographic review
and conceptual analysis support the effectiveness of this implementation, highlighting
the capacity of data collection and analysis for the early detection of incidents.

[7] carried out a study focusing on the needs of a higher education institution lacking
a server monitoring system. To achieve this, they used an investigative methodology
that focused on collecting information through the structure of the IP packet sent by
the Netflow protocol, analyzing elements such as destination address, destination port,
source address, source port, packet count, bit counting, and protocol.
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In the research developed by [8], a traffic analysis was carried out in a simulated envi-
ronment with VLANs to offer recommendations for service policies and the design of a
UPS network. For this, an analytical application methodology was used, which allowed
the evaluation of the different incidents and results of the measurements carried out. In
the study developed by [9], theWhatsUp monitoring tool was used to analyze the infras-
tructure of a large company’s network in the mining sector in Colombia, which changed
from a centralized infrastructure to a distributed one, optimizing network resources.
In the same sense, in the network infrastructure design proposal developed by [10], a
detailed study was carried out to implement a monitoring and management tool for the
new network. Similar studies were developed by [11] [12, 13] for different companies
or even home infrastructure. For example, [14] in their research made an exhaustive
monitoring process of the wireless LAN to optimize the infrastructure through an SDN
paradigm.

The reviewed literature provides a solid and diverse base of approaches and tech-
nologies for infrastructure management and monitoring. These studies offer valuable
contributions, from designing specific tools to applying innovative methodologies and
technologies. This research will benefit from integrating this knowledge to develop an
efficient and adaptable monitoring system for the University Institution of Barranquilla
at the Plaza de la Paz campus.

2.2 Network Concepts. Project Components

IT Infrastructure Monitoring. IT infrastructure monitoring (ITIM) monitors critical
parameters across various physical and virtual devices in an organization’s IT infrastruc-
ture. This is an end-to-end activity aimed at ensuring optimal performance of individual
elements of the IT infrastructure, eliminating downtime, ensuring faster management of
IT failures, and proactive monitoring of IT security. This monitoring is complex since
multiple devices and factors are involved, each of which must be given its corresponding
importance.

IT infrastructure monitoring can be broken down into five components, as shown
in Fig. 1 [15], each aiming to achieve performance optimization, security optimization,
downtime reduction, or a combination.

This management is made up of 5 essential components:

• Monitoring of the physical and virtual infrastructure: It is responsible for guaranteeing
the excellent condition, availability, and optimal performance of all the critical devices
of a network, which is not limited to the devices but extends to the monitoring of the
various processes and services that run on those devices.

• Bandwidth Monitoring: Helps optimize the availability and performance of devices
in an IT infrastructure. Therefore, it must be done at the infrastructure level (for
individual devices based on capacity and criticality) and at the global network level
(tracking and defining global traffic patterns).

• Change Monitoring: Planning a clearly defined implementation and change manage-
ment process is critical to ensuring that your IT infrastructure environment remains
well protected from disasters due to configuration errors. Therefore, all changes,
regardless of their nature, scope, importance, and implications, must be quantified,
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Fig. 1. Components of IT infrastructure monitoring

assigned a well-defined approval hierarchy, and preceded by a backup of existing
changes.

• Log monitoring: It is necessary to proactively monitor your organization’s IT infras-
tructure logs to detect and identify critical network failures. Analyzing various types
of logs, including syslogs, event logs, and firewall logs, helps optimize performance
and detect security threats.

• IP Address Monitoring: Periodically analyzing and monitoring the IP addresses in
your IT infrastructure is critical to ensuring that malicious devices do not intrude into
your network environment. It also helps avoid network problems such as IP address
collision.

Automation. Automation is using technology to perform tasks without the need for
a human. By delegating mechanical functions to automated systems, we free up time
and resources to focus on more creative and strategic tasks. Plus, it reduces human
errors, increases efficiency, andmakes everything run like a well-tuned clock. Therefore,
automation is the secret recipe for a brighter and smoother workflow.

On the other hand, [16] defines automation as using technology to perform tasks
without human intervention. This may include repetitive, dangerous tasks or requiring
high precision. Automation can be used in various industries, from manufacturing to
healthcare. Mainly, two sectors can be differentiated in the world of automation within
technology: automation in IT and automation in business decisions. In the IT sector,
automation is used to repeat processes to execute tasks. Regarding the business sector,
automation is used to manage business processes and rules. One of the outstanding
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languages in this automation field is undoubtedly Python, which will be used precisely
in this Project.

Operating Systems. Operating systems are like invisible orchestra conductors in the
world of computing. They are the fundamental software that acts as an intermediary
between the hardware of a computer and the user, facilitating the interaction and coor-
dination of resources. From managing memory and processing to promoting access to
files and applications, operating systems are the backbone that allows our devices to
function consistently and efficiently, providing a vital interface for users to interact with
technology intuitively. According to [17], he assures that an operating system is a set of
programs that controls the hardware and software of a computer—remembering that it
is the leading software that runs on a computer and provides an interface between the
user and the hardware.

The operating system selected as the monitoring server is the CentOS LINUX dis-
tribution. This operating system is the free version of the RED HAT operating system
from the REDHAT company itself. This company offers its operating system for servers,
Workstations, and different products, such as application servers (RED HAT JBOSS).
The main difference between REDHAT and CENTOS, ignoring the license, is technical
support. In the case of CentOS, a large community supports the operating system, as is
the case on other occasions with free software. CentOS is defined as a robust, stable,
and easy-to-install system. In addition, it works with basic hardware and can be without
great power or great features to use.

Data Visualization. Data visualization is a fundamental part of this, and to achieve
this, Grafana, a robust time series analysis and representation tool, will be implemented
to make monitoring data more user-friendly and enjoyable. Grafana stands out for its
unique approach by providing a single pane of view, allowing the unification of data
from various sources without entering it into a specific warehouse or database. Figure 2
shows a dashboard designed in Grafana:

Fig. 2. Dashboard panel designed in Grafana
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One of the most notable advantages of Grafana is its ability to access and visualize
existing data from various sources, in addition to offering native support for differ-
ent tools in the field of monitoring. Thus, data visualization is crucial for effectively
monitoring and supervising network infrastructure in institutions. Provides a clear and
understandable graphical representation of network health and performance. At this
point, dynamic graphs and real-time dashboards provide an up-to-date snapshot of data
flow, bandwidth utilization, latency, bottlenecks, and other relevant parameters.

Grafana allows you to display specific metrics critical to the network infrastructure.
This could include network traffic, server load, and several connected devices, including
configuring thresholds and rules to receive immediate notifications when anomalies or
problems are detected in the network, allowing quick action.

Virtualization. Virtualization is a technology that allows multiple operating systems
to run on a single physical server. This offers several benefits, including reducing costs,
improving efficiency, increasingflexibility, and facilitating disaster recovery. [18] defines
virtualization as creating a virtual version of a device or resource, such as a server, a
storage device, a network, or even an operating system, where the resource is divided
into one or more environments. Of execution. This allows multiple operating systems
and applications to run on a single physical server, increasing efficiency and flexibil-
ity. On the other hand, [18] emphasizes that virtualization creates an abstraction layer
between physical resources and their virtual equivalent. This allows physical resources
to be securely shared between users or applications. There are several types of virtual-
ization: Server Virtualization, Data Virtualization, Desktop Virtualization, and Network
Virtualization.

Each type of virtualization has different functions. Server virtualization is done
through a control application known as a Hypervisor so that each virtual machine
can function independently as if it were different physical hardware. In addition, each
machine can have different operating systems and run other applications. Figure 3 shows
a VM architecture:

Fig. 3. Virtual Machine Architecture
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3 Research Methodology

The research methodology is based on a quantitative approach, selected to diagnose
the telecommunications infrastructure on the Plaza De La Paz University Institution
of Barranquilla (IUB) campus and evaluate its impact on the quality of services. This
quantitative method will allow the collection of numerical data, enabling a statistical
analysis that measures and quantifies various aspects related to the quality and effi-
ciency of telecommunications services. Along these lines, the research is classified as
non-experimental, supported by a solid theoretical basis and the ethics of not interven-
ing directly in the network infrastructure. This non-experimental approach is consid-
ered appropriate for studying the complexity of telecommunications network infrastruc-
ture in an educational environment, allowing detailed and accurate information to be
obtained without the limitations associated with experimental manipulation. Regarding
the research design, a transversal approach focuses on observing phenomena at a specific
time. This cross-sectional design, supported by [19], facilitates data collection through
surveys, questionnaires, or measurements, offering a snapshot of the current situation of
the telecommunications infrastructure on the Plaza De La Paz campus.

By capturing detailed analysis at a specific point in time, this approach is essential
for developing a monitoring prototype that adapts to the present needs of the institution.
Furthermore, descriptive transversal research is adopted to obtain a thorough overview of
the current situation of technological services at the IUB, allowing relevant variables to
be described without altering them and facilitating an accurate evaluation of the existing
reality. The study population focuses on the IUB community on the Plaza De La Paz
campus, encompassing students, professors, and administrative staff.

Therefore, the information collection techniques include the exhaustive review of
scientific literature, emphasizing the protocols and tools necessary for managing the data
network, and obtaining first-hand information through observation and surveys directed
at the university community. To carry out each of the stages of the project, the design
methodology for telematic systems was defined, which in this case was TOP-DOWN.
Figure 4 shows the phases of the project, following the TOP-DOWNmethodology [20]:

Using this exciting methodology, the activities required for each process were
identified and established:

Phase 1: Analyze Requirements

• Analyze business goals
• Analyze technical goals
• Analyze existing network
• Analyze existing traffic

Phase 2: Develop Logical Design

• Design network topology
• Design addressing models and hostnames
• Select protocols for Switching and Routing
• Develop security strategies
• Develop network management strategies
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Fig. 4. TOP-DOWN Methodology

Phase 3: Develop Physical Design

• Select technologies and devices for campus networks
• Select technologies and devices for business networks

Phase 4: Test, optimize, and document design

• Test network design
• Optimize network design
• Document the design

Phase 5: Deploy and test the network

• Make an implementation schedule
• Network design implementation (final)
• Perform test stack

Phase 6: Monitor and Optimize the Network

• Network operation in production
• Network monitoring
• Network optimization
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4 Results and Discussions

This will seek to monitor IT service management at the operating system and server
metrics level. This monitoring will consider critical parameters such as file transfer,
operating state, service availability, memory consumption, active services, or running
processes. Through an ally such as the Grafana tool, it will be possible to visualize
these metrics to understand the status of the service and generate reports from the data,
obtaining vital information for the execution of queries and alerts through emails to the
staff. IT. You must have a server where the Grafana application is installed, which will
be integrated with the monitoring Python scripts. These scripts will feed data from the
parameters to generate the graphs; the above results in Fig. 5 where a general panel of
statistics in the various services is contemplated:

Fig. 5. Grafana Dashboard Metrics

Figure 6 shows the integration with other monitoring tools:

Fig. 6. Systematization of visual design

An alert message schematized as presented in Fig. 7 is expected to notify the per-
sonnel in charge of any new developments in the system to promote early response to
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incidents. Other vital data, such as the location and the computer where it is running,
will be included in the configuration of these emails.

Fig. 7. Alert Message

The basic topology design is presented in Fig. 8. It shows a basic preliminary design
of the management of Windows equipment under the monitoring system that will be
implemented on the CentOS 7 Server:

Fig. 8. Physical Network Topological Design

For each of the project phases, the expected result is shown in Table 1:
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Table 1. Expected Results by Phases

Phase Activities Method Techniques
Used

Expected
Results

Diagnose the
current state of the
IUB regarding
equipment, devices,
connectivity,
security, and
management of the
telecommunications
network
infrastructure on the
Plaza de la Paz
campus

– Carrying out a
detailed
inventory of all
network
equipment and
devices on the
Plaza de la Paz
campus,
including servers,
Wi-Fi access
points, routers,
and switches

– Document each
component’s
technical
specifications,
location, and
operational status

– Record of
observations of
the interaction of
users of the IUB
community with
the information
systems provided
by the Institution

– Quantification of
perceptions
through a closed
survey directed at
IUB community
staff to analyze
patterns and
trends related to
the state of
information
services

Non-experimental
quantitative
approach of a
transversal
descriptive type

Observation
and survey

– Diagnostic
report of the
different
network
equipment

– Tabulation
of the results
obtained in
the survey

– Report on
understand-
ing needs
that feed the
current doc-
umentation,
including the
problem,
justification,
etc

(continued)
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Table 1. (continued)

Phase Activities Method Techniques
Used

Expected
Results

Consider
technologies for
monitoring and
managing
telecommunications
networks that allow
easy
implementation,
integration, and
compatibility with
tools and protocols

– Review of
scientific and
technical
literature related
to monitoring
technologies,
best practices,
and network
management
through the
digital library or
search engines

– Collection of
information on
the latest
innovations, key
features, and
specific
considerations
for the
educational
environment

– Annotation of
technological
suggestions by
teachers or
experts in
telecommunica-
tions monitoring
solutions

– Analysis of case
studies of
successful
monitoring and
supervision
systems
implementations
in similar
educational
institutions

Investigative
approach

Digital
databases,
scientific
articles

State of the art,
legal,
theoretical, and
conceptual
framework

(continued)
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Table 1. (continued)

Phase Activities Method Techniques
Used

Expected
Results

Develop scripts and
tools that facilitate
the visualization of
real-time data using
system resources,
metrics, logs, and
sending early alerts
in the form of
statistics

– Specification of
functional and
non-functional
requirements

– Preliminary
design of the
system
architecture

– Installation and
configuration of
the necessary
tools and
platforms

– Implementation
of alerts and
notifications

– Development of
system
monitoring
functionality

– Troubleshooting
and adjustments
based on test
results

– Preparation of
user manuals and
technical
documentation

– Presentation of
implementation
and results
reports

TOP-DOWN
network design
methodology

Decompose
“a problem”
into a series
of levels or
optimization
procedures
integrated

– Planning
graph by
phases

– Complete
and under-
standable
user manuals
and
technical
documenta-
tion for end
users and
maintenance
personnel

Perform functional
tests on the
prototype for
monitoring and
managing
telecommunications
networks through a
simulated
environment

– Analysis of user
feedback and
evaluation results

– Identification of
areas of
improvement to
adjust the
prototype

– Delivery of the
Final project

Non-experimental
quantitative
approach of a
transversal
descriptive type

Collection
and
interpretation
of metrics

– Formal
delivery of
the improved
prototype
and
associated
documenta-
tion to the
interested
parties,
marking the
completion
of the
project
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5 Conclusions and Future Works

The development and implementation of the prototype for the monitoring and manage-
ment of the telecommunications network infrastructure at the Institución Universitaria
de Barranquilla (IUB) Plaza de la Paz campus is crucial to address critical challenges
related to frequent Internet interruptions, slow transfer of data, and the lack of practical
monitoring tools.

This project will allow early detection of problems and minimize the impact on
the operation and user experience. Still, it will also serve as a strategic tool for
making informed decisions, optimizing the efficiency of technological resources, and
strengthening the institution’s competitiveness in the academic field.

Ultimately, the successful implementation of the prototype will contribute signifi-
cantly to the continuous improvement of the network infrastructure, ensuring a more
efficient academic environment and a satisfying experience for students and staff.

As future work, this monitoring system can be implemented in other IUB headquar-
ters, providing comprehensive supervision throughout the University.
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Abstract. Advance in the information and digital technology demands most
industries to transit to fully electronic records management. Addressing data com-
pleteness is one of the important challenges that enterprises facewhen establishing
and maintaining electronic records. By conducting a literature review, we iden-
tified 14 factors influencing data completeness in electronic records. This was
followed by empirically examining and ranking these factors at two stages of the
information systems life cycle: (1) system design and implementation; and (2)
system use post implementation in a case study of a manufacturing enterprise. In
our case study, among these factors, user interface design was identified as the
highest rank factor that affects data completeness at the stage of system design
and implementation, while training was considered as the most important factor
for addressing data completeness at the stage of system use post implementa-
tion. The present study identified the factors influencing data completeness in
electronic records, in opposite to the factors influencing data quality in general.
Furthermore, the study extends the existing literature on data completeness by
considering important areas for achieving complete data in electronic records, at
each stage of information systems life cycle.

Keywords: Data Completeness · Data Quality · Electronic Records · Ranking

1 Introduction

Advance of the information and digital technology leads to data explosion that has the
potential to drive values in business of all sizes [1, 2]. However, enterprises face one of
the leading challengeswith this large amount of data: data quality problems [3, 4]. As one
dimension of data quality, data completeness refers to the extent towhich all required data
is available for a given task [5–8]. Data completeness has received extensive attention
from both academic and practice, because complete data is a key asset for achieving
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long-term competitive advantages for organizations [7]. Although data completeness
has been studied for decades, achieving complete data in electronic records still remains
as a significant challenge in industries. It is reported that a forecastingmistake of interests
generated from missing data can translate to loss of revenue and even crisis of collapse
[34]. Furthermore, incomplete records can post enterprises to the risk of fraud in financial
practices and the enterprises have to be confronted with court ordered asset freezes [35].
Recently, digital transformation boosts the process of moving to fully electronic records
in most industries [2], and therefore, addressing data completeness in electronic records
is put on a high priority for organizations.

The studies addressing the concepts of data quality, the characteristics of data and the
processes to ensure data quality began in the 1990s, however, International Organization
for Standardization (IOS) published the first part of ISO 8000 data quality standards in
2008 [9]. Thereafter, ISO 8000-140 focusing on completeness was released in 2016 [10].
This part of ISO 8000 specifies the requirements on capture and exchange of complete
information in the form of statements and assertions of data completeness [10], however,
the identification of the factors influencing data completeness is outside its scope. To
date research that identifies and conceptualizes the factors influencing data completeness
together with ranking these factors in electronic records is not available in the literature.
The identification and ranking of these factors could disclose which areas contribute to
addressing data completeness and inform practitioners about which of these factors are
more important than the others to achieve complete data.

In the current paper, we aim to (a) identify potential factors influencing data com-
pleteness in electronic records from extant literature; and (b) investigative the relative
importance of these factors based on two stages related to information systems life cycle:
(1) system design and implementation as well as (2) system use post implementation.
Because data quality problems could occur from data creation and all the way to its
final usage, in this study, we explore these factors at both stages (1) and (2). First,
during the stage of system design and implementation, data completeness is needed to
address based on users’ requirements. Second, after the system implementation, users
take advantages of information systems to collect and utilize data. In this process they
could encounter various challenges to achieve complete data. Accordingly, the following
research question (RQ) guides our study:

RQ:What are the relative ranks (importance) of the factors influencing data completeness
in electronic records at different stages of information systems life cycle?

In order to address our RQ, we first conducted a systematic review of empirical
studies focusing on data completeness in electronic records to identify and conceptualize
the potential factors influencing data completeness. This was followed by collecting
data from a manufacturing enterprise through a questionnaire to discover the relative
importance of the factors extracted from the literature at each stage of information
systems life cycle from the users’ perspective in a case study.

Thiswork thereforemakes twocontributions. First,we conducted a systematic review
of empirical studies focusing on data completeness in electronic records that identifies
and conceptualizes the factors that influence data completeness, which is not available in
the existing literature. This study presents a novel synthesis leading to a categorization
of the factors that affect data completeness in electronic records faced by practitioners:
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human, managerial, technical, and external perspectives. Furthermore, the empirical
results of ranking these factors in our case study reveal that user interface design was
identified as the highest rank factor that affects data completeness at the stage of system
design and implementation, while training was considered as the most important factor
for addressing data completeness at the stage of system use post implementation for the
selected enterprise. Second, our findings on these ranks allow practitioners to realize
which of these factors are more important to achieve complete data in electronic records
and determine which areas should make more efforts to address data completeness at
different stages of information systems lifecycle.

The rest of the paper is organized as follows. The next section presents a summary of
related studies and the theory of information systems life cycle. Thereafter we outline the
factors that influence data completeness in electronic records from the literature review.
After that, we describe the research design for our case study and then provide the results
from the case study. The last section concludes the paper with limitations of this study
and our future work.

2 Literature Review

2.1 Data Completeness as One Dimension of Data Quality

The concepts of data qualitywere first proposed in the studies on accounting and statistics
[11], addressing both “fitness for use” and “conformance to requirements” aspects [12].
In information systems tradition, definitions of data quality are divided into dimensions
such as completeness, accuracy and consistency [8]. In this study, we are interested in
one dimension of data quality (i.e., completeness).

Data completeness, as one dimension of data quality, is defined as the extent to
which all required data is available for a given task [5–8]. In this study, we discuss data
completeness in general and we focus on identification and ranking of the factors that
influence data completeness in electronic records, providing an initial explanation of
this phenomenon. The present work thus could raise the awareness of importance on
achieving complete data in organizations and allow practitioners to begin to address data
completeness in electronic records.

2.2 Related Studies on Factors Influencing Data Quality

In the recent years contributions have been made to establish an empirical body of
knowledge on the factors influencing data quality. Some studies proposed that the factors
affecting data quality consist of internal and external factors. These internal factors
classified (e.g., completeness and accuracy), in essence, are dimensions in data quality
for assessment [8]. These internal factors have not explained the root causes that improve
or reduce data quality. A few studies investigated the factors influencing data quality
from the perspective of data quality management and examined these factors within
enterprises. For example, Xu et al. [13] drew on the theory of critical success factors
for Total Quality Management and Just-In-Time to develop a model of factors affecting
data quality in accounting information systems. This work establishes a seminal model
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of factors influencing data quality, because other studies [14–16] then further improved
the understanding of the factors affecting data quality based on Xu et al.’ model [13].
Similarly, researchers (e.g., [11, 17, 18]) extracted the factors that influence data quality
from the literature of data warehousing success and empirically examined these factors
within enterprises.

Prior studies of the factors influencing data quality management and improvement
have only partially investigated data completeness dimension. However, not every fac-
tor that influences data quality could cause data completeness problems. For instance,
“measurement and reporting” is considered as a factor influencing data quality [19].
Inappropriate measurements, for example, a sensor placed on the outside of a parcel,
could provide inaccurate product temperature due to external conditions, resulting in
inaccurate data [20] that reflect data quality problems but not the manifestations of data
completeness problems (i.e., missing data [8]). While addressing data completeness in
electronic records could present unique challenges [21], the factors influencing data
completeness can have an impact on data quality since completeness is one dimension
to determine data quality. To date, a systematic review of the factors influencing data
completeness in electronic records and ranking these factors is not available in the lit-
erature. Our study therefore intends to fill this gap through empirically evaluating the
relative importance of the factors influencing data completeness derived from the empir-
ical studies that focus on data completeness in electronic records, and to improve our
understanding of these factors at different stages of information systems life cycle.

2.3 Theory of Information Systems Life Cycle

The aim of this study is to identify and rank the factors that influence data completeness
at the stages of system design and implementation as well as system use post implemen-
tation. Researchers have developed different life cycle models for information systems
under the study context (e.g., [22–24]). Because our focus is on the factors that influence
data completeness from data creation to its final usage based on users’ perspective, we
divide information systems life cycle into two stages, including: (1) system design and
implementation; and (2) system use post implementation.

System design and implementation describes a process of defining how a computer-
based information system is built, installed, and completed in organizations (adapted
from [25]). Within the context of addressing data completeness in electronic records, at
the stage of system design and implementation, users are likely to focus on whether or
not the system under development could meet their data needs.

System use post implementation concerns a process of using, maintaining and
enhancing the information system that has been implemented in organizations (adapted
from [26]). At this stage, users are likely to concern about whether they could capture,
enter and use complete data when using the system.

Based on this analysis, our study could cover the factors influencing data com-
pleteness throughout the information systems life cycle, from the perspective of
users.
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3 Factors from Literature Review

Our research design for this study was a mixed method approach. The investigation
of factors that influence data completeness in electronic records was conducted in two
phases: (1) systematic review, and (2) case study.

Phase 1 included a systematic review of the literature focusing on data completeness
in electronic records to produce a flat list of potential factors that influence data com-
pleteness. Thereafter, we separated the list into several relevant groups and gave each
group an appropriate name, based on thematic analysis. This phase helped us identify
the potential factors that influence data completeness for further ranking. Accordingly,
this paper presents the outcomes of the systematic review as well as a research gap
that requires an empirical study for ranking these factors. In this section, we present
the methods and the results of identifying the factors influencing data completeness in
electronic records from the literature in phase 1.

We followed the guidelines of systematic review [27] to search and identify the lit-
erature that focuses on data completeness in electronic records. Based on our research
topic, the major term is “data completeness”. We applied the synonyms of “data” by
using “information” and alternative terms of “completeness” by using “availability”,
“coverage”, “presence”, “missingness”, “omission” and “commission” as our search
keywords. Therefore, our search began with those keywords by using the Boolean oper-
ator as the following search string: (‘data’ OR ‘information’) AND (‘completeness’ OR
‘availability’ OR ‘coverage’ OR ‘presence’ OR ‘missingness’ OR ‘omission’ OR ‘com-
mission’). Furthermore, 8 online databases were selected for this SLR, including ACM
Digital Library, EBSCOhost, ProQuest, ScienceDirect, Scopus, Springer, IEEE Xplore
and Google Scholar. With the search strings, we searched the publications in multiple
online databases by title, abstract, and keywords to centralize our search and identified
the initial list of papers as shown in Appendix I. We then filtered relevant papers by
title, abstract and full-text review based on inclusion and exclusion characteristics. The
searched papers were further filtered based on abstract and full-text review within the
inclusion and exclusion criteria. The inclusion criteria adopted were: (1) papers pub-
lished were in English; (2) papers were selected on the publication date from 2000
to 2021 (inclusive); (3) papers were empirical studies focusing on data completeness
in electronic records. The articles were removed upon one of the following exclusion
criteria: (1) were extended abstracts, editorials, letters, Power-Point presentation, book
chapters and theses; (2) were not available online; (3) were duplicate; and (4) did not
reveal the root causes of reducing/improving data completeness in electronic records.

By studying the content of the literature addressing data completeness, we reviewed
each included study thoroughly and identified and conceptualized a list of potential
factors influencing data completeness in electronic records from the reviewed papers as
shown in Table 1.

This table is developed by three rounds of thematic analysis: firstly, by analyzing
the empirical findings and experience from the literature, we identified a flat list of fac-
tors influencing data completeness in electronic records. These factors initially were not
listed in a particular order. Secondly, we analyzed and determined the characteristics of
these factors by looking at their perspectives to improve or reduce data completeness,
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Table 1. Categories of the factors influencing data completeness in electronic records in this
review

Category Factors That Influence Data Completeness

Human factors F1: Knowledge [S5, S13, S15, S20, S22, S24, S27, S29, S31, S43, S45,
S50, S55, S59, S60]

F2: Experience [S5, S27]

F3: Training [S3, S27, S28, S47]

F4: Consciousness [S4, S24, S27, S47, S48]

Managerial factors F5: Mode of record keeping [S5, S6, S9, S11, S12, S16, S21, S33, S34,
S35, S38]

F6: Workload allocation [S3, S33, S52]

F7: Man-hour limitation [S6, S27, S37, S46, S47, S52, S55]

F8: Human resources management [S28, S37, S47, S55]

Technical factors F9: Data collection methods [S11, S14, S16, S18, S20, S47, S49, S52,
S56]

F10: Data fields design [S2, S16, S18, S19, S24, S27, S39, S42, S52]

F11: User interface design [S4, S10, S11, S16, S20, S23, S27, S36, S41,
S43, S44, S52]

F12: Data conversion [S24, S55, S57]

F13: System configuration [S1]

External factors F14: External environment (i.e., physical [S8, S54, S58], legal [S17],
ethical [S16, S17, S19, S24, S27] and cooperative environment [S7, S17,
S25, S26, S30, S32, S33, S40, S51, S53])

based on our understanding from the description in the literature as well as our knowl-
edge and past experience. For example, when looking at the factors such as user interface
design, data fields design, and physical working environment, obviously, the first two
factors concern the technical perspective to improve or reduce data completeness, how-
ever, physical working environment refers to an external environment that influences
data completeness. Thus, for some of these factors it was easy and relatively obvious
to distinguish their perspectives of influencing data completeness such as the aforemen-
tioned example, serving as a starting point of grouping. In this light, we assigned all
factors identified from the systematic review to groups based on their similarity. Lastly,
we gave an appropriate name for each group according to their perspectives. To ensure
quality of grouping, two members of the research group assigned the factors into groups
independently and compared the results. Any uncertain and inconsistent grouping was
discussed further to seek resolution. Hence, our categories of the factors influencing
data completeness in electronic records were derived entirely from grouping the factors
together. These factors were divided into four categories: human, managerial, technical
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and external factors. (This link1 gives the list of included 60 papers in the review labelled
by letter S followed by a number.)

3.1 Human Factors

Human factors in this study are defined as individual capability and perception toward
addressing data completeness in electronic records, including knowledge, experience,
training, and consciousness.

Knowledge. Knowledge refers to individual understanding of data collection and usage
within business context. This factor could have an impact on achieving complete data in
practices. For example, practitioners selectively capture the informationwith a bias [S13,
S15, S22, S29, S31, S43, S45, S50, S59, S60] or lack sufficient understanding about
data entry policy [S5, S20, S24, S27, S55], resulting in incomplete data transcribed into
information systems.

Experience. Experience is skills gained from practices of addressing data completeness
in electronic records. In data recording tasks, staff members sometimes require special-
ist’s experience to parse and locate the data [S5]. If personnel fail to parse the data, this
would introduce the biased data or incomplete data into the dataset. Warsi et al. [S27]
evidenced that the omission rate of data fields requiring input by skilled personnel was
greater than those requiring data entry by none.

Training. Training in this study emphasizes capability in relation to dealing with data
completeness in electronic records acquired by individual that trains. It was reported that
general staff with an inappropriate level of training could incur data quality problems
in data entry [S3, S27, S28, S47]. Because general staff lacks specialist knowledge, it
is difficult for him or her to understand the data content and precisely record the data
towards a data field assigned. A training based around terminology could improve staff’s
capacity of achieving complete data using the system in later practices.

Consciousness. Consciousness concerns individual awareness about the importance of
addressing data completeness in electronic records and mental state when conducting
relevant activities. If a staff member lacks the awareness about the importance of data
recording or reporting tasks, data delays or data omission errors might occur due to
human carelessness [S4, S24, S27, S47, S48]. Furthermore, the availability of dedicated
time for dealing with data puts practitioners under pressure. The time limitation would
cause mental stress or exhaustion that could lead to human errors. As a result, more
missing items could emerge that negatively affect data completeness for the data set
[S4].

3.2 Managerial Factors

Managerial factors in the present study pertain to standards, procedures, and regulations
developed for achieving data completeness in an organization, includingmodel of record
keeping, workload allocation, man-hour limitation, and human resources management.

1 https://www.dropbox.com/s/izreqouup1ta4io/Papers.docx?dl=0.

https://www.dropbox.com/s/izreqouup1ta4io/Papers.docx?dl=0
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Mode of Record Keeping. Mode of record keeping concerns requirements of data
recording formulated by an organization, involving (1) whether the use of paper-based
records is adopted, and (2) whether paper-based records are required to document in
different departments. If an organization determines the use of hard copy to document
original information, personal should locate the required data at first when transcribing
information from paper-based records into information systems. At this time, typograph-
ical errors [S5] and handwritten inconsistency [S11] may occur, resulting in legibility
issues [S5, S9, S38]. This could make practitioners misunderstand the data content and
fail to record required data. Further, different departments in an organization are required
to acquire information from paper-based records. If some paper-based documents may
not arrive at the responsible departments for recording and some of themmay be partially
or completely missing during the process of electronic scanning [S33], the records are
incomplete due to a lack of data sources [S6, S12, S16, S21, S34, S35].

Workload Allocation. Workload allocation addresses the extent to which the workload
on dealing with data completeness in electronic records is assigned to an individual. In
most organizations, practitioners are playing the role both in their main duties and data
recording tasks. Sometimes heavyworkload in themain duties detracts person’s attention
from data recording or reporting tasks [S3, S33, S52]. Consequently, some information
could not be recorded in time, thus the data is inevitably incomplete.

Man-hour Limitation. Man-hour limitation emphasizes the time assigned to an indi-
vidual for completing the tasks related to dealing with data completeness in electronic
records. Because the limited time could cause mental stress, personnel would make mis-
takes in the data recording or report tasks, and thus, the records could have more missing
values. It was evident that staff members complained about the availability of time for
data entry [S27, S37, S46, S47, S52, S55] or reporting tasks [S6]. However, spending
large amounts of time on data recording tasks might impact productivity in organizations
[S37].

HumanResourcesManagement. Human resourcesmanagement addresses howmany
people are assigned to complete a given taskwith respect to addressing data completeness
in electronic records. It was reported that insufficient human resources have an impact
on the amount of data collected [S28, S37, S47, S55]. This could further result in an
incomplete data population.

3.3 Technical Factors

Technical factors in this study refer to hard and soft aspects of information systems to
support achieving complete data in electronic records, including data collectionmethods,
data fields design, user interface design, data conversion, and system configuration.

Data Collection Methods. Data collection methods focus on how data is collected
by using information systems. Data can be recorded either through a machine or via
manual input [S11, S56]. If practitioners automatically collect data from information
systems or through a monitor (e.g., sensors), the automatic data transfer could improve
efficiency in data collection [S49]. While Jang et al. [S47] found that manual entry had
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better completeness than automatic transfer. However, it was reported that data entry is
likely to contribute to the incompleteness if users transform free text into structured data
without tools [S14, S16, S18, S20, S52].

Data Fields Design. The design of data fields challenges users to achieve data com-
pleteness [S2, S16, S18, S19, S24, S27, S39, S42, S52, S55]. For example, Mohamed
et al. [S24] found that: there were some data fields marked as required, however, the
value could be null; while some fields were expected to be not null, but they contained
empties because those fields were not marked as required. Some fields might not be used
anymore in the future and therefore, they would increasingly contain more nulls in those
fields that impact data completeness.

User Interface Design. It was reported that complicated design of drop-down menu
could be a cause of incomplete records [S4]. Unambiguous design of user interface can
be viewed as an outset to address data completeness, since user interface influences
users’ understandings about the acquired data and users’ decision-making [S10, S23,
S36, S43, S44]. However, poor interface design could discourage users from inputting
complete records such as inconsistence with documentation workflow [S11, S27, S52]
and discrepant terminologies for data description [S16, S20, S41, S52].

Data Conversion. Data conversion between versions could generate nulls in incompat-
ible data fields because conversions between different data structures are not guaranteed
to be the same [S24]. Poor design of data conversion modules could lead to unnecessary
nulls in the data fields that could decrease data completeness for a dataset [S55, S57].

System Configuration. Bardaki et al. [S1] analytically modelled completeness of sen-
sor data derived from product tracking systems under different configurations in supply
chain. Because the path of an object’s movement was captured by the sensor, results of
the measurement of completeness were affected by different distributed capture points
and labelling levels in the monitored area [S1]. In other words, configurations of capture
points and labelling levels could result in different sets of complete records about the
path of object movement.

3.4 External Factors

The external factors refer to external environment in this study, and here we grouped
physical, legal and cooperative environment into one sole factor “external environment”,
since all these three concern the forces outside organizations that could have an impact
on data completeness.

For physical working environment, the external interference (e.g., harsh environ-
ments) could result in transmission errors and loss of data in sensor networks [S8, S54,
S58]. Thus, the data may be missing during the process of transmission that im-pacts
completeness of the dataset queried via the network. While legal [S17] and ethical con-
sideration (e.g., personal confidentiality) [S16, S19, S24, S27] restricts the access of the
data that could result in the challenges in aggregating sufficient data for the study. In
terms of cooperative environment, due to a lack of unified coordination management of
data collection, data is scattered in different places and not all the data is freely available
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for data users [S7, S17, S25, S26, S30, S32, S33, S40, S51, S53]. This increases the
difficulty in gathering required data for a given task.

4 Research Design for Ranking Factors

As mentioned, this research was conducted in two phases. In Sect. 3, we have presented
the results of phase 1 on identifying the factors influencing data completeness in elec-
tronic records from the systematic review. This section provides the research design for
phase 2 for examining and ranking these factors.

Phase 2 aims at finding out which of the factors identified in phase 1 are more
important for addressing data completeness. We further extended the investigation of
these factors at (1) system design and implementation as well as (2) system use post
implementation. Additionally, we were also interested in how practitioners look at these
factors and reasons that they give their ratings on the factors. Case study was selected
that fits for the context of this study, because this research strategy allows an in-depth
exploration for the purpose of studying and understanding more about an unknown or
poorly understood situation or developing new insights about a phenomenon [36]. In
the case study, we developed a questionnaire instrument, distributed and collected ques-
tionnaires in a company, and analyzed both qualitative and quantitative data to address
our RQ and gain insights into the reasons of the factor ranking from the practitioners’
perspective. Appendix II shows our timelines of each stage in the entire study.

4.1 Instrument Development

The questionnaire instrument was developed based on the findings of phase 1 and guide-
lines of related studies on factors ranking [19, 24]. Thus, all 14 factors that influence
data completeness in electronic records identified from our systematic review were used
as questionnaire items in the empirical study. All these items were adapted from the
relevant included studies as presented in Sect. 3. Furthermore, these questionnaire items
were validated both by two professors who are the colleagues of one of the coauthors
with expertise in data quality and information systems and by senior managers in the
selected enterprise who have been involved in all stages of information systems life cycle
for a specific project. Firstly, we invited the two professors as a review group and sent
the questionnaire to them. One reviewer did the first-round review, and the other one
conducted the second-round review based on the first-round review. Both reviewers gave
the comments regarding the descriptions of all 14 factors included in the questionnaire
based on their knowledge, experience and judgement. Any inconsistent comments were
solved by group discussions. Secondly, we sent the revised questionnaire to the senior
managers in order to ascertain whether practitioners can understand the descriptions of
the included factors when they read. The managers also gave their feedback according to
their understanding and practices and then we revised the questionnaire again and send
back to them for confirmation. All these activities assisted in the content validation of
the questionnaire.

The instrument used in this study includes two parts. The first part contains a set of
questions about the demographic of the participants. The second part has a list of 14
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factors that affect data completeness identified from the literature review. Participants
were asked to rate the importance of each factor from their opinions and experience,
based on a five-point Likert scale ranging from 1 (“not important”) to 5 (“extremely
important”) (see Appendix III). Also, they were required to give reasons of their ratings.

We investigated the implementation of a new information system in a company in
China in our case study to identify the relative importance of the factors influencing
data completeness in electronic records for two stages related to information systems
life cycle. Since the questionnaire instrument was developed originally in English, it
was necessary to translate the questionnaire into Chinese. We followed an adequate
translation procedure as summarized by Chen and Boore [30]:

1) the authors’ native language is Chinese, and therefore, the last author translated
the questionnaire from English to Chinese first and another researcher outside the
research group who is bilingual in English and Chinese reviewed the translation;

2) thereafter we back-translated the questionnaire from Chinese into English; and
3) we repeated steps (1) and (2) in order to achieve accuracy and consistency of the

translation.

4.2 Data Sample and Data Collection

Because questionnaire can be sent to the participants via network and saves expenses for
travel and long-distance telephone call, we adopted this data collection method for our
case study. We distributed questionnaires in a manufacturing enterprise (XYF2). XYF is
a government-owned corporation in China. In 2016, XYF introduced a new information
system for operation andmanagement (e.g., supply chainmanagement, human resources
management, and enterprise asset management). XYF has been making commitment to
delivering quality-assured products and services to customers, based on technology and
innovation. The upper management level is becoming aware of utilizing high-quality
data to enhance the company’s competitive advantages.

The targeted subjects were administrative staff who are involved in both stages of
information systems lifecycle and employed in a branch company of XYF. The company
recruits 92 employees and 16 of them are administrative staff. The administrative staff
have the authority to use the information system for routine operation, decision making
and planning, while the other 76 staff members who work in the production workshops
are only allowed to browse the company’s news by using the information system. Hence,
the administrative staff are the main users of the information system and were selected
as the targeted sample population in this study. We implemented the questionnaire in
Chinese version using the wjx.cn platform and sent the link of the questionnaire to
the company’s senior managers. This link then was distributed among the administrative
staff participants in the company. Since our population size was 16 (administrative staff),
depending on the 95% confidence level as well as 5% confidence interval and the 90%
expected proportion of the population supposed for this study, at least 14 participants
should be approached as the sample size (see online sample size calculator3). Finally,
14 responses were collected (see Table 2) and all responses were found to be valid for
further analysis, achieving the baseline of sample size used in this study.

2 XYF is a fictitious name to maintain its confidentiality.
3 See https://www.abs.gov.au/websitedbs/D3310114.nsf/home/Sample+Size+Calculator.

https://www.abs.gov.au/websitedbs/D3310114.nsf/home/Sample+Size+Calculator
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Table 2. Demographics of participants in this study.

Characteristics of Participants Number of Participants

Experience of establishing and/or using the current information
system in the company

<2 years 0

2 - 5 years 14

>5 years 0

Education level

High school certificate 2

Undergraduate 8

Postgraduate 4

Job position in the company

Manager 4

Clerical officer 8

System admin 2

Total 14

All the questionnaires collected were deidentified, and the data from the question-
naires was arranged, coded, and imported using SPSS for statistical analysis. For the
reasons of their ratings for the factors given by the participants in Chinese, we did not
translate all texts into English, and only the results of the analysiswerewritten in English.
Several important sentences from the respondent’s written texts cited in the paper were
translated following the same translation procedures presented in Sect. 4.1.

4.3 Data Analysis

The unit of analysis is each questionnaire answered by a participant. The responses
were collected from the administrative staff who have been involved in both stages
of information system lifecycle in the same branch company of XYF. No differences
occurred between the experiences in establishing and using the information system that
require further control in the analysis.

Cronbach’s Alpha is commonly used to determine the internal consistency of an
instrument [31]. For each category of the factors influencing data completeness in elec-
tronic records (also a single construct), the internal consistency was computed (human
factors: 0.652, managerial factors: 0.841, technical factors: 0.846, and external factors:
0.752). According to [31], an acceptable reliability score should be 0.6 or higher. Our
results were well above the recommended limits, presenting a high reliability for each
construct. Appendix IV provides the descriptive statistics of the factors rated in this
study.

The instrument of this study was developed based on 5-point Likert scale where the
middle value is 3 that indicates a medium degree, and when the mean of a factor rated by
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participants is higher than 3, this factor can be considered as an average important factor.
T-test was thus used to determine whether or not the identified factors have significant
impacts on data completeness in electronic records from the perspective of participants,
and 3 became the test value for these tests. Our null hypothesis (H0) pertained to that the
factor has no significant impacts on data completeness, and the alternative hypothesis
(H1) referred to the factor that has a significant impact on data completeness. If the mean
of gained scores is higher than 3, we should reject the null hypothesis and accept the
alternative hypothesis. Otherwise, we should accept the null hypothesis. The test for the
hypothesis was conducted by evaluating the general pattern of the identified factors for
each stage of the information systems life cycle, with a 5 percent level of significance for
the T-test. The 5 percent level is to draw 95 percent accuracy from the dataset results. By
using the T-test, we identified the essential factors that influence data completeness for
each stage of the information systems life cycle. These results are presented in Sect. 5.

Sincewe intended to rank the identified factors for both stages of information systems
life cycle, the twodatasets in relation to themeasurements of the factors for systemdesign
and implementation and system use post implementation were collected and computed
for their ranks. Recent research on ranking the factors of the topic of interests most
often found in information systems management based on the mean of the participants’
responses (e.g., [28, 37]) and this ranking method is simple and easy to carry out. The
method thus is utilized in this study to rank the data.

5 Results and Discussion

Table 3 outlines the results of the T-test, showing that all 14 factors played important roles
in addressing data completeness both at the stages of system design and implementation
as well as system use post implementation because all these sig. Values were at least
significant at 0.01 levels in our case study.

As mentioned, ranking the factors that influence data completeness in electronic
records could help researchers and decision makers to better understand these factors
and provide valuable information for making decisions in relation to addressing data
completeness (e.g., give information for practitioners to allocate resources and determine
which areas should receive more attention). Table 4 gives the rank for each factor at each
stage of information systems life cycle, based on the calculated mean of each factor.

In our case study, we observed that user interface design was ranked as the most
essential factor influencing data completeness at the stage of system design and imple-
mentation based on the viewpoints of the administrative staff. Two keywords “save time”
and “improve communication between machine and human” were frequently mentioned
by participants when they gave the reasons of their ratings. User interface design was
more important for participants to address data completeness, as an unambiguous and
friendly user interface that aligns with the workflow could motivate staff members to
further participate in the task related to addressing data completeness when using the
information system. 12 papers from the literature review also highlight the importance
of user interface design in addressing data completeness. Our results confirm this at the
stage of system design and implementation. In the meantime, this factor was ranked as
the fourth important factor for the administrative staff to address data completeness in
electronic records at the stage of system use post implementation.
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Table 3. The T-test results in this study.

Factors influencing data completeness in electronic records Sig.(two-tailed)

SDI SUI

Knowledge 0.000 0.000

Experience 0.000 0.000

Training 0.000 0.000

Cursoriness 0.001 0.000

Model of record keeping 0.001 0.000

Workload allocation 0.001 0.003

Man-hour limitation 0.000 0.002

Human resource management 0.000 0.001

Data collection methods 0.000 0.000

Data field design 0.000 0.000

User interface design 0.000 0.000

Data conversion 0.000 0.001

System configuration 0.000 0.001

External environment 0.000 0.006

SDI: system design and implementation; SUI: system use post implementation

Training was ranked as the most important factor that influences data completeness
at the stage of system use post implementation. When the information system has been
implemented in the company, training “significantly improves the knowledge, skills and
capability” of staffs in the tasks of achieving complete data. In the reviewedpapers, only 4
studies concern the training based around data content and use of information systems for
achieving complete data. Specifically, researchers found that the lack of training in using
information systems for data documentation could limit users to record the data in time
[S3, S27, S28, S47]. In this study, the administrative staff highlighted the role of training
in achieving complete data at the stage of system use post implementation, because they
had received a formal training when using the information system for the first time. This
training could help staff members in the enterprise improve the understanding of using
the system to achieve complete data. One respondent directly pointed out that “without
training the enterprise cannot meet the requirements of rapid development in the era of
BigData”. Training can help the company aggregate complete data, and further the use of
this high-quality data for delivering quality-assured services and products. This complete
data can be viewed as the enabler of achieving and sustaining competitive advantages
for enterprises [7]. However, at the stage of system design and implementation, training
is less important, as the system is not ready to put into use and a training is not needed at
this stage. It is worth mentioning here that the factor “training” is high in the importance
of ranking in this study but is low in the frequency of the reviewed studies, indicating
that this factor may have more research space.
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Table 4. Comparison of the factors in each stage of the information system life cycle in this study.

Factors influencing data
completeness in electronic
records

Frequency in the literature
review

SDI SUI

Mean Rank Mean Rank

Knowledge 15 4.00 5 4.43 3

Experience 2 4.00 5 4.50 2

Training 4 3.93 6 4.64 1

Consciousness 5 3.93 6 4.43 3

Model of record keeping 11 3.93 6 4.21 4

Workload allocation 3 4.00 5 3.86 6

Man-hour limitation 7 3.86 7 3.93 5

Human resource
management

4 4.00 5 3.93 5

Data collection methods 9 4.36 2 4.21 4

Data field design 9 4.29 3 4.21 4

User interface design 12 4.43 1 4.21 4

Data conversion 3 4.29 3 3.93 5

System configuration 1 4.21 4 3.86 6

External environment 19 4.21 4 3.79 7

External environment takes a less important place that influence data completeness
among these factors at both stages of information systems life cycle (e.g., the fourth
important factor at system design and implementation and the last important factor at
system use post implementation that affects data completeness). A manager indicated:
“the support of external environment to the data collection could determine whether
the system can be successfully installed and utilized”. In other words, the “cooperation
between branch companies” (cooperative environment) contributes to “data sharing”
in the entire enterprise and reveals the great potential of having complete data for fur-
ther use. Furthermore, “the system design must follow relevant legal requirements (of
data management)”. With the consideration of “business confidentiality”, not all data is
available for users. The system only displays the corresponding information products
based on different user roles. Thus, developers should take this into account and address
various data needs at the stage of system design and implementation. At the stage of
system use post implementation, “external environment that contributes to ensuring rou-
tine data collection” may not have intense changes, and therefore it may not have much
impact as other factors on achieving complete data. Since we grouped physical, legal,
and cooperative environment into the external factors, this aggregated a great number
of relevant papers (n = 19) in our review. Although the results of this study showed
that external environment plays a less important role in influencing data completeness
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in electronic records, our findings confirm the influence of external environment on data
completeness, which is similar with the results reported by related studies.

6 Conclusion

In this work, we identified and conceptualized 14 factors that influence data complete-
ness in electronic records and classified these into four main groups: human, manage-
rial, technical, and external factors. Furthermore, we sought the opinions of IS users
in a manufacturing company and empirically examined and ranked these factors from
the viewpoints of administrative staff by using a questionnaire. We have the following
findings to our RQ.

RQ. What are the relative ranks (importance) of the factors influencing data complete-
ness in electronic records at different stages of information systems life cycle?

Findings. 14 factors influencing data completeness in electronic recordswere identified
in this study, including: (1) Knowledge, (2) Experience, (3) Training, (4) Consciousness,
(5) Model of record keeping, (6) Workload allocation, (7) Man-hour limitation, (8)
Human resource management, (9) Data collection methods, (10) Data field design, (11)
User interface design, (12)Data conversion, (13) Systemconfiguration, and (14)External
environment. The ranks of each factor at each stage of the information systems life cycle
in our case study are summarized in Table 4.

6.1 Academic Implications

This paper contributes to the literature in at least three ways. First, we conducted a sys-
tematic review to identify and conceptualize the factors that influence data completeness
in electronic records, which is not available in the existing literature. Focusing on the
empirical studies on data completeness in electronic records, we extracted specific 14
factors toward data completeness from the literature through thematic analysis and gave
an initial explanation of these factors, in opposite to the factors influencing data quality
in general. Second, we extend the existing literature on data completeness by empirically
examining and ranking the factors that influence data completeness in electronic records.
Our study is the first to consider the ranks of these factors at both stages of informa-
tion systems life cycle, from the users’ perspective in a case study. Our findings of the
case study reveal that user interface design was identified as the highest rank factor that
influences data completeness at the stage of system design and implementation, while
training was considered as the most important factor for addressing data completeness
at the stage of system use post implementation, from the perspective of administrative
staff users, in the selected company. These findings may offer interesting possibilities
for improving or furthering these core areas for addressing data completeness. Last, this
work also extends the existing literature of data completeness in the following way: our
study is the first to consider the reasons of ratings given by the participants. Our findings
point to a previously undocumented examination and analysis on the relative importance
of the factors influencing data completeness in electronic records grouped from human,
managerial, technical and environmental perspectives. Our empirical results show that
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the groups of these factors have the potential to exacerbate or mitigate their role in
influencing data completeness at different stages of information systems life cycle.

6.2 Practical Implications

This study uncovered that most factors have received attention from the users in the
selected company. At the stage of system design and implementation, user interface
design that guilds users’ behavior to record data could determine how “good” is the data
captured and entered, and therefore, this factor takes the first place in addressing data
completeness based on the viewpoints of the participants in our case study. Furthermore,
technical factors took a relatively important place than human and managerial factors at
this stage, as discussed in Sect. 5. While at the stage of system use post implementation,
an appropriate training is a significant enabler to help users address data completeness
when using the information system in the selected company. At the same time, human
factors were considered as more important factors than managerial and technical factors.
Hence, similarly, decision makers should take the ranks of these factors into account at
each stage and make the corresponding efforts for addressing data completeness in the
context of their organizations. An appreciation of this topic also can be of practical use
as practitioners increasingly use information systems and supporting technologies to
improve their data practices for addressing data completeness in electronic records.

6.3 Limitations and Future Work

This study has several limitations. First, since our case study was limited to a single
company, future work could survey a broader range of organizations and individuals
or data quality experts to improve the generalization of findings of the study. However,
our findings of this study also allow other companies to raise the awareness of data
completeness problems and begin to address data completeness in electronic records.
Our study allows practitioners to consider some core areas uncovered in this paper for
achieving complete data in electronic records, at each stage of information systems life
cycle. Second, the participant’s responses were based on their perception, experience,
and memory. Although in the instrument development we described each factor in a
simple way that could help the participants better understand these factors, in order to
make sure the collected data that reflects the participants’ actual perceptions and experi-
ence, the responses from the participants may have been affected by recall bias. That is
to say, the participants may not be able to accurately recall the experience of addressing
data completeness that happened over time. Furthermore, to reduce the risk of losing the
data context, the reasons of their ratings were not translated into English, and only the
results of the analysis were written in English that may be affected by the researcher’s
background and assumptions. Thus, further verification and clarification of the results
should be sought from the participants. Third, although T-test for determiningwhether or
not the identified factors from the literature significantly influence data completeness in
electronic records as has traditionally been done in prior studies of identifying important
factors (e.g., [24, 32]), there is a concern regarding the use of T-test for Likert-like data.
However, as noted in Kang [33, p.3], “although the small sample size might cause some
violations in the normality assumption, the use of t test was appropriate as it is robust
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against small to moderate deviations from the normality assumption. The assumptions
would still be checked to ensure no major violations.” Hence, this limitation does not
pose a significant concern for this study. Fourth, we faithfully used the terms precisely
described in the literature to name the most factors through content analysis, grouped
these factors according to their perspectives to improve or reduce data completeness,
and gave them an appropriate name, based on our understanding from the description in
the literature as well as our knowledge and past experience. The original authors may or
may not agree our classification. However, we assigned these factors independently and
these assignments achieved a relatively high level of reliability (86%). Further surveys
or questionnaires with respect to the classification of these factors are encouraged to
compare the results from the present study that may open an interesting area to reexam-
ine and see whether or not some of these factors could be combined or reassigned (e.g.,
human factors). Last, this study only focuses on the relative ranks of the factors influenc-
ing data completeness in electronic records, our future work intends to investigate the
relationships between these factors that could help explain the underlyingmechanisms to
achieve complete data, assisting in the tasks of potentially preserving data completeness
or systematically reducing missing data at an early stage.
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Abstract. The construction of smart cities providesmore convenient and efficient
services and facilities for the tourism industry, and together with the continuous
advancement of AI technology, it can support the intelligent development and
digital transformation of the tourism industry in terms of data analysis and predic-
tion, automation and intelligence, personalization and customization, intelligent
decision support, and exploration.The implementation of digital technology in
various industries, the establishment of large-scale data systems, and the devel-
opment of modern urban areas lay the groundwork for the intelligent evolution of
the tourism sector. This study aims to examine the current state of transforming
tourism consumption through the use of data processing, specifically by perform-
ing a literature survey on the existing applications of artificial intelligence and big
data in the tourism industry. By conducting questionnaire surveys and in-depth
interviews, we investigate how tourists utilize tourism application from an audi-
ence analysis standpoint. We also consider the use and satisfaction theory to plan
the design of application, incorporating the benefits of artificial intelligence to
speculate on the design of tourism application. This study seeks to examine the
impact of AI on the conventional framework of the tourism industry and its role in
facilitating the intelligent evolution of the industry within smart cities. Addition-
ally, it aims to investigate how AI can be leveraged as a significant competitive
edge for the advancement of the tourism sector.

Keywords: Tourist Behaviour · Artificial Intelligence · Smart Tourism

1 Introduction

1.1 Smart Cities and the Transformation of Tourism Industry

The tourist industry and its associated activities have undergone substantial transforma-
tions as a result of scientific and technological breakthroughs, as well as the convergence
of industries. The emergence of digital platforms and the integration of artificial intel-
ligence have resulted in the swift advancement of smart cities. These cities strive to
optimize human connection, enhance the convenience of people’s lives, and augment
the effectiveness of city governance. Arroub and Zahi define smart cities as urban envi-
ronments that leverage electronic tools and sensors to collect data, which is then used
to efficiently manage assets, resources, and services [1]. This refers to the collection of
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information from individuals, devices, structures, and resources. Subsequently, this data
is processed and scrutinized to oversee and regulate diverse systems, including traffic
and transportation, power plants, utilities, and water supply networks [1, 2]. Through
the utilization of information and communication technology, in conjunction with the
incorporation of physical items that are connected to the network, smart cities are able to
enhance the effectiveness of city operations and services, as well as provide inhabitants
with communication. [2, 3]. Smart city technology allows for immediate contact among
city officials, the community, and city infrastructure, enabling real-time monitoring of
city activities and development. Smart city applications are specifically developed to
effectively manage and govern urban activities, facilitating prompt responses [4]. The
concept of smart cities is currently undergoing development and has not yet achieved
global adoption due to technological, economic, and governance challenges.

The intelligent evolution of the tourism industry is becoming an increasingly impor-
tant topic of discussion within the context of smart cities. Smart tourism cities are a
concept that is gaining popularity and involves the incorporation of sophisticated tech-
nology into destinations, which are often cities, with the goal of enhancing tourism
experiences and improving the competitiveness of the destination [5]. This concept
is founded on the notion that intelligent technologies erode the boundaries between
residential regions and tourism districts, necessitating cities to discover more intelli-
gent methods of management [6]. Smart tourist towns strive to maximize sustainable
surroundings and provide urban areas that both residents and visitors can collectively
appreciate. “Utilizing information and communication technology (ICT), mobile com-
munication, cloud computing, artificial intelligence, and virtual reality” is essential in
creating creative tools and methods to enhance the tourism industry [7]. The core tenets
of smart tourism involve boosting the quality of tourism experiences, optimizing the
management of resources, and maximizing the competitiveness of destinations, with
a particular focus on sustainability [8]. The transformation of tourism in smart cities
requires improvements to be made on the basis of applied technology and infrastructure.

Moreover, with the ongoing sustainable growth of the tourism industry, along with
the expanding variety of consumer preferences and the widespread adoption of smart-
phones, individuals are increasingly drawn to self-reliant and personalized types of
tourism. Due to the growing popularity of the internet and the vast amount of infor-
mation accessible, more and more people are opting for independent travel instead of
typical group tours. This choice allows them greater autonomy and adaptability in their
experiences. Therefore, the evolution and improvement of the conventional tourism
model into the intelligent tourism model is an inevitable progression from the perspec-
tive of tourism clients. The extensive integration of mobile applications in the tourism
sector has bestowed travelers with enhanced independence and authority in managing
their trip experiences. This has disturbed the conventional limitations placed on trav-
elers throughout their trips, while simultaneously accommodating their progressively
personalized and varied needs.

1.2 The Application of Mobile App and Artificial Intelligent in Tourism

Mobile applications have emerged as a primary means via which individuals communi-
cate, make purchases, manage their daily activities, engage in recreational activities, and
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even do professional tasks. China’s Apple App Store and different Android App Stores
offer a diverse range of apps pertaining to tourism and travel. Individuals commonly
utilize travel apps to streamline their travel arrangements [9]. This is an opportunity for
tourist attractions to enhance the convenience of their services for tourists through the
mobile application platform. Additionally, these applications can give up-to-date content
pertaining to the newest travel information, popular attractions, and promotions from
various service providers [10]. Several studies have examined the influence of travel
mobile apps on tourists’ travels, namely through audience analysis using surveys [11,
12]. According to Kamboji and Joshi, the results of the study suggest that the use of
travel application affects the behavioral outcomes of tourists [12].

Several studies have highlighted the significant impact of information and commu-
nication technologies on the tourism and hospitality industry. This is particularly evident
in the intricate decision-making process associated with travel. Intelligent systems are
well-suited for the tourism industry, and travel websites that facilitate the sharing of
information have been widely used for a considerable period of time. The study asserts
that the integration of artificial intelligence into service automation presents signifi-
cant prospects for tourism enterprises and organizations. As Inanc-Demir and Kozak
concluded, “artificial intelligence systems, particularly those powered by machine tech-
nology, can achieve significant results through the rapid elimination of large data sets”
[14]. Consequently, the use of these kinds of automations may make it possible for
tourism organizations to reap the benefits of marketing operations with the assistance of
various algorithmic solutions that are founded on big data [14]. The results of a number of
studies indicated that artificial intelligence will be the most important factor in ensuring
continued competitiveness in the future. An artificial intelligence framework for inter-
net destination picture images recognition has been developed by one study, it identifies
25 image classification categories that encompass all tourism scenes [15]. The study
on the advancement and prospective of e-ecotourism for the purpose of sustainability
also revealed that artificial intelligence might have a significant impact [16]. The study
seeks to develop a dynamic model to enhance the performance of tourism in ecotourism
destinations, and it proposes the use of artificial intelligence (AI) and big data to analyze
ecotourism features and implement various scenarios [16]. The advent of the digital era
of artificial intelligence signifies the swift advancement of tourism engineering and the
steady enhancement of intelligent management theory [16]. According to Hou, Artificial
intelligence systems can “solve the problems of low efficiency of dynamic relationship
analysis and low data utilization in the traditional intelligent management methods of
tourism engineering” [17]. Hou also observed that the travel and tourism industry is
expected to undergo significant advancements in smart automation in the future, driven
by the progress in artificial intelligence (AI) and its associated technologies [17].

1.3 Human-Computer Interaction and the Intelligent Tourism

The development of smart cities in the tourism industry will play a crucial role in driv-
ing future innovation and facilitating the intelligent transformation of the tourism sector.
The interactive design of smart cities can improve the tourism experience and service
quality by utilizing intelligent technology and methods. This allows for the exchange
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of information and common services, ultimately enhancing the city’s appeal and com-
petitiveness. Initially, by utilizing the intelligent guide system, tourists may effortlessly
acquire information about attractions, tour itineraries, audio narrations, and other ser-
vices to enhance their overall tourism experience. Furthermore, the implementation of
information sharing enables both tourists and city managers to access up-to-date tourism
information and data. This not only helps tourists to engage in more automated and
intelligent consultations regarding tourism information, but also assists city managers
in enhancing tourism management and services through data analysis. Furthermore, the
incorporation of diverse services, amenities, attractions, and other components of the
city can enhance the consistency and entirety of tourism services. By employing sophis-
ticated management systems, it can facilitate the alignment of hotels, transportation, and
tourist sites, thereby offering tourists tailored and personalized tourism services. Fur-
thermore, the integration of large-scale data and the application of algorithmic modeling
can assist tourist cities in analyzing popular tourist destinations, thereby improving the
city’s appeal and competitiveness in the tourism industry.

2 Methodology

2.1 The Questionnaire and In-Depth Interview

A survey was distributed to Chinese tourists, with a sample size of 151. Upon gathering
the outcomes of the questionnaire, we proceeded to conduct in-depth interviews with
specific respondent cohorts. There were a total of 15 interviews conducted to assess the
extent of dissatisfaction with the current travel application. The inquiry on the accep-
tance of AI intelligent application involved a sample size of 10 individuals who were
interviewed.

DemographicCharacteristics ofRespondents. The study conducted a descriptive sta-
tistical analysis to characterize the respondents based on their gender, annual household
income, and educational qualifications. The study results revealed a favorable correlation
between the annual household income of the interviewees and their annual frequency
of travel, as determined using cross-tabulation analysis. 50% of individuals with annual
household earnings exceeding ¥1 million reported an annual travel frequency of more
than five visits. Half of thosewith annual household incomes above ¥1million responded
that the annual frequency of traveling was more than five or more times. Those with
annual household incomes of less than ¥30,000 per year and those with annual house-
hold incomes between ¥30,000 and ¥80,000 mostly traveled with an annual frequency
of less than one or two trips. Those in the middle of the spectrum, with annual household
incomes of ¥80,000 to ¥150,000 and ¥150,000 to ¥300,000, focused their choices on
two to three times a year (Tables 1 and 2).

By doing regression analysis, we see that there is no significant correlation between
education level and travel frequency or travel spending. However, we do find a posi-
tive correlation between yearly household income and both travel frequency and travel
spending.
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Table 1. Cross analysis of income and frequency of tourism.

Annual household
income/Annual
frequency of
tourism

None(Last
year)

Once or twice a
year

Three to five
times a year

More than
five times a
year

Sum

Less than
30k(yuan)

4(44.44%) 4(44.44%) 0(0.00%) 1(11.11%) 9

30k- 80k(yuan) 2(66.67%) 1(33.33%) 0(0.00%) 0(0.00%) 3

80k-150k(yuan) 1(5.56%) 11(61.11%) 5(27.78%) 1(5.56%) 18

150k-300k(yuan) 8(16.33%) 30(61.22%) 10(20.41%) 1(2.04%) 49

300k -
1million(yuan)

4(7.27%) 28(50.91%) 18(32.73%) 5(9.09%) 55

More than 1
million yuan

0(0.00%) 3(37.5%) 1(12.5%) 4(50%) 8

Table 2. Regression analysis of frequency of tourism.

Item Regression coefficient t p VIF

Constant 1.37 4.54 0.000** -

Annual household
income

0.20 3.63 0.000** 1.15

Education level 0.02 0.17 0.864 1.15

Current Status of Tourists’ use of Travel Application. The questionnaire survey
results indicate a movement among tourists from the conventional group tour model to
self-driving tours and independent trips, and the overwhelming majority of individuals
using travel applications on their mobile devices for the purpose of organizing trips and
have expended (Table 3, 4 and 5).

Table 3. Tourist Travel Mode.

Self driving tour Independent tour Group tour Sum

Travel mode 67 77 7 151

(Percentages) 44.37% 50.99% 4.64%

By doing cross-tabulation analysis, we discovered that different travel companions
have a significant impact on the planning of trip itineraries. Individuals typically meticu-
lously plan their excursions, particularly when travelingwith their lover. Individuals who
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Table 4. Frequency of use of travel application

Always Occasionally Barely Sum

Frequency of using app 103 38 10 151

(Percentages) 68.21% 25.17% 6.62%

Table 5. Cross analysis of travel partners and frequency of making travel plans.

Travel partners/ Do you make travel plans Always Occasionally Barely Sum

Family 75(79.79%) 16(17.02%) 3(3.19%) 94

Friends 23(62.16%) 10(27.03%) 4(10.81%) 37

Lover 7(87.5%) 0(0.00%) 1(12.5%) 8

Alone 3(25%) 3(25%) 6(50%) 12

opt to travel solo are more likely to travel according to their own preferences, without
the need to make specific travel arrangements.

This will serve as a valuable source of inspiration for our application design, which
will incorporate many types of transportation.

Tourists’Motivations forUsingTravelApplication. Our regression research revealed
a significant correlation between the decision to create a travel plan prior to traveling
and the impact it has on travel application. The findings indicate that individuals are
primarily driven to utilize travel application for the purpose of trip planning (Table 6).

Table 6. Regression analysis of frequency of tourism application usage.

Item Regression coefficient t p VIF

Constant 1.18 12.48 0.000** -

Do you make travel plans 0.11 2.17 0.031* 1.00

Education level 0.02 0.17 0.864 1.15

Subsequently, we conducted an in-depth investigation of the visitors’ reasons for
using a variety of application programs, taking into account the use and gratification
theory. This allowed us to investigate the manner in which visitors utilize these applica-
tions. Use and gratification theory refers to the fundamental motivations behind visitor
behavior and satisfaction. Studies have shown that visitors share photographs on social
media sites to seek social approval, have a sense of achievement, communicate personal
information, and engage in a habitual leisure activity [18]. Moreover, e-tourists exten-
sively employ cellphones for socializing, entertainment, gaining knowledge, and ease, so
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significantly influencing their degree of satisfaction [19]. Furthermore, the user’s percep-
tion of a fan page for a tourist site is shaped by the gratifications they receive, including
entertainment, knowledge, and social interaction [20]. Consequently, this impacts their
desire to visit the site. By categorizing visitors’ motives based on their purpose and level
of satisfaction, we may examine the distinct requirements of tourists and their reasons
for utilizing travel application (Table 7).

Table 7. Cross analysis of travel tool usage and application categories.

Travel tool
usage/application
categories

Social media
application
(Red, Weibo)

Friends’
opinion
reference

Travel
application(Qunaer,
Feizhu)

Search engine
(Baidu,
Google, etc.)

Others
subtotal

Sum

Convenience: hotel,
transportation,
attraction booking

75(55.15%) 61(44.85%) 91(66.91%) 53(38.97%) 19(13.97%) 136

Getting information:
others’ travel sharing,
official introduction

74(72.55%) 63(61.76%) 52(50.98%) 41(40.20%) 12(11.76%) 102

Socializing: Sharing
self-travel and
interacting with
friends

16(84.21%) 8(42.11%) 13(68.42%) 9(47.37%) 2(10.53%) 19

Other reasons 2(28.57%) 4(57.14%) 2(28.57%) 1(14.29%) 3(42.86%) 7

According to the Uses and Satisfaction Theory, we classified tourists’ motives into
three primary categories. Additionally, we discovered that tourists’ motivations are
linked to the instruments they employ to personalize their trip arrangements. Tourists
select travel application for booking purposes when they have a need for convenience.
On the other hand, when it comes to requests for information and social sharing, a greater
number of visitors opt to utilize social media application to fulfill their needs.

Thus, it can be inferred that travelers must utilize several resources to fulfill their
requirements when engaging in vacation planning, as there is a lack of a comprehensive
platform that can cater to all their demands.

Deficiencies of ExistingTravelApplication. During our investigation into individuals’
discontent with current travel application, We discovered that convenience remains the
primary criterion for selection. First, we conducted a study with the individuals who
do not enjoy using travel application. More than half of those individuals stated that
the primary reason they do not enjoy using travel application is because they do not
have a sufficient understanding of the functionalities that are available in the travel
application that is currently available. Furthermore, respondents believed that they could
not perform all of the operations of their trip through a single travel application, and they
suggested that services a single application provided cannot satisfied all their need. This
was discovered through follow-up interviews, which revealed that respondents indicated
that the existing application required cumbersome operations, and as a result, they did
not find it to be convenient enough (Table 8).
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Table 8. Regression analysis of satisfaction with the use of travel application.

Item Regression coefficient t p VIF

Constant 1.82 8.00 0.000** -

Traveling companion 0.17 2.44 0.016* 1.03

Travel Expenses −0.10 −2.11 0.036* 1.03

Subsequently, our regression study revealed a significant correlation between trip
expenditure and the level of satisfaction among travel companions with the travel appli-
cation. The variation in travel companions and trip expenses suggests the difference in
travel needs and travelmodes, therefore it can be found that the existing travel application
cannot suit all travel needs (Table 9).

Table 9. Requirements that are not satisfied by travel application

Dissatisfaction Amount Percentages

Price comparison of travel expenses 71 47.02%

Travel booking to avoid queues 95 62.91%

Attractions real-time navigation 54 35.76%

Virtual scenic experience 52 34.44%

Travel enthusiast community sharing 28 18.54%

Then, we studied the needs that visitors were unable to satisfy when using travel
application, with convenience being a significant role in the investigation. The most
major concerns that tourists wished to solve were the ability to quickly compare prices
and the avoidance of waiting in lines that took a significant amount of time.

Through the use of questionnaires and in-depth interviews,we came to the conclusion
that the currently available travel application is unable to cater to the varied requirements
of tourists, even when considering the convenience factor.

AttitudesTowardArtificial Intelligence inTourism. Our regression research revealed
a correlation between educational parameters, travel mode, and the acceptability of AI
travel application.The level of education directly correlates with one’s knowledge of
AI, thereby increasing their openness to AI travel application. Conversely, independent
travelers prefer to create their own travel itineraries and have a reduced reliance on
instant, automated navigation (Table 10).

Subsequently, we examined the current inadequacy of travel application in fulfilling
the requirements of visitors and the level of acceptance of AI application using cross-
tabulation analysis. In general, individuals who perceive the application as difficult to use
and struggle to comprehend its functions, along with other inconveniences encountered
while using it, will prefer utilizing AI to generate a travel plan with a single click.
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Table 10. Regression analysis of acceptance of AI application.

Item Regression coefficient t p VIF

Constant 1.60 8.67 0.000** -

Travel mode −0.13 −2.50 0.014* 1.00

education level 0.11 2.71 0.007** 1.00

Conversely, those who harbor doubts about the accuracy of the application’s information
are more inclined to independently create their own travel plans (Table 11).

Table 11. Cross analysis of application dissatisfaction and acceptance of AI application in
tourism.

Application dissatisfaction Yes, I prefer AI No, I prefer make the plan by myself

Memory consumption 9(100%) 0(0.00%)

Don’t understand its function 45(83.33%) 9(16.67%)

Incomplete and inaccurate
information

3(23.08%) 10(76.92%)

Too many advertisements 9(33.33%) 18(66.67%)

Payment methods are not
convenient

9(100%) 0(0.00%)

Fewer services provided 18(66.67%) 9(33.33%)

Don’t know about mobile travel
application

45(83.33%) 9(16.67%)

Others 9(50%) 9(50%)

By doing a cross-analysis of the frequency of trips and the use of artificial intelligence
(AI) travel application, we discovered that tourists who have more leisure time tend to
prefer the autonomy of creating their own travel itineraries (Table 12).

Table 12. Cross analysis of travel frequency and the use of AI application in tourism.

Heading level Yes, I prefer AI No, I prefer make the plan by myself

None (last year) 12(60%) 8(40%)

Once or twice a year 53(63.86%) 30(36.14%)

Three to five times a year 26(72.22%) 10(27.78%)

More than five times a year 5(41.67%) 7(58.33%)
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Then we involved conducting extensive interviews with individuals who chose to
independently plan their own trips. We discovered that these individuals had greater
flexibility with their time, which reduced their reliance on AI smart application to save
time. They also expressed a preference for creating personalized travel itineraries on
their own.

2.2 Results

Therefore, the major objective of the application is is to fulfill the requirement for
convenience, to save time for visitors in terms of planning travel arrangements, and to
save time in lineups during tourists’ journeys by means of massive data retrieval. At the
same time, tourists’ diverse traveling partners will make their demands for traveling and
the needs offered by the application different, therefore the design of the program should
take into account the configuration of travel modes.

3 Application Design

By developing an application that incorporates an AI-powered virtual assistant, virtual
picture, and social media platform features, it is possible to seamlessly combine AI tech-
nology with human-computer interaction, information exchange, and common service
functions. The program is specifically built to execute three primary duties, encompass-
ing tour planning, real-time navigation of the tour process, and information sharing and
VR tour simulation within a virtual community.

3.1 Intelligent Generation of Travel Plans

Through the utilization of large amounts of data and computational models, the artificial
intelligence virtual assistant is able to provide intelligent and individualized recommen-
dations, as well as streamline and automate the service process. Tourists have the option
to utilize either voice or text commands to instruct the AI tomake hotel reservations, pur-
chase tickets, or even have the AI autonomously design a travel itinerary by establishing
a specific travel pattern (see Fig. 1). This eliminates the need to deal with complicated
procedures, thus enhancing efficiency. Through the analysis of the previous question-
naire survey, we have discovered that various travel requirements, such as modes of
transportation, are influenced by factors such as travel companions and expenses. By
providing concise information about travel modes and estimated expenses, the AI tour
guide can efficiently generate suitable travel planswith just one click. It will be necessary
to analyze data from past trip platforms and using algorithms to suggest suitable travel
plans. Parent-child travel in the context of tourism prioritizes recommending appropriate
attractions for children to enjoy, whilst couples traveling tend to prefer destinations with
a romantic ambiance. Simultaneously, the selection of hotels will be suggested based on
factors such as proximity to attractions, travel companions, and travel costs.

According to the findings of the questionnaire survey, we discovered that tourists use
travel application that is inconvenient for the purpose of price comparison. Furthermore,
according to the statistics of big data, artificial intelligence assistants have the potential to
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be directly involved in the selection of tourists within the scope of tourism expenditures.
This is done in accordance with the evaluation system and various booking platforms
for price comparison. This allows tourists to select the most cost-effective hotels and
modes of transportation, thereby eliminating the need for the third platform, which is
responsible for the intermediary costs, and tourists in the price of comparisons in the
amount of time wasted.

Fig. 1. AI virtual assistant generates travel plans

3.2 Intelligent Travel Real-Time Navigation

The AI virtual assistant also offers intelligent navigation and tour guide systems, allow-
ing tourists to track attraction crowds in real-time and gather travel time statistics (see
Fig. 2). Additionally, it helps tourists locate facilities such as attractions, restaurants,
and restrooms, saving them time and effort.

Based on the questionnaire survey, we found out that the primary issue that tourists
need to address is the challenge of accessing offline sites and dealing with transporta-
tion queues. By continuously monitoring the current flow of people, the AI assistant
can accurately estimate the waiting time for attractions and transit. It can also provide
real-time navigation guidance to users. For instance, if there are two attractions and
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attraction A currently has a higher volume of visitors compared to attraction B, while
both attractions have the same expected traffic time, the AI assistant will prioritize guid-
ing users to attraction A. During the later phase of constructing the smart city, the AI
system will be integrated with the scenic spot supervision system. This would enable
online pre-queuing, allowing the system to intelligently manage the flow of people in
batches, effectively eliminating the need for tourists to wait in line.

Fig. 2. AI virtual assistant for real-time travel navigation.

The AI system has the capability to examine data from visitors who are within the
area and can offer augmented reality explanations of popular landmarks.After the system
determines the location, it will display detailed explanations and introductions of various
attractions and special features in the surrounding area. These explanations will include
historical information about the attractions, as well as detailed backstories of special
buildings in the scenic area.

3.3 Virtual Community

It is possible for the virtual community to serve as a social and communication platform
for travelers. Additionally, tourists can pre-tour a variety of tourist destinations and



AI Virtual Travel Assistant Based on Smart City 253

experience diverse cultures and flavors in a virtual environment by utilizing virtual reality
technology, which makes it easier for tourists to organize their trips. At the same time,
tourists have the opportunity tomeet other travelers in a virtual environment, discuss their
feelings and experiences related to travel, or organize events that take place outside of
the virtual world. The kind of social contact that is described here not only improves the
overall travel experience for visitors, but it also makes it simpler for artificial intelligence
to collect and evaluate the information data that is generated by social interaction.

4 Discussion

In this study, questionnaires and in-depth interviews are used to investigate the use of
existing tourism application from the point of view of audience analysis. Additionally,
the study examines the requirements of tourists and investigates the possibilities of
using artificial intelligence to the tourism business. This study investigates the potential
of integrating AI with tourism by developing a model for the interface of an application
that utilizes a future AI virtual assistant.This smartphone application has the capacity to
stimulate inventive progress and transform smart tourism by enhancing the effectiveness
and excellence of services offered by the tourism sector, while also heightening guests’
feeling of involvement and interactivity. To foster social progress, urban economic devel-
opment, and new industrial technology, one might establish a positive feedback loop by
enhancing the efficiency of the tourism industry.

A limitation of this study is the small sample size of the questionnaire. In future
research, we will utilize the findings from current questionnaires and refer to the scales
used in prior studies to developmore reliable questionnaires that can facilitate regression
analysis.
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Abstract. Chinese publishing industry enters the era of metaverse publishing in
2021. This study analyzes the metaverse publishing policy attributes and evolu-
tionary trajectories in order to propose useful recommendations for the advance-
ment of publishing sector in China. This research collected a corpus of 83 policy
documents issued by Chinese governments from 2016 to 2023. It adopted social
network analysis, co-word analysis, and multidimensional scaling, a TNP (Policy
Tools, Interdepartmental Relations Network, Policy Focus) as researchmethods to
explore the policy characteristics and evolutionary trends driving the integration
of Metaverse technologies into publishing. This research reached the conclusion
that a concentration of policy tool utilization primarily on the supply and envi-
ronmental aspects, with comparatively limited emphasis on the demand aspect,
alongside loose interdepartmental relations.Moreover, the policy focus highly lies
on cloud computing and artificial intelligence. The digital publishing empower-
ment primarily focused on public cultural services, the digital cultural industry
and education. A number of critical research suggestions can be put forward to
steer the development of the metaverse technology-supported publishing industry
in a positive direction: a) analysis of policy effectiveness and impact; b) investi-
gation into technological progress and infrastructure; c) examination of consumer
behavior andmarket demands; d) development of a regulatory framework and legal
considerations for works published with metaverse technology; e) promotion of
cross-sector collaboration and intergovernmental cooperation; f) establishment of
standards for policymaking in Metaverse publishing works.

Keywords: Metaverse · digital publishing · Policy research · Virtual reality ·
Policy bibliometric analysis · culture digitization

1 Introduction

TheMetaverse is composed of six core foundational technologies: blockchain, interactiv-
ity, gaming, artificial intelligence, networking, and the Internet of Things. Virtual Reality
(VR) and Augmented Reality (AR), as interactive technologies, are often regarded as the
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embodiment of the Metaverse [1]. VR/AR devices, which act as terminals, serve as the
gateway for individuals to enter the Metaverse. The actual realization of the Metaverse
depends on the widespread adoption and advancement of VR/AR devices.

Metaverse technology has underwent significant development since 2016. It was
referred to as the Year of VR, signifying the rise of VR/AR in Chinese national-level
policies in 2016. Roblox, often called the first stock of the Metaverse, made its debut on
the New York Stock Exchange in March of 2021, achieving a valuation ten times higher
than initially estimated [2]. This event showcased theMetaverse’s potential to the world.
Following that, there was a notable increase in interest in the Metaverse both domesti-
cally and internationally, leading to 2021 being referred to as the inaugural year of the
Metaverse. In the same year, the State Council of the People’s Republic of China issued
the Outline of the 14th Five-Year Plan for the National Economic and Social Develop-
ment of the People’s Republic of China and the Long-Range Objectives Through the
Year 2035 in 2021, following the introduction of the first national-level guidance on
the Metaverse, titled Three-Year Action Plan for Innovative Development of the Meta-
verse Industry (2023–2025), provinces across the nation responded by implementing
Metaverse industry policies.

Given this context, this paper conducts a systematic review and quantitative analysis
of China’s Metaverse-related policies spanning the years. The study specifically con-
centrates on Metaverse technology policies released between 2016 and 2023. Its goal is
to analyze and summarize the key areas of focus and evolutionary patterns, especially
regarding digital publishing technology. Ultimately, the aim is to provide reference-
based recommendations for the high-quality development, talent cultivation, and policy
formulation within the Chinese publishing industry.

2 Literature Review

The publishing industry has experienced multidimensional transformations, and the
future convergence of Publishing 4.0 will bring together traditional and Metaverse pub-
lishing, with digital twinning technology playing a crucial role. Even though this inte-
gration is not fully realized yet, simulations can be conducted within theMetaverse when
needed. The standardization of Metaverse publishing has found numerous applications
in various contexts [3].

Existing research has primarily focused on qualitative studies related to the Meta-
verse and its application scenarios. The research of Wang et al. offers a comprehensive
overview of the Metaverse, covering its characteristics, technological framework, social
aspects, and challenges [4]. From a bibliometric perspective, Feng et al. systematically
outline the current status, knowledge structure, and popular topics inMetaverse research,
thereby providing thematic guidelines for the field [5], demonstrating the current status,
knowledge structure, and hot topics in Metaverse research, providing thematic axes for
the field [5].

Existing research predominantly consists of qualitative studies on the Metaverse
and its application scenarios. They discussed characteristics, technological frame-
work, and sociality of Metaverse, Metaverse applications [6], and also the challenges
of Metaverse [4].



Policy Research in the Metaverse Technologies 257

A conducive policy environment is crucial for Metaverse development. However,
existing research on Metaverse policies is mostly qualitative, with limited quantitative
analysis. Zhang et al. employ a combination of bibliometrics and content analysis to
construct a three-dimensional TNP (Tool, Network, Point) model, analyzing interde-
partmental relations, policy tools, hotspots, and policy clustering to delineate the char-
acteristics and evolutionary trends of China’s 5G policies [7]. Yang and Huang explore
policy evolution using a literature-based quantitative research framework, focusing on
China’s information technology policies [8].

3 Data Collection and Analysis

3.1 Policy Collection and Selection

To comprehensively gather and organize Metaverse policy documents issued by cen-
tral and local governments, this study utilizes official websites of relevant departments
such as The State Council of the People’s Republic of China, Ministry of Industry and
Information Technology of the People’s Republic of China (MIIT), Ministry of Science
and Technology of the People’s Republic of China (MOST), and National Development
and Reform Commission of the People’s Republic of China (NDRC). It also leverages
legal and policy information retrieval platforms like PKULaw (https://en.pkulaw.cn/Sea
rch/SearchLaw.aspx) and China National Knowledge Infrastructure (CNKI)( https://
www.cnki.net/). Keywords such as “Metaverse”, “next-generation information technol-
ogy”, “VR”, “virtual reality”, “artificial intelligence”, “cloud computing” and “cultural
digitization” are employed for policy document retrieval.

The collected documents are categorized by type and issuing authority into depart-
mental regulatory documents, administrative regulations, legal documents, and govern-
mentwork reports. The study focuses on policy themes related to public cultural services,
cultural institutions, cultural industries, and education. It organizes relevant information
such as document titles, release dates, and issuing authorities.

Through these procedures, a total of 83 documents are obtained, comprising 1 con-
stitution, 42 departmental regulatory documents, 26 administrative regulations, 10 legal
documents, 2 judicial interpretations, and 2 intra-party regulations. The data retrieval
period extends to 30th of September in 2023.

Figure 1 illustrates the policy retrieval process through keyword searches, with all
policy titles compiled and stored in aWPS spreadsheet for further filtering.Duplicate pol-
icy entries are first eliminated, followed by the removal of policies unrelated toMetaverse
foundational technologies, cultural services, or cultural digitization. A detailed review
of policies is then conducted, and inaccessible entries are excluded from the study. The
final selection of policy documents is determined through full-text filtering, considering
inclusion and exclusion criteria.

3.2 Research Methods

This study employs a policy bibliometric approach, utilizing Policy Instrument Analy-
sis, social network analysis, and multi-dimensional scaling analysis as frameworks to

https://en.pkulaw.cn/Search/SearchLaw.aspx
https://www.cnki.net/
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Fig. 1. Policy collection strategy and results

analyze China’s Metaverse publishing policies from the perspectives of policy tools,
intergovernmental relations, and policy hotspots.

Policy bibliometrics involves applying bibliometric methods to policy texts. In this
context, time-series analysis includes examining trends in the number of policy doc-
uments over time, analyzing changes in the roles of policy subjects, tracking shifts in
policy themes based on keywords, and evaluating fluctuations and sustainability of pol-
icy influence based on citation counts. Co-word analysis focuses on exploring policy
themes based on keywords. Additionally, network analysis methods, such as citation
networks, cooperation networks, and co-occurrence networks, are used to analyze the
associative characteristics and relationships among various elements within the policy
document system [9].

Policy tools refer to the methods and means employed by the government to achieve
policy objectives. Drawing from Rothwell and Zegveld, this study categorizes policy
tools into three types: demand-side tools, supply-side tools, and environmental tools
[10]. Demand-side tools exert a pulling force on the cultural Metaverse, supply-side
tools exert a pushing force, and environmental tools exert an influencing force on the
cultural Metaverse. This study records the frequency of appearances of these tools in
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policy texts without quantifying the extent of their usage. The frequency of tool usage
is measured separately for various aspects of Metaverse publishing, such as Metaverse
foundational technologies, cultural services, and big data in cultural area.

4 Findings and Discussion

4.1 Policy Data Analysis

Over the past eight years, there has been a consistent upward trend in the quantity of
policy texts related to Metaverse publishing technology. Figure 2 illustrates the distri-
bution of relevant policy quantities from March of 2016 to September of 2023. This
timeframe covers the release of the “13th Five-Year Plan” in 2016 to the issuance of the
first national-level Metaverse guidance in 2023.

Fig. 2. The quantity of policy numbers from 2016–2023

It is evident that the number of policy texts related to cultural Metaverse and the
digitization of classic literature has generally increased over the past eight years. From
2016 to 2021, the quantity of relevant policy texts remained relatively consistent and low,
primarily focusing on project initiation and planning. However, there was a significant
surge in Metaverse policy publications in 2022, indicating a period of substantial policy
development in the Metaverse domain.

The encoding analysis of policy texts has provided insights into the distribution of
various types of policy tools in the context of digitizing classic literature (as shown in
Table 1). It becomes evident that policy instruments related toMetaverse publishing pre-
dominantly fall into the supply aspect and the environmental aspect, and this distribution
pattern is consistent across all three types of policy texts shown in Table 1.
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Further calculations reveal the ratio of each sub-tool within the total number of policy
tools in this type of text. It is found that strategic measures in the environmental aspect,
goal planning, and technological investment within the supply aspect have the highest
proportions, accounting for 22.70%, 8.28%, and 9.82% respectively. This suggests that
in the development of Metaverse enabled publishing works, policies emphasize the
creation of a conducive development environment for Metaverse through goal planning
and the formulation of corresponding strategic measures in cultural area. Additionally,
there is a focus on promoting innovation through support for technological investment.
It is noteworthy that strategic measures and technological investments emerge as the
predominant policy sub-tools across different categories of policy texts.

Table 1. The utilization of policy instruments

Types Sub-tool Totality The proportion of policy sub-tools

Departmental
policies (%)

Administrative
policies (%)

Constitution,
laws, intra-party
regulations, and
judicial
interpretations
(%)

In total (%)

Demand-side Funding support 6 1.24 2.44 2.86 1.84

Talent team
development

19 8.70 1.22 5.71 5.83

Results
transformation
and
entrepreneurial
incubation

15 5.59 3.66 4.29 4.60

Public services 17 6.21 3.66 5.71 5.21

Infrastructure 26 6.83 10.98 8.57 7.98

Scientific
investment

32 11.18 10.98 7.14 9.82

Total 115 37.27 32.93 28.57 35.28

Environmental Standard design 15 6.21 3.66 2.86 4.60

Target planning 27 6.83 13.41 7.14 8.28

Strategic
measures

74 22.36 26.83 22.86 22.70

Financial
support

11 3.73 2.44 4.29 3.37

Tax incentives 3 0.62 1.22 0.62 0.92

Regulatory
measures

16 3.11 3.66 11.43 4.91

Intellectual
property rights

13 1.86 4.88 8.57 3.99

Total 159 44.72 56.10 58.57 48.77

Supply-side Government
procurement

7 1.86 3.66 1.43 2.15

(continued)
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Table 1. (continued)

Types Sub-tool Totality The proportion of policy sub-tools

Departmental
policies (%)

Administrative
policies (%)

Constitution,
laws, intra-party
regulations, and
judicial
interpretations
(%)

In total (%)

Demonstration 20 8.07 4.88 4.29 6.13

Consumer
subsidies

1 0.62 0 0 0.31

International
exchanges

9 4.35 2.76 1.43 2.76

Outsourcing 8 3.10 0 4.28 2.45

Overseas
institutions

7 3.11 1.22 1.43 2.15

Total 52 18.01 10.98 12.86 15.95

4.2 Intergovernmental Relations Analysis

The interaction and reference relationships among policy entities play a crucial role
in understanding interdepartmental dynamics. In this study, focusing on national-level
policies, network analysis is employed to examine interdepartmental relations. Joint
publications serve as significant indicators of collaboration and cooperation levels among
government entities, offering valuable insights into interdepartmental relations [11].
The quantity of cultural Metaverse-related policies issued jointly has fluctuated and
increased between 2016 and 2023. The enthusiasm for digitization, sparked by the “The
First Year of Virtual Reality” in 2016, gradually decreased over time but was reignited
during the “ The First Year of Metaverse “ in 2021. However, the proportion of joint
publications to total policy documents does not show a discernible trend, suggesting that
interdepartmental relations do not necessarily dominate the issuance of policies related
to the digitization of classic literature.

Using UCINET software and drawing upon government departmental collaborative
publishing relationships and social network theory, the degree centrality of each depart-
ment was computed. Figure 4 visualizes the interdepartmental relations network, with
node size representing degree centrality, and line thickness indicating the strength of
their relationships.

The computation results reveal that there are a total of 40 institutions issuing policies
related to the digitization of classic literature. Among them, the NDRC exhibits the
highest frequency of publications and the highest centrality, making it the focal point of
the entireMetaverse publishing technology policy network. Entities such as theMinistry
of Finance of the People’s Republic of China (MOF) and the Ministry of Education of
the People’s Republic of China (MOE) also hold prominent positions in the publishing
network due to their high centrality. While the State Council of the People’s Republic
of China and the MIIT issue policies frequently, their joint publication frequency is



262 X. Liu et al.

relatively low, resulting in lower centrality compared to the NDRC, positioning them as
independent publishing entities alongside the NDRC.

Furthermore, the degree centrality reflects the overall concentration of the network,
with the Metaverse policy interdepartmental relations network demonstrating a 23.25%
centrality, indicating a relatively decentralized structure (Fig. 3).

Fig. 3. Visualization of intergovernmental network

In conclusion, the network of institutions responsible for Metaverse publishing tech-
nology policies has gravitated towards the core role of the NDRC. Several other depart-
ments, including the MOF, the MOE, Ministry of Human Resources and Social Security
of the People’s Republic of China (MORHSS), the MOST, and Ministry of Culture and
Tourism of the People’s Republic of China (MCT), actively engage in interdepartmen-
tal relations within this network. These collaborations and relationships highlight the
concerted efforts of multiple government entities in shaping and implementing policies
related to Metaverse publishing technology.

4.3 Policy Hotspots Analysis

Keywords and Co-occurrence Matrix. The process of extracting key words from each
policy document and aggregating them for each stage involves a meticulous examination
of the core content of each document. Typically, 1 to 10 key terms are extracted from
each document, and these terms are then combined and refined to eliminate overlaps
and streamline synonymous terms. For example, terms like “cloud computing”,"5G”
and “artificial intelligence” may be consolidated under the broader category of “Next-
Generation Information Technology”. Similarly, terms such as “digital public culture”
and “digital cultural services” can be unified as “digitalized public cultural services”.
Additionally, terms such as “copyright” and “intellectual property rights” or “financial
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support” and “funding support” may be combined into more general terms, such as
“financial support”.

The selection of key terms is based on the vocabulary encountered within each
respective stage of policy documents. This process culminates in the creation of a “Policy
Text - Keywords” table for the specific stage under consideration. To further analyze the
relationships among these key terms, an Excel spreadsheet is used to construct a key term
co-occurrence matrix. This matrix provides insights into the associations and patterns
of terminology within the policy documents (Table 2).

Table 2. Keywords extracted from selected policies.

Development stage Keywords of hotspots

The first stage(03/2016–03/2021) Technology application, internet, open sharing of
resources,
Internet Plus, digitalization of public cultural services,
digital culture, digitalization of cultural resources,
technological innovation, innovation-driven
development, new infrastructure, financial support,
artificial intelligence, technology research and
development, industrial integration, virtual reality and
augmented reality

The second stage(03/2021–09/2023) Metaverse, integrated innovation development,
artificial intelligence, intelligentization of public
cultural services, technology
research and development, application of metaverse
technology, standard construction, industrial
digitalization, cultural industry digitalization,
metaverse technology research and development, big
data

Multidimensional ScalingAnalysisBasedonClusters. Co-occurrence analysis offers
a point-based summary of policy hotspots, whilemultidimensional scaling analysis takes
it a step further by grouping statistically correlated keywords into clusters through dimen-
sion reduction. This transformation from individual points to clusters provides a new
perspective for systematically summarizing policy hotspots at a particular stage of policy
evolution. In multidimensional scaling analysis, the keyword co-occurrence matrix is
imported into SPSS software, and the Ochiia method is used to calculate the similarity
matrix of keywords. This similarity matrix helps identify how closely related keywords
are to each other [12].

Additionally, the Euclidean distance model is applied in multidimensional scaling
analysis to delineate small groups of keywords based on their distances from each other.
This clustering analysis of keywords builds upon the keyword co-occurrence matrix and
the multidimensional scaling analysis, resulting in the identification of two major stages
in the policy evolution towards the digitization of classic literature [13].
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Overall, multidimensional scaling analysis provides a more holistic view of policy
hotspots by grouping related keywords into clusters, making it a valuable tool for under-
standing the evolving landscape of policy priorities in the context of digitizing classic
literature.

The first stage: Preparatory Phase of Cultural Metaverse Development (March of 2016 -
March of 2021). In the first stage, a total of 49 relevant policy documentswere identified,
resulting in 55 extracted keywords. After applying a frequency criterion of at least 3
occurrences, the keywords were merged and filtered, resulting in 33 keywords. The
keyword list and co-occurrence matrix for this stage are obtained, and the co-occurrence
matrix was analyzed using UCINET software.

The analysis reveals that during this stage, several keywords such as technology
application, the Internet, open and shared resources, Internet Plus, digitalization of pub-
lic cultural services, digital culture, and digitalization of cultural resources had higher
frequencies and centrality. These keywords signify their crucial roles within the policy
network. Notably, technology application emerged as the central theme with both high
frequency and centrality, making it the focal point of the network. However, the concept
of “Metaverse” did not appear in policy texts during this stage. Policies during this phase
were less directly related to the Metaverse, instead focusing more on the application of
Internet technology, open resource sharing, digitalization of public cultural services, dig-
ital culture, and cultural resource digitalization. The association with the Metaverse was
relatively low, and the fusion of technology and humanities was primarily concentrated
in the domain of public cultural services. During this period, national efforts primarily
aimed at establishing a digital public cultural service system, with the development and
application of other core Metaverse technologies remaining on the periphery of policy
directions.

Additionally, the co-occurrence matrix was imported into SPSS to compute the sim-
ilarity matrix of keyword co-occurrences during this stage, enabling multidimensional
scaling analysis [13]. Through clustering, four small groups of keywords were identified
(refer to Fig. 4). This clustering analysis helps provide a more nuanced understanding
of the relationships among keywords and their relevance within this policy stage [14].

Cluster A primarily focuses on information technology research and application.
Most of the keywords in this group are situated in the first quadrant, with a small portion
in the second quadrant. Technologies like cloud computing, artificial intelligence, and
5G, which hold strategic positions acrossmultiple domains, alongwith the application of
Internet technology in education, exhibit high centrality and density. This signifies their
significant importance in policy focus during this stage. On the other hand, VR and AR
technologies, located in the second quadrant, as well as research and application of new-
generation information technologies, show low density and high centrality, indicating
the potential for interconnectivity among core Metaverse technologies.

Cluster B encompasses keywords related to emerging industries, the Internet, intel-
lectual property rights, laws and regulations, new infrastructure, and outcome trans-
formation. The Internet industry serves as a crucial cornerstone for the digitization of
classic literature and is a fundamental component of the cultural Metaverse. Policies
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in this cluster emphasize creating an environment conducive to technological innova-
tion and industrial integration by providing support. This group is situated in the third
quadrant and is relatively mature in terms of policy development.

Cluster C includes policies related to cultural digitization, such as the digitaliza-
tion of cultural industries, digitalization of public cultural services, digital culture, and
digitalization of cultural resources. This cluster is located in the fourth quadrant, rep-
resenting a marginalized direction. It indicates that during this stage, the integration
of Metaverse technology with humanities is not closely aligned, and the direction of
Metaverse-enabled publishing is relatively marginalized in policy focus.

Fig. 4. Multi-dimensional scaling analysis of the Stage 1

These clusters and their positions on the multidimensional scaling analysis provide a
comprehensive viewof the policy landscape during this particular stage of the digitization
of classic literature, highlighting areas of emphasis and potential connectivity among
key technologies and themes.

The Second Stage: Metaverse Exploration and Expansion Phase (April of 2021-
September of 2023). Afinal set of 25 keywords remained in this research after screening
and merging of the selected policies. A similarity matrix was created and analyzed for
centrality by using the keyword co-occurrence matrix. It is evident that Metaverse tech-
nology continues to be a focal point of policy attention in this stage. Compared to the
previous stage, regulatory measures such as laws, regulations, standard construction,
and technical standards play a more prominent role, indicating the establishment of an
environment conducive to the development of Metaverse technology as a core focus of
policies.

Cultural digitization, which was previously marginalized, tends to stabilize and
mature in this stage. The emergence of "smart public cultural services" indicates further
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development of the digital public service system, progressing towards theMetaverse.Key
areas of focus, such as cloud adoption, numerical utilization, and intelligence empow-
erment, provide strategic guidance for the digitalization of public cultural services and
cultural industries. The concept of the Metaverse becomes a central point of attention,
while the research, application, interconnectivity, and integrated innovation ofMetaverse
technology remain relatively marginalized in the policy landscape.

Overall, this stage reflects a shift towards regulatorymeasures and amoremature app-
roach to cultural digitization. The Metaverse emerges as a focal point of attention, with
strategic guidance for the digitalization of public cultural services and industries. How-
ever, there is still room for further development and integration of Metaverse technology
within the policy landscape.

Multidimensional scaling analysis of keywords in this stage reveals four distinct
clusters, each exhibiting a high degree of cohesion. These clusters provide insights into
the policy priorities and areas of emphasis during this stage, as illustrated in Fig. 5 [15].

ClusterA includes keywords such as big data, cloud computing, laws and regulations,
and intellectual property rights, situated in the first quadrant. This cluster represents the
core focus of policies in this stage, emphasizing the continued advancement of strategic
Metaverse technologies and the implementation of regulatory measures to standardize
the technological development environment.

Cluster B encompasses keywords like Metaverse, virtual reality applications, tech-
nical standards, and standard construction, positioned in the second quadrant. This sug-
gests that the Metaverse and its technologies, along with standardization efforts, are
focal points of policy emphasis.

Fig. 5. Multi-dimensional scaling analysis of stage 2

Cluster C comprises keywords related to industrial digitization, smart public cultural
services, digitalization of public cultural services, cloud-based intelligence for cultural
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revitalization, and digitalization of cultural industries. This cluster indicates that China’s
Metaverse-enabled classic literature policies are maturing, with a closer integration of
"smart" concepts with Metaverse technologies, reflecting a more holistic perspective on
cultural Metaverse policies.

Cluster D, located in the fourth quadrant, consists of keywords such as Metaverse
technology research and application, integrated innovation and development, and tech-
nology research and service platforms. This cluster indicates lower levels of attention to
these specific areas during this stage of policy development.

When analyzing the policy hotspots in both stages, it becomes evident that China’s
Metaverse publishing technology policy development has evolved from primarily pro-
viding guidance to a combination of guidance and regulation, as depicted in Fig. 6. This
shift in policy focus reflects the growing maturity and strategic importance of the Meta-
verse within the context of classic literature digitization. It signifies the government’s
efforts to both promote the development of Metaverse technologies and establish a regu-
latory framework to ensure their effective and responsible use. This evolution highlights
the dynamic nature of policy development in the rapidly evolving field of Metaverse
technology. These clusters help provide a structured view of the policy landscape during
this stage, highlighting key areas of focus and interrelated policy priorities within the
digitization of classic literature and the development of the Metaverse.

Fig. 6. The trends of policy hotspots evolution
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5 Conclusions and Suggestions

5.1 Conclusions

The findings from the descriptive statistical analysis indicate that in recent years, the
issuance of policy documents pertaining to the Metaverse has been fluctuating at a
comparatively low level. The predominant focus of these policies has been on the supply
side and environmental factors, with less emphasis on policies targeting the demand
side. It is notable that within the environmental aspect of these policy tools, strategic
actions, goal-setting, and investment in technology hold the highest significance. In terms
of intergovernmental relations, the collaborative publication of government documents
demonstrates a weak concentration.

From the standpoint of policy evolution, there has been a shift from prioritizing
guidance on technological development to a focus on directive policies and an increase
in regulatory actions. This shift coincides with the gradual maturation of key Meta-
verse technologies and the expansion of their application in the field of digital publish-
ing. These changes are intended to foster a conducive environment for the growth of
Metaverse publishing.

In summary, from the Metaverse perspective, between 2016 and 2023, the trends
in China’s digital publishing policies have been characterized by weak intergovern-
mental relations in terms of issuing authorities, a sustained focus on guiding measures
for research and application of Metaverse technology, and an escalating attention to
regulatory aspects, particularly in terms of laws and regulations. The evolution of Meta-
verse publishing policies is aligned with the overall development stages of Metaverse
technology.”

5.2 The Suggestions to Metaverse Technology Enabled Publishing Works

Based on the aforementioned findings regarding the current state of China’s Metaverse-
enabled publishing policies, several key research suggestions can be proposed. These
suggestions aim to guide policymakers, stakeholders, and researchers in understand-
ing and enhancing the effectiveness of policies to foster the growth of Metaverse pub-
lishing in China. The research suggestions are categorized into different themes for a
comprehensive approach.

Policy Effectiveness and Impact Analysis. Research should be conducted to evalu-
ate the effectiveness of existing Metaverse publishing policies in China. This includes
assessing how well these policies have supported technological development, digital
publishing platforms, and content creators within the Metaverse framework. A com-
parative analysis with international standards and practices can provide insights into
the global competitiveness of China’s Metaverse publishing sector. Additionally, the
impact of these policies on related industries and the overall digital economy should be
examined to identify synergies and potential areas of improvement.

Technological Advancements and Infrastructure. Investigating the role of emerg-
ing technologies in shaping the future of Metaverse publishing is crucial. This research
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should focus on identifying key technologies that require further development and invest-
ment. It should also explore the infrastructure needed to support large-scale adoption
of Metaverse publishing, such as high-speed internet, data security, and interoperability
standards.Understanding the technological needs and challenges canguidepolicymakers
in allocating resources and formulating targeted support measures.

Consumer Behavior and Market Demand. Given the lesser emphasis on demand-
side policy tools, there is a need to study consumer behavior and market demand within
the Metaverse publishing realm. Research should focus on identifying consumer pref-
erences, trends, and potential barriers to adoption. This would provide valuable insights
for tailoring policies to stimulate consumer interest and participation in Metaverse
publishing, ensuring that the sector develops in line with market needs.

Regulatory Framework and Legal Considerations. As the Metaverse evolves, new
legal and regulatory challenges will emerge. Research in this area should focus on
developing a comprehensive legal framework that addresses issues such as intellectual
property rights, privacy, content regulation, and cyber security within the Metaverse.
This research should also consider international best practices to ensure that China’s
regulatory framework is robust and globally aligned.

Cross-sector Collaboration and Intergovernmental Cooperation. Given the weak
intergovernmental relations in policy issuance, research should explore ways to enhance
collaboration between different government departments and sectors. This includes iden-
tifying best practices for multi-departmental cooperation and developing strategies for
effective cross-sector collaboration. Such research could lead to more cohesive and
comprehensive policy frameworks that leverage the strengths of various government
entities.

Establishing Standards for Metaverse Publishing Policy-Making. It is crucial to
focus on creating a framework that is adaptive, inclusive, and forward-looking. This
framework should encompass technological advancement, intellectual property rights,
user privacy, content regulation, and ethical considerations. Technological innovation
should be at the core of policy-making. Policies must encourage research and develop-
ment in Metaverse technologies, ensuring that they are scalable, secure, and interoper-
able. This approach will facilitate a robust infrastructure that can support a wide range
of digital publishing activities within the Metaverse. Intellectual property rights need to
be clearly defined and protected in the Metaverse. Policies should establish guidelines
for content creation, distribution, and consumption that respect creators’ rights while
promoting creativity and innovation. This balance is critical in maintaining a vibrant
and fair digital publishing environment. Privacy and data security are also paramount.
Policies must enforce stringent data protection standards to safeguard user information.
This includes ensuring that personal data is collected, stored, and used responsibly, with
transparent user consent mechanisms. Lastly, ethical considerations should be embed-
ded in policy-making. This includes addressing potential societal impacts, such as digital
divide issues and the psychological effects of prolongedMetaverse engagement. Policies
should promote responsible usage and ensure that the Metaverse contributes positively
to society.
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Overall, these research suggestions aim to provide a multidimensional analysis of
the challenges and opportunities within China’s Metaverse-enabled publishing sector.
By addressing these key areas, the research can inform policymakers and stakeholders in
developing more effective, inclusive, and forward-looking policies that not only support
the growth of the Metaverse in China but also ensure its sustainable and responsible
development in the digital age.
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Abstract. It is known that there are various factors that influence peo-
ple’s intention to go out.

In this study, the effects of each of these factors on the going-out
behavior of residents in urban and suburban areas by the range of going
out were analyzed and compared. This study focuses on Saitama City.
Saitama City is a suburb in the Tokyo Metropolitan area and the con-
venience of going out varies greatly within the region.

Data of 1,000 respondents to a web-based questionnaire survey are
prepared on a variety of factors thought to explain going-out behavior,
such as basic attributes, impressions of public transportation, cognitive
distance and preferences. And then a random forest classifier was trained
by using collected data.

As a result, the study revealed two key findings on the relationship
between various factors and intention to go out. Firstly, cognitive dis-
tance significantly influences the intention to go out, confirming prior
studies. Secondly, two main patterns of going-out behavior emerge: gen-
eral intention to go out and intention for leisure activities, versus inten-
tion to go outside the city or district. Increase of age influences the former
pattern, while preferences for longer outings directly impact the latter.
This detailed breakdown offers practical insights for local governments
to enhance residents’ intention to go out.

Keywords: going-out behavior · intention to go out · cognitive
distance · lack of public transportation

1 Introduction

In recent years, public transportation has been rapidly declining. The circum-
stances may differ from country to country, but in Japan, for example, the
reasons for these declines are a decrease in the number of users and labor
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shortages [7]. This trend is also observed in relatively populated suburban areas,
and the number of areas where public transportation is inconvenient is on the
increase [2].

According to the 6th Tokyo Metropolitan Area Person Trip Survey [5], resi-
dents in areas where public transportation is inconvenient generally have a lower
rate of going out than residents in areas where it is not inconvenient. On the
other hand, the rate of going out is higher among residents who have free access
to a car than among those who do not, regardless of whether public transporta-
tion is inconvenient or not. These results suggest that more than one factor,
rather than a single factor, influences people’s intention to go out. This study
aims to analyze how the various factors that residents in suburban areas indi-
vidually possess affect their intention to go out, and to clarify the relationship
between these factors and their intentions.

2 Going-Out Behavior

Going-out behavior is one of the most universally performed actions in our lives.
In deciding whether or not to perform this behavior, people is unconsciously
influenced by various factors. For example, according to Ueno et al. [9], the
number, duration, and distance of going-out behaviors decreased when people
felt that their outing behavior was at risk. In addition, more people visited
nearby green spaces and took walks to maintain health and refresh themselves.
Pocock also argued that there exists a tendency, named the ‘reward hypothesis’,
that the more attractive a destination is, the shorter the sense of distance to
that destination will be relative to the destination [6].

On the other hand, factors independent of the destination of an outing are
also thought to influence behavioral decisions. Hansen et al. revealed that driving
cessation can be a particularly challenging and troublesome transition in older
adulthood that can lead to social isolation. This research also shows that lack of
transportation options in rural areas, changes in driving behaviors, the lack of
planning for driving cessation, and the social isolation that comes from the loss
(or potential loss) of one’s driver’s license are one of the most important factors
in our lives [3].

In addition, the survey that asked about their awareness of their home
province as a tourist destination and their sense of proximity and distance in
relation to their preferred vacation destination by Jeuring et al. [4]. This showed
that the groups that preferred ‘proximity’ and ‘remoteness’ had a positive effect
on the preference for proximity tourism and remote tourism, respectively. The
results show a positive effect of ‘proximity’ and ‘remoteness’ on the preference
for proximity and remoteness tourism, respectively. This suggests that proximity
and distance are used as push and pull factors to motivate destination preference.

Parra Vargas et al. conducted a study aimed at identifying the lifestyle-
based tourism profile of national tourists and analyzing the influence of per-
sonality traits on tourism segmentation [10]. The results suggest that lifestyle
is an appropriate indicator for this market segmentation and that analyzing its
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Fig. 1. Map of public transportation gaps in Saitama City

relationship with personality provides a deeper understanding of the profiles
obtained. This indicates that preferences in an individual’s lifestyle also have a
significant impact on going-out behavior.

Thus, a great number of factors are considered to be potentially involved in
going-out behavior. However, most of these studies are limited to specific types
of people, such as the elderly or disabled, who generally have difficulty going
out.

Due to very few studies which have been conducted on more general group,
what factors influence many people’s willingness to go out remains one of open
issues. Therefore, this study will conduct the analysis presented in the next
chapter to derive factors that may be important in explaining the intention to
go out.

3 Methodological Framework

3.1 Selection of the Research Field

Saitama City is one of the designated cities by government ordinance and the
capital of Saitama Prefecture of Japan with a population of approximately 1.3
million, located in the Tokyo metropolitan area. The city has developed around
transportation nodes in the city, such as Omiya and Urawa stations, due to the
convenience of being able to reach the city center of Tokyo in about 20 min. On
the other hand, even within the city, public transportation networks have been
withdrawn from areas far from the public, and the number of ‘Transportation
Blank Districts’ is increasing (Fig. 1).

In addition, in the “Saitama City Questionnaire on Public Transportation”
conducted by Saitama City in the 2023 fiscal year, in the summary of the ques-
tionnaire results, it was stated that “in areas with inconvenient public trans-
portation, the public transportation sharing ratio and frequency of outings by
the elderly and women tend to be low, and support for outings is required” and
this issue is set as a “priority issue regarding public transportation”.
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Thus, in Saitama City, there are both developed and declining areas of public
transportation in the suburbs of the city, and the difference in transportation
mobility, which is largely manifested in the degree of transportation adequacy,
greatly affects residents’ intention to go out, which is a serious issue for the
municipality. Therefore, Saitama City was judged to be an appropriate field to
conduct research on the intention to go out and cognitive distance, and was
selected as a candidate site for this study.

3.2 A Preliminary Survey in Saitama City

Preliminary interviews were conducted with residents in Saitama City as a
preliminary study in cooperation with the Urban Affairs Division and the
Transportation Policy Division of the Saitama City Office. At regular meetings
between officials of the city hall and residents’ associations of two districts; one
is of Miyuki-cho; the other is of Kashiwazaki-cho; in Iwatsuki Ward of Saitama
City, group discussions and interviews regarding people’s intentions to go out
and cognitive distance were held. Both areas are classified as “transportation
blank districts” by the Saitama City. It should be noted that the average age
of the participants on the day of the meeting was over 70 years old, and the
opinions of the participants were generally from elderly groups. The opinions
obtained there included the followings:

Reasons for Going Out

– The reason for going out depends not only on age but also on the situation
and living environment.

– Shopping and medical visits are the most common reasons for going out.
– Surrounding environment and situation have more influence on the decision

to go out than factors like age or gender.
– There are situations where going out is necessary due to the presence or

absence of chronic illnesses or elderly care.

Frequency and Range of Going out

– If you can drive a car, you can move around relatively freely.
– Conversely, if you cannot drive, you feel more constrained, and your cognitive

distance increases.
– Due to the difficulty of matching factors such as time of day and frequency

of service, the use of demand-responsive transportation services is limited.
– Currently, whether or not a car is available strongly influences the intention

to go out.
– If a car is not available, you need to arrange for a taxi to go shopping nearby.

Means of Going Out

– In recent years, there are many people in their 70 s and older who are still
working, so excluding those who find it difficult to go out due to illness or
disability, the frequency of going out itself is higher than intuition might
suggest.
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– If you go to a nearby home center, you can find anything you need, so you
basically don’t go out of town.

– I haven’t been on a train for over 10 years.

Through this interview, it was obtained that there may be several other
major factors that influence people’s decision to go out, such as the ownership of
a car and the presence of someone living with them who can drive, in addition
to cognitive distance.

3.3 Data Collection

In order to reveal the intention to go out from multiple perspectives, an Internet
survey to collect a wide range of data was conducted. The questionnaire survey
targeted 1,000 men and women aged 15 to 99 who currently reside in Saitama
City. The survey was conducted from December 22 (Friday) to December 26
(Tuesday), 2023.

The survey included the following questions:

– personal attributes: such as age, gender, occupation, and annual income;
– transportation-related attributes: such as main means of transportation, dis-

tance to the nearest station or bus stop, number of cars owned, and frequency
of driving;

– satisfaction with the current public transportation system;
– preference for going out;
– actual number of outings per month;
– qualitative cognitive distance to go out to 50 various destinations in Saitama

City;
– the means of transportation used at that time;
– the number of intention to go out per a month.

For the qualitative cognitive distance, respondents were asked to indicate
their means of transportation when visiting a total of 50 destinations in Saitama
City, and to select one from seven options ranging from 1. fairly close to 7. fairly
far away, assuming that they would take that means of transportation. The data
obtained from these questions will be analyzed assuming that they are factors
explaining the intention to go out.

The target variable of this analysis is the number of times the respondents
would like to go out in a month. Target variables includes these four types of
intention to go out, such as:

– all outing intentions
– intention to go out for leisure activities
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– intention to go out outside the district
– intention to go out outside the city

Since the preliminary survey revealed that a certain number of respondents
were reluctant to go outside the district or outside Saitama City, it is focused
on analyzing the range of going out. In contrast, it also showed that enjoying
leisure activities can be a reason which they want to go out, so it is also focused.
These outing intentions are used as objective variables for comparison with “all
outing intentions”.

After pre-processing, including the removal of missing values, the data for
828 respondents was finally obtained. Table 1 summarizes the attributes of the
surveyed subjects to be used in subsequent analyses.

4 Analysis

4.1 Explanatory and Target Variables

Explanatory variables consists of several types of factor groups. Most of variables
are categorical ones, for example, for “walk,” which is one element of the Major
transportation methods group, the data is based on the respondents’ answers
on a 5-point scale from 1: Very often to 5: Never used. Also, trans XX is the
impression of the public transportation system that the respondents usually
use, and style XX is a factor representing the nature and preferences of each
respondent. Furthermore, cognitive distance information are defined respectively
like these;

sum time values: The sum of the time taken to reach the 50 destinations in the
city by the means of transportation that the respondents would like to use. In
general, the larger the value, the further away from any destination in terms of
time on average.

sum cognitive dist: The sum of qualitative cognitive distance ratings for 50 des-
tinations in the city. In general, the larger the value, the more distant the des-
tination is perceived to be on average. These two may be regarded as general
barometer which express residents’ sense of cognitive distance.

Target variables are already introduced on Sect. 3.3. Please look at Table 2
for more details.

4.2 Method of Analysis

To predict and classify the classes of the intention to go out, the RandomForest-
Classifier, an implementation of random forest classifier in scikit-learn library1

for Python environment, was used. Of the data set of 828 respondents used in
the analysis, 621 (75%), or training data, and 207 (25%), or validation data,

1 https://scikit-learn.org/.

https://scikit-learn.org/
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Table 1. Respondent attributes in the questionnaire survey

Attribute Number (N = 828) Percentage (%)

Gender

Male 395 47.7

Female 433 52.3

Age Group

15 to 29 years 109 13.2

30 to 39 years 211 25.5

40 to 49 years 170 20.5

50 to 59 years 158 19.1

60 to 99 years 180 21.7

Administrative District of Residence

Nishi Ward, Saitama City 55 6.6

Kita Ward, Saitama City 84 10.1

Omiya Ward, Saitama City 100 12.0

Minuma Ward, Saitama City 78 9.4

Chuo Ward, Saitama City 80 9.7

Sakura Ward, Saitama City 47 5.7

Urawa Ward, Saitama City 138 16.7

Minami Ward, Saitama City 124 15.0

Midori Ward, Saitama City 68 8.2

Iwatsuki Ward, Saitama City 54 6.5

Years of Residence

Less than 5 years 170 20.5

5 to less than 10 years 120 14.5

10 to less than 20 years 218 26.3

20 to less than 30 years 141 17.0

31 years and above 179 21.6

Household Income

Less than 2 million yen 97 11.7

2 million yen to less than 4 million yen 197 23.8

4 million yen to less than 6 million yen 180 21.7

6 million yen to less than 8 million yen 131 15.8

8 million yen to less than 10 million yen 101 12.2

10 million yen and above 122 14.7

Family Composition

Living alone 165 19.9

Living with spouse 195 23.6

Living with spouse and children 244 29.5

Living with children 18 2.2

Living with parents/spouse 75 9.1

Living with parents/spouse and children 14 1.7

Living with parents/children 25 3.0

Other 92 11.1

Occupation, etc.

Self-employed 32 3.9

Regular employee 365 44.1

Corporate officer 15 1.8

Dispatched worker 30 3.6

Family worker 0 0.0

Part-time/Temporary worker 119 14.3

Student 27 3.3

Homemaker 131 15.8

Unemployed 92 11.1

Other 17 2.1
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Table 2. Explanatory and target variables

Explanatory variables

Basic attributes

sex categorical (1: Male, 2: Female)

age continuous (Integer value, unit: years)

years of residence continuous (Integer value, unit: years)

income categorical (1: Less than 2 million yen to 6: 10 million yen or more)

family type categorical (1: Living alone to 8: Other)

profession categorical (1: Self-employed to 10: Other)

Major transportation methods

walk categorical (1: Very often used to 5: Never used)

bicycle categorical (1: Very often used to 5: Never used)

driving car categorical (1: Very often used to 5: Never used)

courtesy car categorical (1: Very often used to 5: Never used)

motorbike categorical (1: Very often used to 5: Never used)

com bus categorical (1: Very often used to 5: Never used)

bus categorical (1: Very often used to 5: Never used)

railway categorical (1: Very often used to 5: Never used)

taxi categorical (1: Very often used to 5: Never used)

other transport categorical (1: Very often used to 5: Never used)

Attributes related to transportation

mobility anytime categorical (1: Think it’s sufficient to 5: Think it’s insufficient)

numbers of cars continuous (Integer value, unit: number of cars)

driving licence categorical (1: Can drive without inconvenience, 2: Can drive short
distances or times without problem, 3: Don’t have a license and can’t
drive, 4: Have a license but can’t drive)

courtesy car request categorical (1: Can request without problems, 2: Can’t request depending
on the time, 3: Can’t request at all)

mobility freely categorical (1: Can use without inconvenience to 5: Can’t use basically)

nearest stat categorical (1: Iwatsuki to 31: Yono-Hommachi, 32: Not among these, 33:
Don’t usually use stations)

nearest stat dist categorical (1: less than 500 m to 5: 2000 m+, 6: usually used but not sure)

nearest busstop dist categorical (1: less than 300 m to 5: 1000 m+ , 6: usually used but not
sure, 7: don’t usually use and not sure)

Impressions of public transportation

trans access categorical (1: Think so to 5: Don’t think so at all)

trans anytime categorical (1: Think so to 5: Don’t think so at all)

trans comfort categorical (1: Think so to 5: Don’t think so at all)

trans economy categorical (1: Think so to 5: Don’t think so at all)

trans satisfaction categorical (1: Think so to 5: Don’t think so at all)

trans buy household categorical (1: Think so to 5: Don’t think so at all)

trans commuting categorical (1: Think so to 5: Don’t think so at all)

trans entertainment categorical (1: Think so to 5: Don’t think so at all)

trans hospital categorical (1: Think so to 5: Don’t think so at all)

trans shopping categorical (1: Think so to 5: Don’t think so at all)

(continued)
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Table 2. (continued)

Preference in daily lives

style economy categorical (1: Think so to 5: Don’t think so at all)

style outing categorical (1: Think so to 5: Don’t think so at all)

style paying categorical (1: Think so to 5: Don’t think so at all)

style saitama categorical (1: Think so to 5: Don’t think so at all)

style entertainment categorical (1: Think so to 5: Don’t think so at all)

style outing faraway categorical (1: Think so to 5: Don’t think so at all)

style outing longtime categorical (1: Think so to 5: Don’t think so at all)

style tokyo categorical (1: Think so to 5: Don’t think so at all)

style driving categorical (1: Think so to 5: Don’t think so at all)

style mind timeloss categorical (1: Think so to 5: Don’t think so at all)

Recent outing performance in a month

meet friends categorical (1: 15+ times/month to 7: none per month (never going out))

entertainment categorical (1: 15+ times/month to 7: none per month (never going out))

concert categorical (1: 15+ times/month to 7: none per month (never going out))

shopping categorical (1: 15+ times/month to 7: none per month (never going out))

buy household categorical (1: 15+ times/month to 7: none per month (never going out))

restaurant categorical (1: 15+ times/month to 7: none per month (never going out))

walking categorical (1: 15+ times/month to 7: none per month (never going out))

commuting categorical (1: 15+ times/month to 7: none per month (never going out))

hospital categorical (1: 15+ times/month to 7: none per month (never going out))

other reason categorical (1: 15+ times/month to 7: none per month (never going out))

Cognitive distance information

sum time values continuous (Integer value, unit: minutes)

sum cognitive dist continuous (Integer value, unitless)

Target variables (going-out intention in a month)

outing all categorical (0: less than 3, 1: 3–10, 2: 10+ (times/month))

outing entertainment categorical (0: less than 3, 1: 3–10, 2: 10+ (times/month))

outing from ward categorical (0: less than 3, 1: 3–10, 2: 10+ (times/month))

outing from saitama categorical (0: less than 3, 1: 3–10, 2: 10+ (times/month))

were randomly split for training and testing the models. Next, the hyperparam-
eters were tuned by random search using the training and validation data. The
model was trained by tuning the main hyperparameters of RandomForestClas-
sifier, such as n estimators (the number of decision trees to create), max depth
(the depth of each decision tree), and max features (the number of features to
select when splitting nodes). Finally, the confusion matrix and the graph show-
ing the top 10 most important factors that served as the basis for classifying the
validation data were generated.
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Fig. 2. All outing intentions

5 Result

Figure 2 shows that style outing (whether or not you like going out) has a big
impact on classification. Age, style entertainment (whether they like to go out
for leisure activities), sum cognitive dist (total qualitative cognitive distance)
are also important. Figure 3 expresses that sum time values (total route time
per individual), sum cognitive dist, age and style entertainment (whether they
like to go out for leisure activities) are more significant than any other fac-
tor in this analysis. Figure 4 indicates that style outing longtime (whether they
like to go out for a long time), buy household (outing performance of buying
household goods), age and sum time values are important. Figure 5 shows that
sum time values, age, style outing longtime and years of residence play a role as
significant factors of this analysis.

6 Discussion

Comparing the analysis results for each of the four types of outing intentions,
there are some similarities and some differences. First, as a whole, cognitive
distance information, such as sum time values and sum cognitive dist, had a
significant impact on the classification. This result confirms Tanaka’s findings
that human spatial behavior in urban areas is largely influenced by qualitative
cognitive distance [8].

It can also be seen that age has a significant impact on this analysis. When
a partial-dependence graph was created to examine which class a person was
classified into when age was taken, a characteristic trend was observed when the
target was 2 (when going-out intention was 10+ (times/month)). Figures 6 and
7 indicate that there are two types of graph shapes; monotonically increasing
and non-monotonically changing. The former is found in outing all and out-
ing entertainment, indicating that the expected value of being judged as hav-
ing a high intention to go out increases with increasing age. The latter is seen
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Fig. 3. Intention to go out for leisure activities

Fig. 4. Intention to go out outside the district

Fig. 5. Intention to go out outside the city
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in outing from ward and outing from saitama, indicating that the relationship
between age and high intention to go out is small. This may be due to the
fact that all generations feel that it is a chore to go out all the way from their
residential area.

Fig. 6. Partial dependency plot for age, outing all and outing entertainment (class: 2)

Fig. 7. Partial dependency plot for age, outing from ward and outing from saitama
(class: 2)

Furthermore, according to Crombie et al., the most powerful deterrent for
not going out for leisure activities was lack of interest, and the other facotrs were
lack of daily access to a car, lack of energy, not belonging to a group, and so
on [1]. Figure 3 shows that sum cognitive dist (related not to belong to a group),
style entertainment (related to lack of interests), nearest stat (related to lack of
daily access to a car), and style outing (related to lack of energy) were selected as
highly important factors, which is consistent with the findings of Crombie et al.
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Fig. 8. Partial dependency plot for style outing longtime, outing from ward (class: 0,
1, 2)

Finally, note the style outing longtime. This factor was particularly impor-
tant in the outing from ward and outing from saitama. The partial dependency
plot for this factor also suggests that those who do not like to go out for a long
time have a higher expected value to be classified as having a low intention to
go out (class: 0), while those who like to go out for a long time have a higher
possibility to be classified as having a relatively high intention to go out (class:
1, 2) (Figs. 8 and 9).

Fig. 9. Partial dependency plot for style outing longtime, outing from saitama (class:
0, 1, 2)

7 Conclusion

The aim of this study was to analyse how the various factors that suburban
dwellers have individually affect their intention to go out, and to determine the
relationship between these factors and their intention to go out.

The authors illuminated two findings of this relationship. At first, cognitive
distance information has a big influence on intention to go out. Same as the
former study, it is confirmed that (qualitative) cognitive distance is related to
going-out behavior. Second, the main going-out behavior is captured in two
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patterns: general going-out intention and going-out behavior for leisure activities,
and going-out intention to go outside the city and going-out intention to go
outside the district. For the former, the probability of being classified as having
a high intention to go out increases with increasing age. In the latter pattern,
there is little relationship between the change in age and the classification rate
of high intention to go out, but on the other hand, it is suggested that the factor
of preference for going out for a long time has a direct influence on the intention
to go out.

In addition, as a practical contribution, this study was able to explain going
out intention after breaking it down into more detailed factors than conventional
analyses of going out behavior, such as PT surveys. Moreover, the fact that this
study clarified in detail a group of factors closely related to the intention to
go out will enable local governments, for example, to effectively consider what
factors they should address in order to increase the intention to go out among
local residents.
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Abstract. This paper examines the transformative impact of global talents on
local communities through the case study of the “INOW” Project in Kamikatsu,
Tokushima Prefecture. As the local community declines due to population decline,
this study proposes the integration of foreign human resources to sustain the local
community. A case study highlights the successes and challenges of integrating
foreign human resources and the positive impact on local community development.
The study aims to understand the human network changes resulting from the
interaction between local residents and immigrants, and presents amodel of human
network change. The paper discusses in detail the language and cultural barriers,
the role of technology, and the need for connectors to bridge global and local
perspectives. The paper concludes by emphasizing the importance of ongoing
research on the dynamics of global human resource integration in local areas.

Keywords: Sustainable community development · Global Talents ·
Collaborative creation · Human network transformation

1 Introduction

1.1 Background and Problem Statement

The population of Japan reached a peak in 2008 at 128.08 million people; since then,
the population has steadily declined [1]. The country faces several challenges, including
economic stagnation caused by labor shortages due to the decline in the working-age
population and an increased welfare burden due to the rising rate of aging. The impact
of this trend is particularly noticeable in rural communities, where local populations
continue to decline at faster rates due to the migration of young people to urban areas
and a shrinking local economy resulting from an aging population and falling birth
rates. Against this social background, there is a need for new kinds of communities that
include people living outside the local community, rather than closed communities based
on traditional territorial ties to help sustain such rural areas.
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This paper discusses how local communities can be sustained through the integration
of foreign human resources. The impact of internationalization and the global economy
on local communities is inevitable. Developing local resource-based businesses, such
as within the tourism sector, requires human resources familiar with different cultures
and languages. By increasing the diversity of local communities through foreign human
resources with different backgrounds and experiences has the potential to create new
perspectives and solutions to the problems faced by local communities, not only eco-
nomically but also socially. In fact, the Japanese government’s policy of relocation of
the domestic population from cities to regions is a zero-sum game for domestic human
resources. This is why it is important to examine the extent to which foreign human
resources are accepted by local communities and what they bring to the table, and to
explore the possibilities for such integration into rural areas.

1.2 Objectives of the Study

This research is based on a case study of the sustainable tourism project “INOW” in
Kamikatsu, Tokushima, Japan. Kamikatsu is a typical Japanese rural area in the middle
of a mountainous region, that has attracted attention in Japan and abroad for its advanced
efforts in regional development. Newbusinesses ventures such as” “Irodori” and the local
governmental policies related to “zero-waste” are key initiatives that have been carried
out over 20 years ago.However, the city in recent years is facedwith a succession problem
that ensures the future viability of these initiatives due to a lack of human resources.
In addition, many projects depend on public funding, and the private sector has not yet
established a mechanism for reinvestment and reproduction. In order to sustain local
communities in the future, it will be necessary to create businesses based on new local
values and community management that is not based on conventional processes.

In this case study, researchers are trying to understand how the interaction and inte-
gration between local residents and immigrants, born and raised outside of Japan, play
a central role in Sustaining a new community and developing new businesses that are
connected to a global network while situated in a locality. This study aims to: (1) clarify
the changes in human networks through the introduction of foreign human resources and
(2) clarify the successes and challenges that the emerging human networks have brought
to the local communities. Finally, the study then examines the importance of global
human resources in the formation of sustainable local communities in depopulated rural
areas of Japan as new partners for co-creation, rather than “immigrants” as labor.

1.3 Literature Review

This paper does not focus on foreign human resources such as technical trainees or
foreign students. Nor will it be considered as a creative class of class theory. Rather, the
research attempts to provide insight into the potential of foreign human resources from
a regional planning perspective.

In the field of regional planning in Japan, there have been numerous studies highlight-
ing the possibility of community development through the co-creation of external human
resources and local residents. For instance, Maeda et al. (2015) clarified the process of
acquiring neighborhood residents as operators in local festivals and described the role
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of festivals in the formation of resilient communities [2]. However, they do not address
the diversity of external actors that can potentially influence the impact. Similar to this
research, Togashi et al. (2019) present a case study on a twenty-two year collaboration
project with a British architecture school in a small community in Niigata Prefecture that
focused on integrating foreign human resources [3]. The study clarifies how foreign stu-
dents’ participation in local festivals fosters a common awareness among residents and
students and deepens the collaborative relationship. It is evident that the local commu-
nity experiences a transformation from the temporary involvement of an external entity
in a traditional local festival. This paper does not focus on foreign human resources such
as technical trainees or foreign students. This paper provides insight into the changes
in the local network and the impact on the community during the establishment of a
community business co-created by foreign human resources and local residents.

1.4 Research Methodology

This study is based on the authors’ participant observation in the “INOW”. The author
moved to Kamikatsu Town in 2011 and have been involved with INOW as an advisor
since its beginning. This study employed the ethnographic approach to gain an in-depth
understanding of the INOW and behavioral patterns through detailed on-site investi-
gation and participant observation. The researcher resided in Kamikatsu, establishing
close interactions with local residents to collect information on daily life, events, and
the social structure of the community. In addition, this study gathered deeper insights
by conducting semi-structured interviews with INOW project members, referring to the
author’s participatory observation results.

1.5 Research Structure

The chapter is structured as follows. First, Sect. 1 describes the research background,
objectives, literature review, andmethodology. Section 2provides an overviewof the case
study, including the region, project, and projectmembers of INOWthat are interviewee of
the study. Section 3 outlines the process of the case study project from its inception to the
present day. The project underwent qualitative changes in phases, which were identified
as turning points based on the results of participant observation and interviewswith those
involved in the project. Section 4 models the expansion of the global network developed
around the INOW project as a process of network building in the local community.
Section 5 discusses the integration of foreign human resources and the co-creation of
local communities based on the points clarified in this study.

2 Case Study

2.1 Kamikatsu

Kamikatsu is a small town located in Tokushima Prefecture, less than an hour’s drive
from Tokushima City. The town area is divided into five districts. According to 2020
Census data, the town covers an area of 109.63 km2 and has a population of 1,380.
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The population has decreased rapidly since the period of high economic growth, with
the current population being only 22% of what it was in 1950. Additionally, the aging
rate has reached 55.9%. Fifty-five villages of varying sizes are dispersed at elevations
ranging from approximately 100 to 700 m above sea level. These villages experience
high rates of population decline and aging, resulting in weakened communities and
smaller households. The number of foreign residents is 5.

Table 1. Research participants

Name/ID Position Birth Background

Terumi Azuma/T CEO of RDND, LLC Kamikatsu, Japan Born and raised in
Kamikatsu, Terumi is
the chef and owner of
Cafe polestar, a Zero
Waste accredited
business in Kamikatsu

Linda Ding/L Co-founder, supporter Canada Linda moved to
Kamikatsu in 2019 and
co-founded INOW in
2020. In 2023, Linda
moved to Tokyo and
continues to support
INOW

Kana Lauren Chan/K Co-founder, program
organizer and interpreter
(English ⇔ Japanese),
guide

Canada Kana was born and
raised in Canada. Kana
has diverse experiences
studying and working
across Europe and Asia.
She moved to
Kamikatsu in 2020

Sil Van de Velde/S Program organizer and
guide

Belgium Sil was born and raised
in Belgium. Previously
he worked in education,
communications, and
research with a focus on
conservation and
development

2.2 Distinctive Town Initiatives

Over the past two decades, Kamikatsu has steadily gained national and international
recognition for two regional activities: first, Irodori is an agribusiness that produces
the leaves used in Japanese cuisine. Elderly people, with an average age of over 70,
produce and sell the leaves while making full use of computers and reading market



Building a Sustainable Local Community Through Collaborative Creation 291

conditions [4]. The second notable initiative implemented by the town municipality is
a ‘Zero Waste Declaration,’ which was created with the aim to divert all household
waste from landfill and incineration. Kamikatsu was the first town in all of Japan to
make such a declaration. The town has implemented a 45-separation recycling system
and has achieved an impressive recycling rate of 80%. These efforts have gained the
town an international reputation as an environmentally advanced region. In 2019, the
then president of the Zero Waste Academy, a non-profit organization responsible for
promoting zero-waste policies, was elected as co-chair at the 2019 Davos meeting held
by the World Economic Forum [4].

2.3 INOW

This case study focuses on the INOW, a sustainable tourism initiative run byRDND.LLC,
a community development company in the region. The program invites guests to stay in
the village and experience life in Kamikatsu by engaging with local residents through
various activities. In 2021, the program was awarded the ‘Good Life Award’ at the crQlr
Awards, which recognize projects that promote a circular economy [5]. In 2023, the
project received a special award in the transformative travel category of the JAPAN
TRAVEL AWARDS [6]. The project is based in a community with a population of
less than 1,400 people and is developed within a global network of local residents and
members with international backgrounds (Table 1).

3 Results

3.1 Survey Summary

In this paper, an overview of the subject from the launch of the INOW to the present
is described in phases, with qualitative changes in the business as the turning point,
according to the results of the survey shown in Table 2.

3.2 Results

The following section describes the results of the participant observation and in-view
analysis, with a focus on the changes in the human network observed in this case study.

Table 2. Survey Summary

Duration Methodology and Objectives Questionnaire

2019- The author’s observation and
analysis of the impact of global
talents on the local community

(continued)
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Table 2. (continued)

Duration Methodology and Objectives Questionnaire

2023.12–2024.1 Questionnaire survey referring to
Baker (2001) to measure the personal
networks of program participants and
analyze changes in human networks
within the local community centered
on the project [7]

1) Most people discuss important
matters with those around them
from time to time. Looking back
over the past 6 months, who are
the people with whom you have
had discussions about matters of
importance to you?

2) Who are the people you need to
communicate with to get your
work done? (By your work, we
mean your main activity.) Of all
the people with whom you
communicated during the past
6 months, who was the most
important person to complete
your work?

3) Now consider the important new
projects you are currently
promoting or working on. Think
about who you can influence to
get approval for the project or to
secure the people, money, or other
resources you need. Who will you
talk to gain support for your
project?

4) What kind of people do you
socialize with? Socializing
includes spending time together
after work, visiting each other’s
homes, going to events together,
having dinner, etc. In the past
6 months, who is the most central
person you have socialized with
on a daily basis?

2023.12–2024.1 Semi-structured interviews based on
three questions to analyze the impact
of global talents on and received
from the community

1) What value did the connection
with the local community have for
you?

2) What value have you provided to
the local community?

3) What changes are needed for the
local community in Kamikatsu to
accept global talent?



Building a Sustainable Local Community Through Collaborative Creation 293

3.2.1 Phase I. Meeting the Founders (May 2019-)

The INOW started when L visited Kamikatsu in May 2019 and met T at a local cafe.
Impressed by the beautiful scenery and the zero-waste spirit of the locals, L expressed
her desire to live in Kamikatsu to T, who agreed to host her as a homestay guest. T saw
this as an opportunity to broaden her horizons and improve her English skills through
interaction with L.

Around the same time that L began her stay, T received inquiries from people
who wanted to experience the initiatives and lifestyle of Kamikatsu while staying in
Kamikatsu.

T considered how to match those needs for people from diverse backgrounds, espe-
cially those living abroad, to learn about Kamikatsu with the town’s labor shortage. In
consultation with L, she thought about the possibility of accepting additional applicants
as homestay families. In October, the program was launched as the ‘Try Kamikatsu Pro-
gram’ and publicized through a web page. Through the ‘Try Kamikatsu Program,’ T and
L gained an understanding of the global demand for a more comprehensive zero-waste
lifestyle experience in Kamikatsu, including the global market. The participants, many
of whomwere city residents, experienced a lifestyle in Kamikatsu that was very different
from their usual lifestyle and gained a new sense of values through self-reflection. As
a result of this experience, T and L were inspired to create the INOW as a community
business. Despite the impact of the Covid-19 disaster, the project was still attended by
foreigners residing in urban areas of Japan and university students who were unable
to study abroad due to the pandemic. In September 2020, K, who had a Master’s in
Sustainability and Tourism Management joined the project.

3.2.2 Phase II. Global Network Expansion and Business Start-Up (October 2019-)

Around the same time that L began her stay, T received inquiries frompeoplewhowanted
to experience the initiatives and lifestyle of Kamikatsu while staying in Kamikatsu. T
considered how to match those needs for people from diverse backgrounds, especially
those living abroad, to learn about Kamikatsu with the town’s labor shortage. In con-
sultation with L, she thought about the possibility of accepting additional applicants as
homestay families. In October, the program was launched as the ‘Try Kamikatsu Pro-
gram’ and publicized through a web page. Through the ‘Try Kamikatsu Program,’ T
and L gained an understanding of the global demand for a more comprehensive zero-
waste lifestyle experience in Kamikatsu Town, including the global market. The par-
ticipants, many of whom were city residents, experienced a lifestyle in Kamikatsu that
was 180° different from their usual lifestyle and gained a new sense of values through
self-reflection. As a result of this experience, T and L were inspired to create the INOW
project as a community business. Despite the impact of the Covid-19 disaster, the project
was still attended by foreigners residing in urban areas of Japan and university students
who were unable to study abroad due to the pandemic. In December 2020, K, who had
studied sustainability and tourism management at university, joined the project.



294 T. Matsumoto and T. Yabe

3.2.3 Phase III. Expansion of Local Network with Business Diffusion (August
2021-)

Despite the challenges posed by the COVID-19 pandemic, the INOW persevered and
underwent a process of trial and error, resulting in gradual improvements. In September
2020,K, a graduate of Sustainability andTourismManagement, joined the program, con-
tributing to its expansion. Alongwith the increase in the number of participants accepted,
the number of local farmers, chefs, community activists, and creators who participated
as teachers to share the lifestyle and ideas of Kamikatsu with the participants increased
(24 organizations and individuals participated as teachers in 2023). This increase in local
stakeholders has also raised awareness within the local community. Towards the end of
2022, local events that were canceled due to the pandemic were gradually restarted, and
by participating in such activities, L and K have directly expanded their network with
the local community without the need for T.

L and K have gradually had the opportunity not only to participate in community
activities, but also to take responsibility for their own activities. InApril 2022, Lmoved to
Tokyo for personal reasons, and K’s partner, S, joined INOW as amember in Kamikatsu.
The impact of COVID-19 has significantly diminished. INOW’s media exposure has
increased, and the business has entered a growth phase with 152 participants throughout
the year 2023. During the growth phase, the focus was on sharing and growing guests
being welcomed in 2023, which is about two-fold from the previous year. For instance,
a community meeting was set up to discuss the management of the INOW program with
the residents who participated as instructors, so that it was not just a consuming guided
tour, but also the needs of the local side and the pricing of the actual instructor fees paid.
At the December 2023 Christmas market, led by S and K with the aim of benefiting the
local community, new developments were observed, including the reestablishment of
the net.

4 Conclusion

4.1 Model of Human Network Change in the Case Study

Based on the results of participant observation and interviews, this paper clarifies the
changes in human networks in the case study project. As shown in Fig. 1, in this case
study, a chance encounter between local human resources T and L led to the development
of a global network and the establishment of a new community business. Later, L, K,
and S, who are foreign human resources, built a relationship of trust with local residents
through cooperation in local festivals and farming on abandoned land, and became
integrated into the local community.

Recently, a young organic farmer who is a teacher in the INOW program contacted
a Singaporean chef who was a participant in the INOW program to learn about farming
overseas. In this way, local stakeholders are beginning to directly connect with INOW’s
global network to gain new knowledge and business ideas.

In this way, it is clear that the expansion of the network around the case studies
offered new opportunities for the maintenance and development of the local community,
both economically and socially.
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4.2 The Successes and Challenges that the Changes in Human Networks Have
Brought to the Local Communities

Fig. 1. Model of Human Network Change in the Case Study



296 T. Matsumoto and T. Yabe

One of the outcomes of the human network change is a change in the mindset of the
local community. Through interaction with foreigners who immigrated to Kamikatsu,
the host community was given the opportunity to rethink their own perspectives and
seek new ideas and approaches. INOW is one of the new ideas and approaches that
have emerged from the interaction between foreign personnel and local residen. The
impact of the project has the potential to expand in the future, as local residents in the
surrounding areas have also shown a willingness to incorporate foreign knowledge and
experience. However, while the change in human networks has brought such results to
the region, there are alsomany challenges. For example, language barriers are significant,
and in this case study it became clear that the presence of K, who speaks English and
Japanese, plays an important role in the process of deepening relationships with the local
community. Although the foreigners observed in the study use a variety of digital tools
to communicate with relevant parties, language and cultural differences caused varying
conflicts. It is necessary to promote multicultural understanding to aid in minimizing
misunderstanding. In reality, even if these human resources are accepted, there is a
shortage of housing and the city government does not have a department to deal with
them, so strengthening public support is a major issue.

5 Discussion

In this study, the human network that developed in Kamikatsu around the INOW was
expanded and the local community was sustain. Furthermore the impact of the network
involving global human resources on the local society and community in a declining
community was clarified. In this case, while the project was developed globally based
on neoliberal values, the project was promoted not in pursuit of self-interest but with an
emphasis on shared values with the community, or in other words, values of Degrowth
Communism [9]. Rather than the unilateral imposition of values by outsiders in the
region, as has been pointed out in the past, the global human resources raised in different
cultures have been able to build community businesses with a perspective of cooperation
and sharing with the region and with an emphasis on relationships of trust.

However, there are many barriers to the acceptance of global human resources. T’s
presence in this case study is rare in the local community. Although she herself was
born and raised in Kamikatsu, she has had an understanding of multiculturalism since
childhood through zero-waste activities and internships abroad during her college years,
and she believes in the potential to create new value in the community through global
connections. It is clear that she is a connector of local and global human resources, and
local communities need to systematically develop such human resources that can connect
the global and the local. The interview results also revealed that miscommunication due
to language barriers, different cultures and different values create unnecessary conflicts.
The role of digital technology is important in creating a local community of people with
different values. There are many issues that need to be addressed in order for global
human resources to integrate into local communities, such as transparency in decision
making and information sharing processes.

Furthermore, while it will be a future concern in the case study, the potential con-
tribution of technology to the local community is a significant point of debate. This
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includes the maintenance of the expanding global network and the digital community,
which utilizes DAOs as reported in Yabe (2023) [10].

Since this article focuses on business professionals, further investigation is necessary
to examine the changes in local communities that have interacted with global talent
and have expanded from local to global networks. It is clear that global talent plays a
significant role in local communities that are facing depopulation and stagnation. It is
important to continue researching the possibility of networks in rural areas.
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Conversing with Our Cars and the Drive
for More Aware Experiences, Applying Ambient

Theory to Mobile Design

H. Patricia McKenna(B)

AmbientEase, Victoria, BC V8V 4Y9, Canada

Abstract. This paper considers the application of ambient theory for smart cities
to vehicles as an approach to contributing greater understanding to increasingly
more aware mobile environments. A review of the research and practice litera-
ture for people and car interactions is provided as well as for the use of theory
in smart cities, environments, and mobile spaces, enabling formulation of a con-
ceptual framework for more aware driving experiences aided by ambient theory.
Methodologically, an exploratory case study approach is employed combinedwith
an explanatory correlational design in operationalizing the conceptual framework
formulated for use in this paper. Variables of interest such as sharing and access to
public data are identified and assessed in relation to awareness, in search of patterns
and relationships. Findings also emerge for awareness through online conference
polling and in relation to the everyday driving experience, employed to gain insight
into vehicular conversing and interacting. Limitations, challenges, and opportu-
nities are identified giving rise to rich spaces for debate and exploration among
vehicle manufactures; software developers; urban researchers, practitioners, and
planners; and community members going forward.

Keywords: Ambient Theory · Attention · Attuning · Awareness · Conversational
AI · Data Access · Data Sharing · Design ·Mobile Spaces · Privacy · Smart Cities

1 Introduction

This paper is motivated by the need for developing more awareness about evolving data
and information systems in everyday life, particularly in the vehicles we drive. While
Suplee (2016) [1] highlights the importance of behavioral science for learning about
“how drivers interact with their vehicles” and in turn influencing design changes for
improved safety and trust, there seems to be less discussion of the notion of awareness
and aware environments. For example, regarding privacy, Bajak (2023) [2], referring to
work by the Mozilla Foundation (Caltrider, Rykov, and MacDonald, 2023) [3], points to
the “failure” on the part of vehicle manufacturers where owners are said to “have little
or no control over data collected” in that, personal information – think vehicles with
many data collecting sensors, microphones, cameras – is being sold with few details
about buyers and 50% of manufacturers are said to have indicated “they would share”
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such information “with the government or law enforcement without a court order.”
Given the pervasiveness of data and information systems, ambient theory for smart
cities (McKenna, 2021) [4] is explored in this paper as a way of understanding such
systems and gaining greater awareness while acknowledging that various other theories
have been advanced in support of increasing the understanding of smart cities, spaces,
and environments.

To the extent that ambient theory for smart cities is concerned with awareness in
relation to people and technologies in smart environments (McKenna, 2023) [5], it
would seem to be particularly appropriate for this exploration. Guided by the literature
review, and the components and characteristics of the conceptual framework for ambient
theory in smart cities [4], a way forward is advanced for smarter and more aware driving
experiences. Methodologically, the experience of everyday use is employed, through
an exploratory case study approach combined with an explanatory correlational design,
to provide insight into conversing and interacting with our car as part of the driving
process/episode.

As such, the main objective of this paper is to explore application of ambient theory
for smart cities to mobile in-car environments.

2 Background

Streitz (2021) [6] points to concerns with privacy associated with “smart cars” as “a
design challenge” since “[t]he explosion of surveillance, monitoring, and data harvesting
systems shows that privacy and control of data about our personal behavior in public
spaces is not possible.” In response to the “design challenge” of “how to communicate
the actions and interactions possible in smart environments” where “people are not
aware how their behavior is being tracked” with AI (artificial intelligence) and other
technologies, the need arises for “new types of affordances” in the form of “hybrid
affordances” accommodating real and virtual world experiences that “provide guidance
in understanding the specific situation” (Streitz, 2021) [6]. Heineke, Laverty, Möller,
and Ziegler (2023) [7], in a recent McKinsey report, indicate that “private cars are
still the most popular mobility mode” when compared with walking, public transport,
ride hailing and taxi, micromobility (e.g., scooters, bikes, etc.), and robotaxis, although
this is projected to shift by 2030 and 2035 to lesser and greater degrees globally in
cities and surrounding areas. In this evolving landscape, the importance of awareness
in mobile environments and the experience of people-technology interactions is one of
many urban spaces to understand. In an interview with Azeem Azhar (Azhar, 2023) [8],
Alex Kendall, CEO of Wayve, an autonomous driving startup, speaks of version 2 of
autonomous vehicles (AV2.0) and the importance of “an industry-first vision-language
action model” that enables AI technologies to “see and act, drive a car” and crucially,
“ground it in language” that in turn enables potentials “to interact and talk to our car and
literally ask it questions” about “why and what its doing to prompt it to drive in a certain
way” as in, a “model lingo” (LINGO-1) and with such “capability” we can begin “to
understand why it made decisions, debug and interpret the system and get it to explain
its actions and text.” For Kendall [8] such interaction capability “just democratizes
access to understanding it and opens up a whole new range of possibilities and trust and
interoperability.”
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2.1 Definitions

Definitions for key terms used in this paper are provided here based on the practice and
research literature.

Ambient. McCullough (2015) [9] describes ambient in a variety ofways including “that
which surround but does not distract” and “an awareness of continuum and continuum
of awareness.”

Ambient Computing. Ambient computing is described by Business Insider (2023)
[10] as “a world where there is no need for conscious interaction as billions of devices
will work invisibly in the background and only come to the fore when necessary.”

What follows is a theoretical perspective providing a review of the research and prac-
tice literature; themethodology; results and discussion; limitations and future directions;
and the conclusion.

3 Theoretical Perspective

This paper provides a review of the research and practice literature focusing on the
evolving designs of 21st century vehicles in support of people and car interactions on
the one hand, and the use of theory in smart cities, environments, and mobile spaces, on
the other.

3.1 People and Car Interactions

Kouatli (2015) [11] advances the notion of “computing with words (CWW)” drawing on
thework ofZadeh (2002) [12] as away to “talk” or conversewith our cars.As such,CWW
is said to provide a way of augmenting, rather than replacing “computing with numbers
to give machines a human like intelligence” in order to “communicate with vehicles
using the same linguistic variables we use” with each other such as “closest”, “Highest
speed”, “extreme left” and the like (Kouatli, 2015) [11]. Lee and Kim (2017) [13] claim
that automobiles are undergoing a transformation into “smart cars” which they describe
as “a prosthesis that assists the driver” and this is “enhancing the original function of
the car” giving way to “a new place environment to the driver” consisting of “a hybrid
space where information space and actual space are fused.” Categories of technology
are said to include safety, convenience, and sensibility where speech recognition and AR
(augmented reality in the real world) display appear in the sensibility category [13]. Lee
andKim (2017) [13] found that “the degree of use, ease of use, and user satisfaction were
low in [the] case of sensibility technology such as speech recognition” and this is perhaps
not surprising given the year of the study, the ongoing evolving of technologies for cars,
and the presence of complementary technologies for cars enabled through smartphones
and Apple’s CarPlay and the use of Siri and the like. Townsend (2020) [14] speaks
in terms of “attention” in the context of autonomous vehicles and the need for “a far
more cautious approach” suggesting that “our eyes, ears, and minds must be managed as
carefully as torque, throttle, and traction.” Townsend (2020) [14] claims that “Kia built a
concept car that uses facial scans to identify and read its occupants’ emotions to fine-tune
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content recommendations” and suggests that “[o]ne likely business model for the self-
driving age” may be “the capture and monetization of our attention” going so far as to
speak of “an infrastructure of attention” and an “attention machine” with the capability
to “scan, study, and steer.”We need only think of conversational AI chatbots such as Siri,
Alexa, and so on “marking a shift towardmore conversational data interactions” and this,
according to Hazel (2023) [15], “turns data interaction into a casual conversation.” It is
worth noting that Derakhshan et al. (2022) [16] identify a decline in trust in autonomous
vehicles even though in virtual reality (VR) explorations, “a self-explaining car has a
positive impact on trust and perceived usefulness.” According to Business Insider (2023)
[10], ambient computing is heavily reliant on sensors and smartphones and their enabling
of contextual awareness, in support of various applications, including “transforming the
driving experience” focusing on the personal “needs and preferences of the driver and
occupants.”

McCullough (2023) [17] calls for a revisiting of the notion of ambient information
in the city in the contextualizing of AI. Blum (Thompson, 2023) [18] highlights the
challenges of building AI driven machines, noting that “[h]umans and machines don’t
speak the same language” using the example of instructing “your automated car” to “park
in the shady spot under the tree”, a big ask since “the vehicle needs to look at its image
of the surrounding area and find the right spot” as well as “understand the words tree and
shade and translate them into bits and bytes” not tomention “figure out that youmean the
tree on the right, not the one on the other side of the street.” Evans (2023) [19] describes
the argument by GM that the use of smartphones in cars is a safety issue, promoting
instead the use of in car systems for navigation, audio, and so on. And yet, customers
are said to prefer CarPlay and other products that seem to work well with smartphones
for navigation rather than “sub-par in house navigation systems” often found in vehicles
where “[v]oice controls in cars are nothing new, but they’ve long been even worse than
automaker navigation systems.” Also of note is the issue of having “full access to the
vehicle’s systems” (Evans, 2023) [19] so as to “handle calls and texting through any
Bluetooth-paired phone” but also to “control the audio, navigation, climate, and more
all while the driver keeps their hands on the wheel and their eyes on the road” yet, despite
increased capabilities over time of applications such as CarPlay and Android Auto, it
is said they “still don’t have access to most of those systems.” The issues of “money
and data” are also highlighted by Evans (2023) [19] regarding “access to, control over,
and ownership of data generated in the vehicle.” Evans [19] stresses that “[r]egardless
of whose software the driver is using, enormous amounts of data are being collected on
how they drive, where they go, the apps they use while driving, and more” and this is
important because such “data is valuable to the automakers and tech companies both for
customer research as well as to be anonymized, packaged, and sold to third parties.”

Table 1 provides an overview by author from 2015 to 2023 of people and car interac-
tions highlighting a range of elements. In summary, elements emerging from this review
of the literature for people and car interactions pertain to computing with words [11],
smart cars [13], infrastructure of attention [14], trust and autonomous vehicles [16],
context awareness [10], safety [19], conversational data interactions [15], and ambient
information and AI [17].
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Table 1. People and car interactions.

Author Year People and car interactions

Kouatli 2015 Computing with words for talking to cars

Lee & Kim 2017 Smart cars

Townsend 2020 Infrastructure of attention

Derakhshan et al. 2022 Autonomous cars and declining trust

Business Insider 2023 Ambient computing and contextual awareness

Evans 2023 Safety and car system interactions

Hazel 2023 Conversational data interaction

McCullough 2023 Ambient information revisited, contextualizing AI

3.2 Theory and Smart Cities, Environments, and Spaces

Harrison and Abbott Donnelly (2011) [20] advanced the need for developing a theory
of smart cities enabled by instrumentation and the use of information technologies, in
making “the invisible visible.” Camacho, Foth, Rakotonirainy, and Rittenbruch (2017)
[21] employ activity theory, said to be “concerned with the notion of human activity and
the historical, cultural, and contextual elements that shape activity and consciousness”,
to the study of urban rail in-vehicle activities in terms of needs and behaviors in an effort
to provide a “depiction of what defines, shapes, and restricts in-vehicle activities in the
context of public transport.” By contrast to technology-driven foundational approaches
to smart cities, Streitz (2019) [22] offers the perspective of moving “beyond ‘smart-
only’ cities towards humane, cooperative hybrid cities.” Batty (2020) [23] speaks of
high frequency and low frequency cities where the former refers to changes in very brief
time intervals such as seconds, minutes, hours, or days and the latter refers to years,
decades, centuries, and the like, requiring a rethinking and “reinvigorating” of theory
to assist in understanding “complexity, simulation, and new forms of data mining and
perhaps artificial intelligence (AI).” McKenna (2021) [4] advances ambient theory for
smart cities focusing on awareness and the interplay of one or more elements such as
adaptive, dynamic, emergent, interactive, and pervasive “involving people and technolo-
gies, contributing to smart environments, and new action potentials.” Ammara, Rasheed,
Mansoor, Al-Fuqaha, and Qadir (2022) [24] provide a review of the research literature
pertaining to systems theory as an approach for understanding smart cities, offering a
system of sub-systems (SoS) approach. Christou (2023) [25] undertakes to investigate
the potential of AI in the building or advancing of theory. According to Christou (2023)
[25], “the researcher’s cognitive input and evaluative skills are essential to the progress
of theory development” while AI provides “a valuable means and tool” but does not
“generate theory.” It is worth noting that Christou (2023) [25] identifies several dynam-
ics and benefits of AI for theory building, one of which is “stimulation and awareness
dynamics” that seem to encompass inspiration and insight.

Table 2 provides an overview by author from 2011 to 2023 for theories pertaining to
smart cities, environments, and spaces. In summary, elements emerging from this review
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of the literature for theory advanced for smart cities, environments, and spaces pertain to
smart cities and information technology [20]; activity theory and human activity [21]; a
moving beyond ‘smart-only’ cities towards humane, cooperative hybrid cities [22]; high
and low frequency cities theory for understanding complexity, simulation, and data/AI
[23]; ambient theory [4] focusing on awareness for understanding people and technology
interactions in dynamic, adaptive, and emergent environments; systems theory [24] as
a system of sub-systems for understanding smart cities; and the possible use AI in the
building or advancing of theory [25], drawing on “stimulation and awareness dynamics”
among other dynamics.

Table 2. Theory and smart cities, environments, and spaces.

Author Year Theories

Harrison & Abbott Donnelly 2011 Theory of smart cities

Camanco et al. 2017 Activity theory and human activity

Streitz 2019 Beyond ‘smart-only’ cities towards humane, cooperative
hybrid cities

Batty 2020 High and low frequency cities

McKenna 2021 Ambient theory

Ammara et al. 2022 Systems theory

Christou 2023 AI potential in theory building or advancing of theory

3.3 Conceptualizing Ambient Theory for More Aware Driving Experiences

As shown in Fig. 1, ambient theory for smart cities in the image on the left, as advanced
byMcKenna (2021) [4], consists of three propositions involving 1) awareness in relation
to the two key components of – technologies and people; 2) awareness-based spaces,
that foster an evolving interplay of one or more elements, such as – adaptive, dynamic,
emergent, interactive, pervasive; and 3) meaningfully involving people in action. It is
worth noting that “awareness, sensing, and meaningful involvement” are said to “denote
conditions indicative of when and where ambient theory will hold in the context of smart
cities, environments and regions” (McKenna, 2021) [4]. As such, it would seem that the
adaptive, dynamic, emergent, interactive space of a car with many sensors, cameras, and
the like would be indicative of a space accommodating ambient theory and to this end,
the image on the right in Fig. 1 shows an application of ambient theory to the design
of mobile spaces, in this case, the car environment and the interactive, conversational
activities occurring as part of the driving experience.

Among the activities coming into play as the driver and car engage in interaction are
destination choice, route planning, pattern detection and learning, data generation, data
access, awareness of other vehicles, and the like. Operationalization of the framework
for use in this paper is described in the Methodology section.
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Fig. 1. Conceptual framework for more aware driving experiences with ambient theory.

4 Methodology

This paper uses an exploratory case study approach, said to be particularly important
(Yin, 2017) [26] for the study of contemporary phenomena, everyday car use in this
case, combined with an explanatory correlational design, where the former is used to
assist in explaining the latter [26]. Ambient theory for smart cities is used to guide the
exploration in mobile environments in this paper using awareness and other variables
emerging from the literature review. Through an online webspace, people were invited
to participate in the study and during sign up, demographic data were gathered including
age range, gender, location, and self-categorization (e.g., educator, student, community
member, to name a few). Study participants span the geographic areas of North America,
Europe, and theMiddle East. Data collectionmethods included use of a pre-tested survey
instrument with closed and open-ended questions pertaining to smart cities and in-depth
interviews using a pre-tested interview protocol. As an exploratory study, questions
pertaining to awareness, trust, privacy, and so on were not defined or described but
simply included as options for selection in relation to smart cities. Results provided in
Sect. 5 include the questions as posed in the survey. In parallel with this study, data were
also gathered systematically through individual and group discussions across a range of
sectors in Canadian cities (e.g., Toronto, Vancouver, and Victoria). Overall, an analysis
was conducted for n= 79 consisting of 42% females and 58% males for people ranging
in age from their 20s to their 70s.

Additionally, online conference poll spaces across sectors involving human com-
puter interaction (HCI) (McKenna, 2022) [27] and future technologies (Chauncey
and McKenna, 2023) [28] are explored as a way of gathering data in the real-world
networking spaces of researchers, students, practitioners, and other interested attendees.
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5 Results and Discussion

As shown in Table 3, when asked to assess the extent to which factors such as awareness
contribute to the making of smart cities, on a Likert type scale where 1 = Not at all
and 7 = Absolutely, 25% of survey participants responded at position 5 (Sort of), 25%
at position 6 (Sure) and 50% at position 7. Noting that social media and other aware
technologies give rise to many possibilities, when asked to assess elements such as
sharing for such possibilities, 25% responded at position 6 (Sure) and 75% at position
7.

Table 3. Correlation between assessments of awareness and sharing.

Variables Assessments Correlation

Awareness 5 (25%); 6 (25%); 7 (50%) .27

Sharing 6 (25%); 7 (75%)

Using the Real Statistics add in forMicrosoft Excel (Zaiontz, 2023) [29], a Spearman
correlation coefficient for ordinal data of .27 emerges between the variables of awareness
and sharing (Table 3) and, according to Creswell (2018) [30], for correlations in the .20
to .35 range “there is only a slight relationship.”

As shown in Table 4, when asked to assess the extent to which factors such as trust
contribute to increased value for data in smart cities, 25%of participants selected position
6 on the scale; and 75% selected position 7.

Table 4. Correlation between assessments of awareness and trust.

Variables Assessments Correlation

Awareness 5 (25%); 6 (25%); 7 (50%) .27

Trust 6 (25%); 7 (75%)

Using the Real Statistics add in forMicrosoft Excel (Zaiontz, 2023) [29], a Spearman
correlation coefficient for ordinal data of .27 emerges between awareness and trust
(Table 4).

As shown in Table 5, when asked to assess the extent to which factors such as privacy
contribute to increased value for data in smart cities, 50%of participants selected position
6 on the scale and 50% selected position 7.

Using the Real Statistics add in forMicrosoft Excel (Zaiontz, 2023) [29], a Spearman
correlation coefficient for ordinal data of−.23 emerges between awareness and privacy,
revealing an inverse or negative relationship such that as one variable increases the other
decreases (Creswell, 2018) [30].

In Table 6, using attuning to urban spaces as a proxy for context awareness in
mobile environments (automobiles), when asked to assess the extent to which factors
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Table 5. Correlation between assessments of awareness and privacy.

Variables Assessments Correlation

Awareness 5 (25%); 6 (25%); 7 (50%) -.23

Privacy 6 (50%); 7 (50%)

such as attuning to urban spaces contribute to the making of smart cities, 25% of survey
participants responded at position 5 (Sort of), 25% at position 6 (Sure) and 50% at
position 7. When asked to assess the extent to which factors such as access to public
data contribute to the livability of a smart cities, 25% of participants selected position
4 (neutral) on the scale; 25% of participants selected position 5 on the scale; 25% of
participants selected position 6 on the scale; and 25% selected position 7.

Table 6. Correlation between assessments of attuning and access to public data.

Variables Assessments Correlation

Attuning to urban spaces 5 (25%); 6 (25%); 7 (50%) .63

Access to public data 4 (25%); 5 (25%); 6 (25%); 7 (25%)

Using the Real Statistics add in forMicrosoft Excel (Zaiontz, 2023) [29], a Spearman
correlation coefficient for ordinal data of .63 emerges between attuning and access to
public data and, according to Creswell (2018) [30], correlations in the .35 to .65 range
“are useful for limited prediction.” A wide spread of responses occurred for access to
public data including 25% neutrality at position 4.

In summary, while findings from this exploration shed light on the importance of
awareness in relation to people and technologies in smart environments and the degree
of correlation with other variables pertaining to interactions, such as sharing and access
to public data, the nature of the relationships that emerged suggest the need for further,
larger studies involving additional variables and perhaps more direct variables. Also,
in view of the work by various researchers on neutral responses to survey questions
(Fakhrhosseini and Jeon, 2017; Nadler, Weston, and Voyles, 2015) [31, 32], an avenue
for further exploration emerges for the access to public data variable. Also, the inverse
correlation between awareness and privacy gives rise to questions about the coexistence
of awareness and privacy in smart environments, perhaps confirming the need identified
by Streitz [6] for “hybrid affordances” accommodating virtual and physical spaces,
attentive to specific situations involving say – awareness by city administration about
the mobility behavior of citizens (e.g., tracking traffic data); or citizens being aware of
changes in the urban space (e.g., new buildings, new streets, new routings of traffic on
streets or change of one-way streets, street lights); or the reporting of potholes in city
streets.

Additionally, through online polls conducted on the Whova platform during two
separate conference events, the following findings emerged. First, in response to a poll
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conducted at the FutureTechnologiesConference in 2021 (Table 7) onheightened aware-
ness, from a total of 16 responses, 44% of respondents selected a) Cultural events; 19%
selected b) Economy; 31% selected the c) Urban mobility option; and 6% selected d)
Other.

Table 7. FTC2021 poll 1 pertaining to awareness. Poll 1 (FTC2021): Where do you notice ‘the
ambient’, as in, ‘heightened awareness’ in your city?

Options Responses (n = 16)

a) Cultural events 44%

b) Economy (e.g., smart products, recommending of products, etc.) 19%

c) Urban mobility options 31%

d) Other 6%

Secondly, as shown in Table 8, during the Future Technologies Conference in 2023
(Chauncey and McKenna, 2023) [28], the poll poses a question pertaining to awareness
while driving which sheds light on the importance of smart products, urban mobility
options, and other factors such as data privacy, distraction, and the augmenting of human
capabilities.

Table 8. FTC2023 poll pertaining to ‘awareness’ in mobile spaces. Poll (FTC2023): Considering
use of AI in mobile environments, such as the cars we drive, identify how conversational AI may,
or may not, assist us to improve our awareness?

Poll Options Responses (n = 9)

a) Augments our driving capabilities (e.g., navigation, etc.) 11%

b) Uses data collected to improve navigation and other driving assistance 56%

c) May cause distraction, affecting our awareness and driving capabilities 11%

d) Leaves us unaware of all or any data being collected 11%

e) May compromise our privacy if data collected are shared with
unknown third parties

11%

f) Other 0%

In response to this poll (Table 8), from a total of 9 responses, 11% of respondents
selected a); 56% selected b); 11% selected c); 11% selected d); and 11% selected e),
with no responses for the “Other” category.

In summary, poll findings in 2021 (Table 7) show the relative importance of urban
mobility options in relation to “heightened awareness” at 31%. Poll findings in 2023
(Table 7) pertaining to awareness aided by AI show the importance of data collected
to improve navigation and other driving assistance at 56% while all other concerns
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pertaining to augmenting capabilities, distraction, data collection, and privacy show
equal importance at 11%.

Overall, it would seem that awareness is a key element inmobile smart environments,
the importance of which could perhaps be better understood with the aid of ambient
theory for smart cities, environments, and spaces (McKenna, 2024) [33] in accommo-
dating the emergent, dynamic, interactive, and pervasive nature of such environments
while allowing for action, in the form of variables explored, including conversations and
experiences, involving people and technologies.

6 Limitations and Future Directions

Limitations of this work pertain to the small sample size for the explorations conducted,
and this is mitigated by the opening of opportunities for researchers and practitioners
going forward to further explore the variables used in this paper as well as other variables
(e.g., learning, etc.) in other mobile venues (e.g., such as autonomous vehicles) and
geographic areas.

Caution is urged in the interpretation of conference poll results since it should be
noted that participation in online conference polling and other activities on the Whova
platform is perhaps motivated in part as a way of garnering leaderboard points, yet
participants did choose to respond to our polls on the questions posed (Table 7 and Table
8), among the many other polls to choose from.

While the variable access to public data was explored in this paper, going forward
it may be important to explore questions such as whether the private vehicle data being
generated becomes essentially public data if sold to, or shared with, third parties.

7 Conclusion

In conclusion, this exploration of awareness and aware environments through application
of ambient theory to the design of mobile environments, focusing on the interactions
betweenpeople and their in-car driving experiences in increasingly technology-pervasive
spaces, highlights the importance of data on the one hand, and the challenges in learning
more about the nature of relationships with variables such as trust and privacy in smart
environments, on the other hand. This paper is significant in that a relatively new, real-
world theory [4] in the evolving domain of smart environments is being applied and
further tested and validated, in relation to mobile environments. Additionally, focusing
on data and information sharing and access to public data, ambient theory for smart
cities is being generative possibly of new approaches to awareness in support of trust,
pertaining to urbanmobile design while contributing to ongoing understandings of smart
cities and environments and associated potentials. As such, this paper encourages uptake
and ongoing use of theories for smart cities through exploration, testing, and discussion,
while also highlighting the critical importance of enabling and increasing our human
awareness capabilities.

Disclosure of Interests. The Author Has no Competing Interests to Declare that Are Relevant
to the Content of This Article.
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Abstract. In the context of Kenyan Safari Game Drives, which tradi-
tionally rely on visual scouting and intermittent communication, chal-
lenges arise regarding the effectiveness of animal detection and envi-
ronmental conservation. Consequently, animals experience stress, and
tourists encounter difficulties in observation due to obstruction by other
visitors. Addressing these challenges involves maintaining animal welfare
while enhancing tourist satisfaction. To revitalize post-pandemic tourism
and enrich safari experiences, this study proposes a wildlife spotting and
sharing system. The proposed method integrates wildlife detection and
sharing technologies guided by three core principles: preserving encounter
serendipity, regulating information access, and promoting environmental
conservation. The system architecture incorporates sensors, GPS, and
tablet terminals to facilitate real-time data collection, animal identi-
fication, and information dissemination. This approach aims to foster
an engaging, efficient, and environmentally conscious wildlife spotting
and sharing experience, potentially establishing a model for sustainable
wildlife tourism in comparable wildlife-rich regions.

Keywords: Wildlife Spotting · Game drive · Navigation System ·
Animal protection · Entertainment

1 Introduction

Kenya’s wildlife tourism sector heavily depends on game drives as a central
attraction, offering visitors a unique chance to engage with the natural environ-
ment and witness a diverse range of wildlife. Game drives, symbolic of Kenyan
tourism, occur in natural wildlife habitats like nature reserves and wildlife sanc-
tuaries. During these excursions, tourists embark on specially-designed vehicles
to observe wildlife in their natural habitat, accompanied by experienced guides
who explain the behaviors and habits of the animals. These expeditions, often
lasting several hours or days, offer visitors the chance to witness a spectacular
variety of wildlife, including lions, elephants, zebras, giraffes, and others, while
appreciating the natural beauty and biodiversity of the ecosystem. The appeal
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of game drives in safari is often enhanced by unexpected wildlife encounters,
which typically rely on visual scouting by guides and the occasional exchange of
sightings information between tourism vehicles.

The global tourism industry, including Kenya, has experienced a notable
decline in the wake of the COVID-19 pandemic. As part of the efforts to rejuve-
nate Kenya’s tourism sector, the revitalization of game drives has emerged as a
pivotal strategy. However, the existing manual practices of animal spotting and
information exchange during game drives are plagued by inefficiencies. Instances
arise where tourists spend extended periods on drives with few wildlife sightings.
On the other hands, the clustering of multiple vehicles around sighted animals
may cause stress to the wildlife, highlighting the necessity for a more structured
information-sharing mechanism that prioritizes animal welfare.

As Ranaweerage et al. [8] argue, the presence of tourists during elephant-
watching activities in protected areas of Sri Lanka significantly increases the
frequency and duration of alertness, fear, stress, and aggressive behaviors among
different age and sex groups of elephants. Additionally, Kays et al. [5] mention
the potential for tourist behavior to decrease the population of wild animals and
disrupt the activity patterns of these animals. Balancing the improvement of
animal sighting detection and sharing, while preserving the thrill of unexpected
wildlife encounters, poses a complex challenge to be solved.

The objective of this study is to conceptualize, construct, and assess a
wildlife spotting and sharing system tailored for Kenyan game drives. This sys-
tem, named SafariCast, aims to investigate its effectiveness within safari game
drives. Moreover, the study seeks to examine how SafariCast could integrate the
improvement of animal detection and information dissemination among tourists
while maintaining the integrity of the genuine safari experience characterized
by unexpected wildlife encounters. In the context of the post-pandemic land-
scape, characterized by the imperative of revitalizing tourism as a cornerstone
of Kenya’s economic recovery, this study assumes a distinct and pivotal role. The
forthcoming insights have the potential to outline a framework for integrating
technology into wildlife conservation endeavors, tourist engagement strategies,
and the sustainable management of game drives. Such a framework could estab-
lish a precedent not only for Kenya but also for other nations abundant in
wildlife, offering a sustainable approach to enhancing wildlife tourism experi-
ences.

In summary, our key contributions are the following.

– We identified inefficiencies in current wildlife spotting and information sharing
practices during game drives in Kenya, such as prolonged periods with few
wildlife sightings and stress caused to animals by clustering vehicles.

– We introduced SafariCast, a system designed to enhance wildlife spotting and
sharing experiences during Kenyan game drives. SafariCast aims to improve
effectiveness, efficiency, and tourist engagement while maintaining the authen-
ticity of the safari experience.
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– We developed SafariCast as a solution, addressing discussions on sustainable
tourism and wildlife conservation by balancing economic benefits with envi-
ronmental and wildlife welfare considerations.

2 Related Works

The intersection of animal detection and location-sharing systems presents an
innovative interdisciplinary approach to enriching wildlife spotting experiences
during game drives. Exploring relevant research in these fields sheds light on the
progression of methodologies and technologies, laying a sturdy groundwork for
the proposed study. For instance, Kim et al. [6] argue that monitoring and pre-
dicting tourists’ spatial movement patterns from mobile phone data hold promise
in contributing to biodiversity management in protected areas. Additionally, Bar-
ros et al. [1] forecasted peak visitation periods by tourists using geotag data and
validated the potential utility of visitors’ time patterns as surrogate indicators
for visitation rates.

2.1 Animal Detection

Park et al. [7] explore a cloud-based system used in a Smart Farm environ-
ment for real-time animal monitoring and detection. This system is designed to
oversee the health and behavior of animals, providing alerts in case of abnormal-
ities, ultimately ensuring the welfare of livestock. Karlsson et al. [4] focus on the
tracking and identification of animals within a digital zoo context. The study
is geared towards monitoring the location and behavior of animals, with a digi-
tal platform developed to disseminate information to visitors, thereby enriching
their zoo experience.

2.2 Wildlife Communication Systems

The ZebraNet project [3], as explored by Jones et al., investigates energy-
efficient computing techniques for wildlife tracking. This research outlines the
design tradeoffs entailed in developing a system that optimizes energy efficiency
while effectively tracking wildlife, offering early experiences and lessons from the
ZebraNet deployment. Nisrine et al. [2] delve into a smart system for the col-
lection and sharing of real-time vehicular mobility traces. Although the context
differs, the methodologies and technologies explored could be relevant to devis-
ing an information-sharing system between vehicles during safari drives, ensuring
efficient communication about wildlife sightings while minimizing environmental
impact.

These studies collectively constitute a mosaic of methodologies, technologies,
and experiences that could inform the design, development, and evaluation of
SafariCast in the distinctive setting of Kenyan Game Drives. The gleaned insights
from these studies could potentially steer the harmonization of animal detec-
tion enhancements with the preservation of authentic safari experiences, aiming
towards a sustainable and engaging wildlife spotting and sharing endeavor.



314 K. Shimura et al.

3 SafariCast

Our proposed system, SafariCast, aims to reconcile environmental conservation
with tourist satisfaction. This approach has centered around three core elements:
maintaining the serendipity of encounters, restricting crowding, and equalizing
opportunities for encounters.

3.1 Requirements

Encountering wildlife during a game drive is inherently thrilling. Our approach
aims to implement a structured information-sharing system while maintaining
this excitement and considering stress on the animals.

Equalizing Opportunities for Encounters. Currently, one-to-one informa-
tion sharing among local guides is the primary means of communication during
game drives, which is not an efficient method of information sharing. Our pro-
posed approach seeks to collect, distribute, and maximize participant satisfaction
with location information of animals from all participants.

Maintaining the Serendipity of Encounters. Providing excessive infor-
mation to tourists may diminish the element of surprise and could potentially
impact the habitat of animals. We will establish a system that limits tourist
access to information. The priority of shared location information is determined
by the encounter history of vehicles with animals and the distance from the ani-
mals. Additionally, shared location information will be displayed as an ambigu-
ous circle rather than pinpointed locations. This preserves the excitement of find-
ing animals, makes animals easier to find, and prevents vehicles from clustering
around animals. Furthermore, by limiting information disclosure, we maintain
situations where vehicles are less likely to become overcrowded.

Restricting Crowding. Due to the tendency for vehicles to cluster around
spectacular events such as sightings of the Big Five (elephant, buffalo, lion,
leopard, and rhinoceros) or crossings of the Mara River, mechanisms will be
introduced to regulate vehicle approaches when the threshold number of vehicles
is near target animals or areas. This prioritizes animal welfare and minimizes
impacts on habitats.

3.2 Implementation

To facilitate information sharing on SafariCast, it is necessary to have equip-
ment for capturing animals and software for processing information. Below, we
enumerate the equipment to be installed on each vehicle and the software used
for exchanging information. The system architecture is shown in Fig. 1.
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Fig. 1. The system architecture of SafariCast consists of both hardware and software
components, with data being processed on the SafariCast Cloud.

Hardware Components. Each vehicle is equipped with a tablet device that
displays the safari map, current location, vegetation, and the probability range
of animal presence based on previous encounters. Sensors utilized by the device
include:

– GPS: To acquire precise location data of vehicles and potential sighted ani-
mals.

– Camera: To capture images.

We presume that internet connectivity is available within the safari area. In
fact, we have already verified that the mobile network (LTE network) covers a
broad expanse of the safari.

Software Components.

– Image Analysis: To identify animals from captured photos by deep learning
models.

– Navigation Map: Provides users with real-time visual surroundings.
– Wildlife Location Acquisition Function: Obtains and displays precise wildlife

coordinates nearby.

3.3 Information Sharing Procedure of SafariCast

The details of SafariCast’s information-sharing procedure are explained here.
The flow of information sharing in SafariCast is depicted in Fig. 2, where Safari-
Cast calculates priorities based on the number and rarity of encountered animals
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and determines whether to share information accordingly. Once shared, the ani-
mal’s location is displayed on the tablet screen, allowing participants to make
informed decisions.

Fig. 2. This represents the flow of information that is notified to tourist vehicles.
Tourists can choose whether to receive information about animals. Also, if tourists are
clearly not heading towards their destination, they can turn off the display.

Animal Discovery. Animal discovery is conducted through cameras installed
in vehicles. The camera is not continuously recording but is assumed to start
recording when the vehicle stops. Upon animal discovery, a few frames of
recorded video are uploaded to SafariCast. From these uploaded images, the
species, total count, and estimated distance to the animal are inferred. Based
on the information obtained from the images, SafariCast updates the encounter
history of the discovering vehicle. It also evaluates the impact of the images on
other individuals and shares the information. In the example of Fig. 2, Vehicle 0
has discovered animals.

Conditions for Receiving Notifications. In SafariCast, information is
shared among vehicles based on their priority rankings. When delivering infor-
mation, the priority of all vehicles is compared, and information is distributed
in descending order of priority values. From the perspective of wildlife conserva-
tion, an entry restriction of up to 5 vehicles within a 1km radius of the animal
is implemented. In the example depicted in Fig. 3, since there are already 2
vehicles within a 1km radius of the animal, the next 3 vehicles will receive the
information.
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Delivery Restrictions. When the total number of vehicles receiving animal
location information and the total number of vehicles within a 1km radius of the
target animals (restricted entry zone in Fig. 3) reach the capacity (5 vehicles),
notification delivery stops. Once the capacity limit is below, notification delivery
resumes. When counting the capacity limit, the vehicle that first discovered
the animals is also included. If a rarer animal is found within a 1km radius of
animals already discovered, notifications are updated to inform about the rarer
one. If there are no updates in observation information within the same zone,
notification delivery stops 15min later.

Fig. 3. This diagram illustrates the flow of information sharing related to animal A1.
The location information of animal A1 is disseminated to vehicles with high priority
values. However, vehicles that have already encountered the same animal as A1 or
vehicles within the restricted area do not receive information sharing.

Notifications. Figure 2 illustrates the screen transitions of the tablet devices in
each vehicle. Each vehicle’s tablet device receives a notification: “Lion sighting.
Do you want to acquire this information?” This notification can be declined.
If declined, it is forwarded to the next participant. Once received, the vehicle
cannot freely cancel the notification until it enters the zone of the target animals.
If the receiving vehicle is evidently not heading towards the zone of the target
animals, a message is sent to the participant: “It seems you are not heading
towards the target animals. Do you want to cancel?” The user is notified and
can choose whether to cancel or not. If the search is interrupted in this manner,
no cooldown period is imposed.



318 K. Shimura et al.

3.4 Process of SafariCast

In the previous version of SafariCast, satisfaction was used as a metric. [9] How-
ever, incorporating the subjective notion of satisfaction led to ambiguity. There-
fore, this paper introduces a new metric called priority. Priority is the criterion
used to determine which vehicle to share information with when an animal is
discovered. It is calculated based on the vehicle’s encounter history with animals,
the rarity of the animal, and the distance to the animal.

Priority Calculation Formula.

P =
(Sa × Sv)
(La − Lv)2

where Sa is status of the animal, Sv is status of the vehicle, La is location of
the animal and Lv is location of the vehicle.

Procedure for Determining Delivery Targets.

1. For each animal, calculate the priority for all vehicles and store it in the
dictionary animal.priority[vehicle].

2. Sort the dictionary in descending order of priority.
3. Remove vehicles close to the target animal and vehicles that have already

encountered the target animal from the dictionary.
4. Cast information to the top vehicles in the dictionary. The number of vehi-

cles that can receive information varies depending on the number of vehicles
within the restricted area of the animal.

5. Each vehicle receives the information with the highest priority from the ani-
mal.

Algorithm for Selecting Notification Targets. Algorithm 1 defines a func-
tion that computes priority values for vehicles based on various factors including
the status of animals, the status of vehicles, and the distance between animals
and vehicles. Algorithm 2 then generates a dictionary to hold these priorities,
calculating them for each vehicle in relation to all animals. Additionally, it iden-
tifies vehicles that are adjacent to animals based on a specific threshold distance.
Afterward, the priorities are sorted in descending order to facilitate subsequent
processing. In Algorithm 3, certain elements are removed from the dictionary,
such as vehicles that have already been associated with an animal and vehicles
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Algorithm 1. Algorithm for calculating priority
1: procedure calc_priority(La, Lv, Sa, Sv)
2: Input:
3: La: animal’s Location
4: Lv: vehicle’s Location
5: Sa: animal’s state
6: Sv: vehicle’s state
7: Output:
8: Pav: priority
9: r2 = (La.x − Lv.x)

2 + (La.y − Lv.y)
2

10: Pav = Sa×Sv
r2

11: return Pav

12: end procedure

Algorithm 2. Priority Calculation and Sorting
1: for each animal in all_animals do
2: for each vehicle in all_vehicles do
3: calculate priority for animal with vehicle: animal.priority[vehicle] ←

calc_priority(animal, vehicle)
4: if (animal.location − vehicle.location) < restricted_distance then
5: animal.neighbors ← vehicle
6: end if
7: end for
8: Sort animal.priority in descending order
9: end for

Algorithm 3. Selecting
1: for each animal in all_animals do
2: tmp_dict ← animal.priority
3: for each vehicle in all_vehicles do
4: if (vehicle ∈ animal.neighbors) or (animal ∈ vehicle.encounted_list)

then
5: tmp_dict.pop(vehicle)
6: end if
7: animal.cast_member ← tmp_dict[: restricted_number −

(length of animal.neighbors)]
8: end for
9: end for

that are too close to an animal. Finally, Algorithm 4 ensures that each vehicle is
assigned the position information of the animal with the highest priority, setting
this information as the vehicle’s vehicle.goalposition.
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Algorithm 4. Receiving
1: for each animal in all_animals do
2: for each vehicle in animal.cast_member do
3: vehicle.candidate ← animal
4: end for
5: for each vehicle in all_vehicles do
6: for each animal in vehicle.candidate do
7: max_priority ← 0
8: if max_priority < animal.priority[vehicle] then
9: max_animal ← animal

10: max_priority ← animal.priority[vehicle]
11: end if
12: end for
13: if max_priority �= 0 then
14: vehicle.goal_location ← animal.location
15: end if
16: end for
17: end for

Algorithm 5. Spotting
1: for each vehicle in all_vehicles do
2: if (animal.goallocation − vehicle.location) < spotting_distance then
3: vehicle.encounted_list ← animal
4: end if
5: end for

4 Simulation

To validate the efficacy of SafariCast, a experiment is conducted. In this context,
a simulation is employed to assess the impact before installing equipment on
actual vehicles.

4.1 Condition

We conducted simulations assuming 50 tourist vehicles would engage in a 60-
minute game drive in a 10km × 10km safari area. When controlled by SafariCast,
we delimited a range of 1km from the animal sighting position as the restricted
area. We set the total number of vehicles within the restricted area and the
number of vehicles receiving information to be 5. Additionally, the prioritization
of receiving information by vehicles was determined by their priority values.
Conversely, when not controlled by SafariCast, there were no restrictions on
the number of people in the restricted area, and casting was done in order of
proximity. We conducted simulations for each case described above. By compar-
ing the fluctuations in the number of vehicles in the restricted area during the
simulations, we evaluated the effectiveness of SafariCast.
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4.2 Result

Figure 4 shows the numbers of vehicles within the restricted areas with and
without SafariCast. From the figure, the introduction of SafariCast reduced the
number of vehicles within the restricted area. Compared to the without control,
SafariCast proved to be an effective way to control how vehicles move in animal
habitat areas.

Fig. 4. Simulation result with and without SafariCast. This indicates the number of
vehicles within the restricted area over time. The orange line represents the scenario
without control, while the blue line represents the scenario with the proposed method.
It is evident that employing the proposed method results in fewer vehicles within the
restricted area. (Color figure online)

5 Discussion

The simulation result, as depicted in Fig. 4, confirms that SafariCast reduces the
number of vehicles near animals, thereby potentially alleviating stress on the ani-
mals. Moreover, this study indicates the potential contribution of SafariCast not
only to animal conservation but also to enhancing the quality of tourism expe-
riences. The decrease in vehicle density within the restricted area is expected to
enrich the opportunity of wildlife observation and natural experiences. However,
in real game drives, animal positions are sometimes identified through visual
scouting and communication among guides. These elements were not considered
in the simulation, and their impact remains unclear. Furthermore, the outcome
may vary depending on the extent to which the rarity of animals and encounter
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history are prioritized. Future research should explore the optimization of these
parameters. Additionally, in this simulation, vehicles are set to move linearly
toward the location of the animals. However, in actual game drives, there are
geographical constraints such as roads and rivers, which should be considered.
Conducting simulations under conditions closer to real-world settings, account-
ing for these constraints, is desirable.

6 Conclusion

SafariCast embodies an approach aimed at revitalizing the wildlife spotting and
sharing experience on Kenyan safari drives. By intertwining real-time detection
and information sharing technologies, it seeks to overcome the inefficiencies of
traditional spotting methods while preserving the thrilling unpredictability of
wildlife encounters. Based on the simulation results, we confirmed that con-
trolling information with SafariCast can alleviate vehicle congestion near ani-
mals. However, in this simulation, we could not verify the equalization of tourist
encounters with animals. In the next study, we aim to evaluate the effective-
ness of simulations in animal encounter opportunities and flexibly address these
elements in a trade-off relationship. Furthermore, following the evaluation of
SafariCast through simulation, our aim is to pursue its practical application. In
the future, we are considering extending the application beyond Kenya to other
regions abundant in wildlife, thereby broadening the horizons for sustainable
wildlife tourism.
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Abstract. Electric kick scooters are currently used in many countries,
mainly in Europe and the United States. However, the route guidance
of electric scooters is used as a substitute for that of bicycles, and it is
possible that the routes are not easy to ride. In addition, studies on ride
comfort have shown that vertical swaying of a vehicle in relation to the
ground has a negative effect on ride comfort, and it is possible that the
unevenness of the road surface has an effect on ride comfort for electric
scooters as well.

This study, therefore, aims to clarify the relations between users and
routes from the perspective of being able to ride ultra-compact mobility,
such as electric kick scooters, safely and comfortably and to propose new
options for route selection. As route physical conditions, the visibility by
axial analysis and the pavement condition by the International Rough-
ness Index (IRI) are used. Then, driving experiments were conducted
to compare which routes are easier to drive. As a result, it was found
that the route with less uneven surfaces and fewer traffic signals was
more likely to be perceived as easier to drive, regardless of the attributes
of the route selected. The visibility was found to have no effect on the
ease of travel. In addition, since the respondents supported not only the
shortest route but also the route guidance that is easy to travel, it is
considered necessary to develop a route guidance service that actively
adopts routes with less uneven road surfaces and fewer traffic signals.

Keywords: Micromobility · Behavior change · MaaS · Roughness of
road · Space syntax

1 Introduction

Electric kick scooters have been rapidly gaining popularity in recent years as a
convenient means of transportation, especially in Europe and the United States.
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They are also positioned as a part of MaaS as a form of ultra-compact mobility,
and are expected to continue to spread in the future as a means of solving
the last mile problem. In Japan, the number of users is increasing due to the
revision of the law to allow vehicles to drive without a driver’s license in July
2023. However, research on electric kick scooters is scarce and needs extensive
consideration from the research community to integrate political developments
(e.g., financial support and regulation) with research and practice to evaluate
and improve the e-scooter user experience [8].

Moreover, there is currently no route guidance specifically for electric kick
scooters, and only routes that are legally allowed to be traveled are provided.
Therefore, the current route guidance route is not an easy route for users to
travel.

The purpose of this research is to clarify relations between users and routes
from the perspective of being able to ride ultra-compact mobility, such as elec-
tric kick scooters, safely and comfortably and to propose new options for route
selection. It is expected that this will reduce users’ resistance against such mobil-
ity services. Expanding the popularity of such services may also contribute to
improving the last mile problem.

2 Background

2.1 Electric Kick Scooters in Urban Area

Standing electric kick scooters are electrically powered vehicles with a handlebar,
deck, and wheels. Usually only one person can ride it and travel at a relatively
low speed [3]. Since the launch of the first shared e-scooter schemes in late 2017,
e-scooters have become an increasingly popular means of transport for urban
residents [5].

“The Promise and Pitfalls of E-Scooter Sharing”, a 2019 report on the elec-
tric kick scooters market by the Boston Consulting Group, estimates that the
electric kick scooters sharing market is growing rapidly and the global market
will reach approximately The global market for electric kick scooter sharing is
growing rapidly and is estimated to reach approximately 40–50 billion dollar by
2025 [2]. The website of the New Urban Mobility Alliance (NUMO)1, a research
institute on micromobility in the U.S., shows a map of the introduction of shared
micromobility (electric bikes, electric kick scooters, and electric bicycles) in cities
around the world. According to NUMO, as of April 2022, electric kick scooters
have been introduced as a sharing service in a total of 64 countries and 1026
cities. Electric kick scooters are expected to be a solution for the “last mile” in
urban areas, a means of transportation for seamless mobility services in Mobility
as a Service (MaaS), and a new means of transportation in tourist areas.

Bird2 is one of major sharing service providers and currently used in more
than 300 cities around the world, and according to data compiled by Social
Systems Corporation based on NUMO data
1 https://www.numo.global/.
2 https://www.bird.co/.

https://www.numo.global/
https://www.bird.co/
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In a survey conducted mainly among Bird users, 94% of respondents reported
feeling unsafe while riding. In addition to vehicle and pedestrian-related items,
the survey also found that respondents felt danger in the areas of road surface
and visibility.

2.2 Ride Comfort

Malone et al. summarized that the comfort in mobility effects that were assessed
in the VRUITS, which was sponsored by the European Commission DG MOVE3,
are workload related to travel; stress related to travel; uncertainty related to
travel; travelling in adverse conditions (weather etc.); and feeling of safety in
relation to traffic [10].

Cano-Moreno et al. showed that a speed of 16 km/h is a threshold of being
uncomfortable for a regular e-scooter rider in a very good pavement condition,
while 23 km/h speed is harmful to riders [4]. This finding needs further explo-
ration and could be discussed within the importance of speed limit and dedicated
facilities for e-scooters [8].

Berg showed that it is necessary to develop a combination of both soft and
hard measures for the vehicle-sharing system to be successful [1].

In existing research, vertical sway is related to ride comfort in several vehicles
[11,12] and, that routes with good sight lines have higher pedestrian traffic
volumes [7,14].

3 Methodology

3.1 Overview of the Plan

BRJ Corporation, which is developing the electric kick scooter Bird, is coop-
erating with us in this research4. At first a questionnaire survey to Bird users
was conducted. In preparation for the driving experiment, the authors drove a
vehicle throughout the area, measured IRI and acceleration, which are indicators
of unevenness, and mapped them. For visibility, an axial analysis of the area to
be analyzed based on SS theory [6,13] was used. Then, driving experiments and
questionnaire surveys based on this information were conducted to obtain actual
driving date and to analyze them.

3.2 Location

This study site is located south of Tachikawa Station. This is the area where the
Bird service, which cooperated in this study, is deployed. Tachikawa station is
located in Tokyo, Japan. On the north side of the station, there are commercial
facilities, a national park, a disaster prevention base, and large-scale commercial
facilities. The south side is mainly residential area, dotted with parks and schools.
3 https://www.polisnetwork.eu/project/vruits/.
4 Bird service in Japan is operated by BRJ, Inc.

https://www.polisnetwork.eu/project/vruits/
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3.3 Road Indices

The authors used SS theory and IRI to analyze the urban and road structures of
the target area. For IRI, smartphones were installed in a car and an electric kick
scooter, and acceleration and position data were measured. Then, the obtained
acceleration values in the X, Y and Z axes were squared and added together,
and color scaled on the map. Based on the analysis results, six travel routes with
different characteristics were created. Subjects who answered the pre-running
survey are asked to run along these routes, and acceleration and brain waves are
measured and a questionnaire survey is conducted. Based on the analysis results
of SS theory and IRI before and after the driving experiment, and the results of
the questionnaire, the characteristics of the routes that are easy to drive with
an electric kick scooter are determined.

4 Experimental Settings

4.1 Experiment Period

Experiments were conducted in four days in November and December of 2023.
There were two sessions in one day and each session had up to five subjects and
spent about three hours including instructions.

4.2 Subjects

Call for participation in the experiment was sent to registrants of Bird service
in Japan by BRJ, Inc. In addition, students of the experimenter’s department
also participated. A total of 24 people participated in the experiment. Three of
them only drove on a part of the route.

4.3 Experimental Equipment

Electric Kick Scooter. In this experiment, the electric kick scooters of the
Bird service were used. On the day of the experiment, the required number of
kick scooters were prepared in advance at a port near site 1, and the subjects
themselves borrowed the kick scooters to secure a car body. The subjects were
provided with coupons by BRJ Corporation, which they could use without hav-
ing to pay the service fee, and each subject applied the coupons.

Smartphone. Smartphones (Apple iPhone XR) were prepared for the experi-
ment to measure positional information, speed and direction of the vehicle, and
acceleration and rotation of the vehicle body. These smartphones were used with
necessary applications to record data and to support driving. The application for
measurement was installed and used. In addition, the application Mind Moni-
tor5 was installed and used to record electroencephalograph quickly. The Google
Maps application6 was used to check the route and the user’s location during
the run. These applications were set to start recording before the start of the
first run, and were used to record constantly during the experiment.
5 https://apps.apple.com/jp/app/mind-monitor/id988527143.
6 https://apps.apple.com/us/app/google-maps/id585027354.

https://apps.apple.com/jp/app/mind-monitor/id988527143
https://apps.apple.com/us/app/google-maps/id585027354
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Simple Electroencephalograph. In this experiment, Interaxo’s “Muse2”7

were used to capture electroencephalograph (EEG) data while riding. The data
measured by Muse2 is sent to Mind Monitor on a smartphone via Bluetooth and
recorded by the application.

4.4 Procedure

1. After gathering at the meeting point, participants will borrow a kick scooter
and move to the starting point (Site 1) for a brief explanation of the experi-
ment, confirmation of their willingness to participate, and explanation of the
following procedures

– Traveling along a specified route
– If the driver is not comfortable driving on a roadway where vehicles are

running side by side, he/she may move on the sidewalk and push the
vehicle by hand.

– Before the start of the ride, the specified route is read out on the map
app of the smartphone attached to the kick scooter, so that the user can
confirm his/her own position and route at the time of the ride.

– After each run, they must answer a web-based question about the run.
2. After each run, answer the web-based questions about the run.
3. Subjects who agreed to the protocol were fitted with Muse2, a smart head-

band including EEG brain sensors.
4. They traveled the six routes in the specified order and answered the driving

questions.
5. After completing the entire route, they answered a series of questions and

interviews about the whole
6. Administrative procedures such as gratuities, etc.
7. Dissolution

4.5 Routes Traveled

Figure 1 shows the six routes traveled that day. In addition to the shortest route,
these routes were set up so that the unevenness and visibility of the road surface
measured in advance would be varied.

5 Experimental Results

5.1 Questionnaire Results for All Driving Routes

Figure 2 shows the results of the questionnaire after all the routes were traveled.
Route 3 was selected most frequently, followed by Routes 2 and 4. Route 1
was the shortest route displayed in the Google route search, but it was the
second least selected route after route 6. Figure 3 shows the result of asking the
respondents whether they would like to see the “easiest route” or route 1 (the
shortest route) displayed in the route guidance system. No one preferred to have
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Fig. 1. Routes traveled

Fig. 2. Easiest route to travel
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the “shortest route” displayed, and more than 50% of the respondents preferred
to be able to select one.

Figure 4 compares the running time of each route for the subjects who
answered that each route was easy to drive. The subject (user 5) who selected
route 5 as the easiest route to travel has a longer travel time for the first run
of route 4, since this is the first run on the electric kick scooter. The subjects
(user 6) who selected route 6 as the easiest route to travel have some missing
data because they deviated from the route significantly when they traveled route
5. Figure 5 shows the difference between the maximum and minimum values of
the running time in Fig. 4, and the difference between the running time of the
easiest route to drive and the minimum value. The difference between the max-
imum and the minimum travel time of the easiest route is within 3 min for the
five participants. Table 1 shows the preliminary survey of the six participants in
Fig. 4, in which they were asked what route they would choose when riding an
electric kick scooter. All of the subjects preferred the route that arrived at the
destination faster, but none of the subjects actually chose the route that arrived
the fastest.

5.2 Characteristics for Each Route

Figure 6 is a box-and-whisker plot of acceleration obtained for all subjects during
their runs. Figure 7 is the result of focusing on those acceleration values greater
than 100. The acceleration for route 2 was the largest and route 3 the smallest.
However, all data did not differ significantly up to the third quartile.

Fig. 3. Routing guide

7 https://choosemuse.com/products/muse-2.

https://choosemuse.com/products/muse-2
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Table 1. Easiest route and route selection preferences

Subject Easiest route What route to choose when traveling on an electric kick scooter

user 1 route1 Routes that arrive at the destination faster

Routes with fewer cars and pedestrians

Routes with smooth road surface

user 2 route2 Routes that arrive at the destination faster

Routes that allow you to arrive at your destination at a lower cost

Routes that include bicycle ways

user 3 route3 Routes that arrive at the destination faste

user 4 route4 Routes that arrive at the destination faster

Scenic routes

Routes with smooth road surface

user 5 route5 Routes that arrive at the destination faster

user 6 route6 Routes that arrive at the destination faster

Routes with fewer cars and pedestrians

Fig. 4. Running time of each route

Fig. 5. Differences between the maximum and minimum values in Fig. 4

Figure 8 shows the product of the integration value and the distance for each
travel route, expressed as a function of the distance. There is no significant
difference among the routes, but the integration values of routes 2 and 4 are
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Table 2. Number of right/left turns and traffic lights

route right turns left turns traffic lights

1 1 1 14

2 2 2 11

3 2 2 8

4 2 2 8

5 2 2 11

6 2 2 12

high and those of routes 3 and 5 are relatively small. Table 2 shows the number
of right/left turns and the number of traffic signals for each route. The route
with the highest number of signals is route 1, and the routes with the lowest
number of signals are routes 3 and 4.

5.3 Questionnaire Results for Each Travel Route

Figure 9, 10, 11, 12, and 13 summarize the averages of the questionnaires con-
ducted for each route. These are those that were significant after analysis of
variance. Two different processing methods were used, depending on whether
the missing values in the data were kept in the mean or ignored. The “fewer cars
and pedestrians” and “easier to drive” graphs had similar relationships between
the routes.

Fig. 6. Acceleration
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Fig. 7. Acceleration focusing on values greater than 100

Fig. 8. Integration value

5.4 Characteristics of Each Attribute

In this experiment, most of the subjects were male and had a driver’s license,
and there was a bias in the attributes of the subjects. In addition, most of the
subjects felt danger when driving in terms of vehicles, pedestrians, and road
surfaces, and there was no difference in the number of subjects who felt danger.
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6 Discussion

6.1 Easiest Route to Travel

The results of the final questionnaire show that the shortest route (route 1) is
not necessarily the easiest route to travel. Route 3, which was the easiest route
to travel in the final questionnaire, is characterized by relatively low accelera-
tion, suggesting that the route with the above characteristics may be preferred.
Furthermore, the route tended to be selected as the easiest route to travel when
the number of traffic signals was small.

The “Ease of driving” of each route was different from the results of the
final questionnaire, with the result that route 1 was the easiest to travel. Many
subjects indicated that route 1 had fewer cars and pedestrians. According to
Kim’s study [9], stress values using heart rate were more stressful than the same
traffic mode, which may be related to the ease of driving when different traffic
modes are mixed.

As for the integration value, there is a difference between the value calculated
by the axial analysis and the “visibility” (Fig. 12) perceived by the subjects, and
both graphs do not show the same tendency as the graphs of the “Ease of driving”
(Fig. 9) and the “Easiest route to drive” (Fig. 2) . In this experiment, it is not
necessary to provide route guidance that is tailored to the user’s attributes,
because the result shows that the route that is easy to travel is independent of
the user’s attributes.

The “Ease of driving” of each route differed from the results of the final
questionnaire. They could not make a relative evaluation because the subjects
were answered and sent after each run, and could not be viewed after it was sent.
The final questionnaire was answered while showing the route to the subjects,
and it is considered that the subjects will choose the route that is easy to drive

Fig. 9. Easier to drive
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Fig. 10. Fewer cars and pedestrians

Fig. 11. Fast to arrive

from their memory again next time, but unfortunately, it is still a matter of
speculation. In this study, the authors give priority to the results of the final
questionnaire and treat route 3 as the easiest route to drive.

6.2 Route Guidance

In this study, routes with low acceleration and few traffic signals were charac-
terized as easy to travel. In the following discussion, a route with the above
characteristics is defined as a route that is easy to travel. As for the route guid-
ance, all subjects were positive about the display of the easiest route to drive.
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Fig. 12. Visibility

Fig. 13. Wide road

Therefore, a flexible service such as displaying not only the currently displayed
shortest route but also the easiest route to drive would be preferred.

In the comparison of some subjects, while they preferred the route that
arrived at the destination earlier, none of the subjects actually chose the route
that arrived the fastest. In this study, since the route guidance was provided by a
smart phone, it was possible to know the travel time. However, it is unlikely that
the subjects knew the travel time for each route, since they were not informed of
the travel time. This indicates that the characteristics of routes that are preferred
before driving and those that are perceived to be easy to drive after driving are
different. It is also possible that there are features that are more important than
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the feature of early arrival. Furthermore, it is possible that the differences in
time for each travel route were too small to be perceived.

7 Conclusion

This paper analyzed the relationship between the results of the analysis of urban
structure and road structure using SS theory and acceleration, and the users’
psychology. Based on the results of the analysis, the paper showed a possibility
of new options for route selection in order to reduce the fear of electric scooters
users. The pre-run survey revealed that many users were concerned not only
about vehicles and pedestrians, but also about the road surface. In the driv-
ing experiment, the subjects were asked to randomly drive on six routes, and
questionnaires and acceleration measurements were conducted.

It was found that electric kick scooters, regardless of their attributes, were
more likely to find routes with less uneven road surfaces and fewer traffic signals
easier to travel. In addition, the electric kick scooters supported not only the
shortest route but also the route guidance that is easy to travel. Therefore, it is
necessary to develop a route guidance service that actively adopts routes with
less uneven road surfaces and fewer traffic lights. However, the tires of an electric
scooters are thinner than those of a car, and the acceleration rate of the scooters
tends to vary depending on the place where the scooters is traveling. Therefore,
it is necessary to develop a wide range of uneven road surfaces, such as bicycle
lanes.
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Abstract. The continuous usage behavior of Smart City App users is
pivotal to the success of smart technologies and the realization of smart
cities. A mixed-method was used to construct a theoretical model of
users’ continuous usage behavior of Smart City App based on qual-
itative findings, and an extended model of continuous use of Smart
City App users was constructed and the model was empirically investi-
gated through questionnaires. The findings underscore the applicability
of behavioral reasoning theory in elucidating the inherent mechanisms
underlying users’ sustained engagement with the Smart City App. The
behavioral rationality (adoption/rejection) of users jointly contributes to
the intention of continuous use of Smart City App users. Among them,
referent network size and perceived government support constitute the
main reasons for users to adopt Smart City App. However, usage barri-
ers, tradition barriers, and value barriers are important reasons for users
to reject Smart City App. This study not only expands the purview
of behavioral reasoning theory and bridges the divide with traditional
frameworks in examining users’ continuous usage patterns but also sheds
light on the challenges and motivational factors users encounter in navi-
gating the Smart City App. The insights gained offer valuable guidance
to app developers and managers in enhancing user engagement and fos-
tering the app’s overall success.

Keywords: Smart City App · Continuance Usage Intention ·
Behavioral Reasoning Theory · Innovation Resistance Theory ·
Mixed-method

1 Introduction

As one of the technical elements supporting smart city initiatives, Smart City
Apps have become an important channel for cities to achieve smart governance.
Smart City Apps is a core component of the urban ecosystem [1], which con-
nects urban infrastructure, public service departments, city brain’s computing
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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platforms and resident users to achieve data interaction, service interoperability,
and collaborative governance among entities [2]. It mainly uses mobile phones
as a carrier to provide urban residents with necessary medical appointments,
government approvals, living payments, transportation and other services, such
as iShenzhen, Jinxin Office, Smart Ningbo etc. In 2022, the number of registered
and active Smart City Apps in various regions has grown repeatedly [3]. And
smart apps have gradually become an important way for local governments to
explore new modes of urban governance and improve governance efficiency.

Smart City App has enormous development value and prospects. However, it
still faces problems such as low public penetration rate [7], low satisfaction [2,4],
low willingness to use [5,6] and other practical problems. Consequently, strate-
gizing ways to enhance the sustained engagement of smart city app users and
broaden the user base for ongoing utilization emerges as a critical challenge
requiring immediate resolution. Furthermore, it is pivotal in realizing the full
potential and value maximization of smart city applications.

Previous research have applied Expectation Confirmation Model [8], Unified
Theory of Acceptance and Use of Technology [9], Cognitive Theory of Emo-
tion [10] to conduct extensive and in-depth research on users’ continuous use
behavior. According to these traditional theories and models, the relationship
between factors such as users’ attitude, satisfaction, perceived usefulness, and
usage intentions has been extensively studied. However, research on continued
usage is still lacking, particularly in the context of considering both user adoption
and rejection reasons. Behavioral Reasoning Theory suggests that individuals
frequently search for a set of reasons(i.e. specific adoption and rejection reasons)
in memory to defend their intentions or actions. Those reasons of adoption and
rejection be called behavioral rationality(reason set), which is a more direct and
critical factor that influences people’s behavioral intentions and decisions [11].
Therefore, it is crucial to refine the reasons for continuous use from the per-
spective of behavioral rationality in order to gain a deeper understanding of the
behavioral mechanisms of users’ continuous use.

Consequently, in order to provide a new and possible explanatory path for
the continuous usage behavior of Smart City App users, this study intends to
use a mixed-method combining qualitative and quantitative research, introduce
behavioral rationality, use Behavioral Reasoning Theory and Innovation Resis-
tance Theory as theoretical foundations to deeply explore the factors influencing
continuance usage of Smart City App users. This study adopts a multifaceted
approach to examine user interactions with Smart City Apps. Initially, employing
a qualitative research framework, it delves into the intricacies of user adoption
and rejection of these apps through comprehensive interviews. This phase aims
to discern and catalog the precise factors that either impede or facilitate con-
tinued user engagement. Subsequently, the study transitions to a quantitative
phase, employing meticulously structured surveys to empirically validate the
continuous usage model, which was initially conceptualized and expanded upon
through qualitative insights.
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2 Literature Review

Smart City App is an effective tool to promote smart cities and an important
channel for citizens to directly participate in urban public life [12]. In the early
days, many smart app applications with different functions were born in differ-
ent fields, such as smart bus [13], handheld medical [14], and smart parking [15].
Since the rise of the “City-as-a-Platform” concept [16], local governments are
more inclined to create one-stop Smart City Apps [17], which means to integrate
various single smart service systems into one terminal, simultaneously cover-
ing multiple fields such as healthcare, transportation, elderly care [18] and so
on. These apps benefit the business collaboration and data sharing among var-
ious systems, as well as enhance the comprehensive operation and management
capabilities of cities. Famous one-stop Smart City Apps include Tianjin’s “Jinxin
Office” and Guangzhou’s “Suihao Office” one-stop Smart City Apps. We focus
on the one-stop Smart City App in this study, explore the impact mechanism of
continuous user use, and providing valuable policy suggestions for Smart City
App’s development and management personnel.

Previous research primarily studied three aspects of smart city technology
and relative applications: 1) Technique. Scholars focus on hardware or system
design for applications, such as improving sensors [19], embedded positioning
and tracking systems [20], and algorithm development [21]. 2) Implementation
barriers. Peng (2017) [1]found that government promotion and public awareness
are two important factors that can affect the use of smart parking apps by citi-
zens; McGrath (2016) [22] found that mandatory government policies and users’
privacy concerns are the determining factors hindering the promotion of smart
services through case studies in different countries. 3) Behavior intentions of
users. Research on the behavioral intention of smart applications mostly focuses
on user satisfaction [4], adoption [23], and usage [24], with relatively few studies
on the continuous usage of users after adoption [6,25].

In the information system domain, it is widely acknowledged that the suc-
cess of a system depends on users’ continuous usage rather than their initial
adoption [25,26]. In recent years, the interests of scholars in this domain have
gradually shifted from users’ adoption research to their continuous use research.
Scholars mainly empirically investigated the factors that influence the sustained
use of Smart City App users based on classical theoretical models, such as Expec-
tation Confirmation Theory (ECM), Technology Acceptance Model (TAM), and
System Success Model (Delone and Mclean Theory, D&M). Bhattacherjee [26]
proposed the Information System Continuous Use Model (ECM-ISC) after inte-
grating ECM and TAM model. He found that perceived usefulness, expected con-
firmation, and satisfaction affect users’ willingness to continue using. Wang [25]
drew on the theory of task-technology matching and the ECM-ISC model to ver-
ify that perceived matching, perceived usefulness, and user satisfaction all have
the positive impact on user willingness to continue using. Based on trust the-
ory, Xu et al. [27] confirmed that confirmed that public trust, perceived quality,
and public satisfaction have a positive impact on sustained use basing on trust
theory. Research above mainly explains the continuous usage of smart systems
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from users’ adoption reasons(such as perceived usefulness, usability, perceived
quality, satisfaction, trust, etc.). Nevertheless, the underlying factors influencing
users’ reluctance to apply Smart City Apps have not been thoroughly examined.
Regarding the Smart City App, behavioral rationality of users’ continuance usage
encompasses the reasons behind adopting and rejecting the app. Both factors
interact in distinct ways that collectively influence users’ continued usage of the
app.

In summary, there are still the following issues in current research on the
continuous use of Smart City App users: Firstly, most existing studies construct
user sustained use models from a single perspective of users’ positive support,
without considering the negative impact of their opposition reasons. Second,
previous research has not comprehensively studied users’ sustained use from
the perspective of behavioral rationality. In addition, current literature mostly
uses questionnaire data to study the factors that influence users’ sustained use,
but the specific adoption and rejection reasons for deep sustained use by users
have not been fully understood. To fill the research gaps, this study builds upon
Behavioral Reasoning Theory and employs a mixed-method approach using a
sequential design (QUAL→QUAN) to explore the impact mechanism of sus-
tained use among Smart City Apps users. We would like to address the follow-
ing questions: 1) What are the core elements that constitute the adoption and
rejection reasons for users to continue using the Smart City Apps? 2) How do
users’ adoption and rejection reasons affect their willingness to continue using
the Smart City Apps?

3 Theoretical Framework and Hypotheses

This article uses Behavioral Reasoning Theory (BRT) to understand the contin-
uous use behavior of Smart City Apps users. The BRT theory was proposed by
Westaby [28], introducing behavioral rationality into traditional rational behav-
ior theory, and it has been widely applied in the fields of behavioral science and
leadership decision-making.

The BRT theory recognizes the importance of behavioral rationality in behav-
ior and suggests that a complete understanding of human decision-making and
behavior should include individual reasons for supporting and opposing a given
behavior [29]. Behavioral rationality refers to the specific reasons that individu-
als use to justify their expected behavior. These are considered antecedent vari-
ables that contribute to their attitudes and intentions. The BRT theory suggests
that the causes of behavior are reinforced and can be used to support, distort,
or rationalize individuals’ actual behavior [28]. Therefore, behavioral rationality
can influence an individual’s attitude and overall motivation. Building on this, to
provide a comprehensive understanding of the sustained use of Smart City Apps
users, this study proposes a framework based on the BRT theory that connects
the rationality, attitude, and intention of user behavior (as shown in Fig. 1).
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Fig. 1. The initial theoretical framework for the continuance usage of Smart City Apps
base on Behavioral Reasoning Theory

According to BRT theory, behavioral rationality predicts attitudes and
behaviors. Individuals rationalize their attitudes and intentions through justi-
fication, promoting their intended behavior. In the context of using the Smart
City App, behavioral rationality specifically refers to the reasons why users adopt
and reject the Smart City Apps. Users may strongly perceive the benefits of
adoption. However, due to rejection reasons such as value barriers and usage
barriers, they may choose not to continue using it. Therefore, the rationality of
behavior will shape individual attitudes in this context. Therefore, the following
assumptions are proposed:

H1: The reasons why users adopt Smart City Apps have a positive impact
on their attitude towards Smart City Apps.

H2: The rejection reasons of users towards the Smart City Apps have a
negative impact on their attitude towards the Smart City Apps.

Westaby [30,31] found that behavioral rationality can also directly affect
one’s intention, meaning that both sub dimensions of reason contribute to behav-
ior prediction. This has been supported by various studies. The field of social
psychology has also confirmed that rational performance alone explains behavior
beyond attitude [32]. As Wu et al. [33] found, although consumers hold a positive
attitude towards products, they still refuse to purchase due to price. Therefore,
the following assumptions are proposed:

H3: The reasons for the adoption of Smart City Apps by users have a positive
impact on their continuous usage intention.

H4: The reasons for the rejection of Smart City Apps by users have a negative
impact on their continuous usage intention.

Attitude refers to an individual’s perception of specific things, concepts, or
behaviors; that is, their evaluation or stance on things. The relationship between
attitude, intention, and behavior has been extensively explored by scholars, and
many have also demonstrated a significant correlation between attitude and
intention [30,31,34]. Ajzen proposed the Theory of Planned Behavior, which
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states that attitude is the most robust predictor of behavioral intention. There-
fore, the following assumption is proposed:

H5: The user’s attitude towards the Smart City Apps has a positive impact
on their continuous usage intention.

4 Research Methods

4.1 Mixed-Method

Mixed research methods can provide more comprehensive insights than single
qualitative or quantitative methods, while addressing both confirmatory and
exploratory research questions [35], thus offering a multi-level understanding of
the phenomenon being studied [36]. This study adopts a mixed research method
of sequential exploration [37], which is divided into two stages.

At the first stage, we conducted semi-structured interviews. Open coding was
applied to analyze the interview data. We also referred to innovation resistance
theory and Network Externalities Theory to identify and extract relevant topics
on the rationality of respondent behaviors. Experiments at this stage were to
determine the specific reasons for users’ adoption and rejection of the Smart City
Apps. And, building on this research, we conducted experiments at the second
stage. To be specific, we collected data through questionnaires to validate our
proposed user continuous usage model.

4.2 Interview

Collection of Interview Data. Due to the fact that this study targets post-
adoption users, who are aware of and have used the Smart City Apps, two screen-
ing questions were used to screen interviewees, and ultimately we interviewed 20
interviewees. In order to ensure the quality of interview data, we used a combi-
nation of convenience and purposive sampling strategies to select respondents.
Meanwhile, to overcome geographical limitations, this study adopted a combina-
tion of online and offline interview formats, with an average interview duration
of approximately 10–25min for respondents. The demographic information of
the interviewees is shown in Table 1.

Analysis Procedures. After the interview, we followed Braun and Clarke’s [38]
method to conduct thematic analysis of the interview text. The thematic analysis
is divided into four steps: firstly, two researchers proofread and repeatedly read
all interview texts. Secondly, to facilitate the determination of data saturation,
20 interviewees were grouped into 4 groups for encoding. During the encoding
process of the last group, if there were no new codes appeared, the data was
indicated to reach saturation. Finally, we rechecked and ensured that the allo-
cation to the core theme and subtopics follows a consistent pattern, then we
determined the final naming. Thirdly, based on the research objectives, the two
researchers classified the codes mentioned by more than half of the respondents
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Table 1. Information of Interview Samples (N = 20)

Respondent Sex Age Education Level Occupation

P1 Female 27 Doctor Civil Servant
P2 Female 25 Postgraduate Middle School Teachers
P3 Female 25 Postgraduate Freelancer
P4 Female 24 Undergraduate Enterprise employees
P5 Male 31 Undergraduate State- owned enterprise employees
P6 Female 32 Doctor Student
P7 Male 21 Undergraduate Student
P8 Male 29 Doctor Middle School Teachers
P9 Male 30 Doctor Student
P10 Female 29 Postgraduate State- owned enterprise employees
P11 Male 18 Undergraduate Student
P12 Male 22 Undergraduate Unemployment
P13 Female 32 Doctor College Teacher
P14 Male 21 Undergraduate Student
P15 Female 30 Doctor Enterprise Postdoctoral
P16 Female 27 Undergraduate Civil Servant
P17 Male 32 Undergraduate Enterprise employees
P18 Male 29 Undergraduate Enterprise employees
P19 Male 24 Undergraduate Freelancer
P20 Female 33 Doctor College Teacher

as sub-themes, and similar sub-themes as core themes, dividing them into users’
adoption reasons and rejection reasons. Finally, we rechecked and ensured that
the allocation to the core theme and sub-themes follows a consistent pattern,
then we determined the final naming of themes and sub-themes.

4.3 Questionnaire

Data Collection and Samples. We used a questionnaire survey with proba-
bility sampling and convenience sampling methods, and finally collected a total
of 396 questionnaires. After excluding questionnaires with a short answer time.
To ensure the accuracy and scientific nature of the questionnaire sample, we
excluded questionnaires with a short completion time and deleted questionnaires
from users who had never used the smart city application, resulting in 348 valid
questionnaires. Table 2 shows the basic information.

Data Analysis. We applied the Partial Least Squares (PLS) method in this
study. To confirm whether the sample data falls within the applicable range of
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Table 2. Population characteristic information statistics of Questionnaire Data
(N = 348)

Variable Option Number Proportion\% Variable Option Number Proportion\%

Sex Male 133 38.2 Age <=22 90 25.9
Female 215 61.8 23-32 229 65.80

Living
Area

Capital, Municipalities
Directly Under The
Central Government,
And Provincial Capital
Cities

243 70 33-42 22 6.3

Other Small And
Medium-Sized
Enterprises City

59 17 43-52 23 6.6

County Town 34 9.7 >=53 6 1.7
Township 4 1.1 Education

Level
Junior
high
school
and
below

4 1.1

Countryside 1 0.3 High
school

22 6.3

Other Regions (such As
Overseas)

3 0.9 College/
Under-
graduate

157 45.1

Graduate
and
above

155 44.5

Others 10 2.9

PLS-SEM, we checked the multivariate characteristics of the data before formal
analysis. The skewness and kurtosis values [46] fall within the range of −2 to
2, indicating a normal distribution of the data. The VIF value (2.16–4.088)
indicates the absence of multicollinearity [47].

5 Results

5.1 Qualitative Study

Thematic Analysis Results and Model Expansion. According to the the-
matic analysis, we identified Referent Network Size (RNS) and Perceived Gov-
ernment Support as sub-themes of “adoption reasons” for core theme users; iden-
tified usage barriers, value barriers, and tradition barriers as sub-themes of the
core theme of “rejection reasons” for users (as shown in Table 3).

Referent network size is one of the key concepts in Network Externalities
Theory (NET) [39], which is the user’s perception of the number of partici-
pants in a given network [40]. The Network Externalities Theory(NET) suggests
that the value technology gives to users increases with the number of users [41],
and referent network size play an important role in the diffusion of technol-
ogy. Therefore, the referent network size is the reason why users adopt Smart
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City Apps. Perceived government support refers to the subjective evaluation
of user support for administrative agencies (government departments). Accord-
ing to Resource Dependence Theory (RDT), resource support from the external
environment will increase users’ confidence in the technology or system to some
extent. Thereby affecting individual’s sustained investment [43]. Therefore, per-
ceived government support is also the reason why users continue to adopt Smart
City Apps.

The core theme of “rejection reasons” is also consistent with the findings from
Ram and Shetch [45]. The Innovation Resistance Theory (IRT) divides barriers
into value barriers, risk barriers, usage barriers, tradition barriers, and image
barriers [45]. According to qualitative analysis, usage barriers, value barriers,
and tradition barriers are the main reasons for Smart City App users to reject.
The extended theoretical model constructed based on this is shown in Fig. 2.

Table 3. Qualitative analysis results

Core Theme Sub Theme Excerpt from Interview Text Supporting Theories

Adoption
Reasons

Referent
Network Size

“My colleague told me that she pays the water
and electricity bills directly on the app, and I
also feel that it’s more convenient.” (P3)

Network Externalities
Theory [39]

“Many people around me are using this
APP”(P16)

Perceived
Government
Support

“Many places in the government hall have posted
tutorials on using apps to process approvals” (P8)

Perceived Government
Support [43]

“I feel that the government has provided
promotion and publicity for this app” (P11)

Rejection
Reasons

Value Barrier “I think it’s useless, so I uninstalled it” (P14) Innovation Resistance
Theory [44]

“Its push content doesn’t help me at all, but
rather makes me very annoyed” (P11)

Tradition Barrier “I don’t trust APP’s technology.”(P11)
“I am still used to handling transactions offline”
(P8)

Usage Barrier “This app is quite complex to use” (P6)
“I found that my phone burns when using this
app” (P11)
“For older people, it can be difficult to use, just
like my dad thinks it’s difficult, so he doesn’t use
it” (P20)

5.2 Quantitative Study

Reliability Analysis. We used Cronbach’s Alpha (internal consistency) and
CR (composite reliability) to test reliability. As shown in Table 4, all constructed
latent variables’ Cronbach’s Alpha values and CR values are higher than the
threshold of 0.7 [47,48], indicating that the scale used in this study has internal
consistency and good reliability.
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Fig. 2. An Extended Research Model for the Continuous Use of Smart City App Users

Table 4. Reliability and Validity Index Coefficients

Variable Item Factor Loading Composite Reliability Cronbach’s Alpha AVE

Attitude, (ATT) (Yadav, Panda & Kumar,2022 [51]) ATT1 0.869 0.938 0.901 0.834
ATT2 0.933
ATT3 0.936

Continuous Use Intention, (CUI) (Xiong et al.,2022 [52]) CUI1 0.942 0.945 0.912 0.851
CUI2 0.886
CUI3 0.938

Adoption Reasons
Referent Network Size, (RNS) (Cheng, Lee & Choi,2019 [53]) RNS1 0.890 0.937 0.899 0.832

RNS2 0.928
RNS3 0.917

Perceived government support, (PGS) (Li and Atuahene-Gima,2001 [54]) PGS1 0.894 0.920 0.870 0.794
PGS2 0.900
PGS3 0.878

Rejection Reasons
Usage Barrier, (UB) (Ram and Sheth,1989 [45]) UB1 0.904 0.943 0.908 0.845

UB2 0.932
UB3 0.922

Value Barrier, (VB) (Ram and Sheth,1989 [45]) VB1 0.919 0.944 0.912 0.850
VB2 0.939
VB3 0.908

Tradition Barrier, (TB) (Ram and Sheth,1989 [45]) TB1 0.926 0.943 0.910 0.847
TB2 0.930
TB3 0.906

Validity Analysis. Convergent validity was tested by mean variance extraction
(AVE) and factor loading tests. The results showed that the factor loading values
of all items are higher than the critical value of 0.7 [49], and the AVE values of
all constructs were greater than 0.5 [47], indicating that the scale of this study
has good validity. In addition, as shown in Table 5, the correlation coefficients
between each variable are smaller than the arithmetic square root of the variable
AVE [50], thus, the data achieve discriminant validity.
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Table 5. AVE Square Root and Factor Correlation Coefficient

RNS PGS VB TB UB ATT CUI

Referent Network Size 0.912
Perceived Government Support 0.609 0.891
Value Barriers −0.449 −0.411 0.922
Tradition Barriers −0.342 −0.418 0.192 0.920
Usage Barriers −0.478 −0.477 0.625 0.236 0.919
Altitude towards Smart City App 0.487 0.388 −0.443 −0.386 −0.552 0.913
continuous use intention 0.508 0.398 −0.410 −0.295 −0.576 0.601 0.922

∗ The values in bold on the diagonal are the square root of the AVE value.

Test of Goodness for Fit. We used AMOS 28.0 to evaluate the overall
fitness of the model. The goodness of fit indicators for the model are
X2/df = 1.887, RMSEA = 0.051, GFI = 0.914, SRMR = 0.0635, NFI = 0.944,
CFI = 0.973, IFI = 0.973, TLI = 0.968, all of which are within the recommended
range. The model has good goodness of fit.

Hypothesis Test. As shown in Table 6, the five path relationships of the two
formative constructs (adoption reasons and rejection reasons) in this article are
significant; that is, the variables of the second order exhibit a significantly pos-
itive correlation with those of the first order. This suggests that factors such
as Referent Network Size and Perceived Government Support are driving forces
behind user adoption of Smart City Apps. Conversely, obstacles related to usage,
value, and tradition serve as deterrents, dissuading users from engaging with
these applications.

Table 6. Path relationship testing of second-order model

Path coefficient-β t-value p-value Accept/Not

Adoption Reasons→ Referent Network Size 0.909 96.257 0.000 Accept
Adoption Reasons→ Perceived Government
Support

0.885 56.936 0.000 Accept

Rejection Reasons→ Usage Barriers 0.876 50.653 0.000 Accept
Rejection Reasons→ Value Barriers 0.847 36.953 0.000 Accept
Rejection Reasons→ Tradition Barriers 0.511 7.001 0.000 Accept

We generated the standardized path coefficient graph (Fig. 3) and assessed
the second-order model assumptions based on the PLS analysis. The results
indicate that the adoption reasons have a significant positive impact on users’
attitudes towards Smart City Apps (H1: β = 0.183, t= 3.006, p< 0.01) and con-
tinuous use intention (H3: β = 0.176, t= 3.170, p< 0.01). In contrast, the rejec-
tion reasons have a significantly negative impact on attitude (H2: β =−0.492,
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t= 7.985, p< 0.001) and continuous use intention (H4: β =−0.243, t= 3.560,
p < 0.001). Finally, attitude has a significantly positive impact on user’s contin-
uous use intention (H5: β = 0.353, t= 5.462, p< 0.001).

In addition, statistical results indicate that gender (β = 0.156, t= 0.156,
p > 0.05), age (β = 0.003, t= 0.086, p> 0.05), education level (β = 0.051,
t= 1.181, p> 0.05), and living area (β = 0.030, t= 0.827, p> 0.05) do not have
significant impacts on users’ continuous use intention.

Fig. 3. Standardized path coefficient diagram

6 Conclusions and Contributions

6.1 Discussion and Conclusions

In this study, we applied a mixed research approach, based on the theories of
BRT, NET, and IRT, to explore the impact of users’ adoption and rejection
reasons on attitude towards Smart City Apps, and further explored their post
effects on continuous use intention. The following conclusions are drawn from
this study:

(1) The rationality of user behavior (adoption reasons and rejection rea-
sons) jointly affects the continuous use intention of Smart City App users. At
present, the academic community mainly explores the impact of users’ adop-
tion reasons on their continuous use intention, with less attention paid to the
impact of users’ rejection reasons on their continuous use intention. This paper
found that the reasons for adoption and rejection of Smart City App users are
not symmetrically related, but both together constitute the antecedent factors of
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users’ attitude and intention. Specifically, people will decide whether to continue
using Smart City Apps by evaluating their adoption and rejection reasons. This
is consistent with the previous research findings [30] and also extends the pre-
vious research argument, indicating that the rationality of individual behavior
also affects their continuous use intention. Among these, the adoption reasons
positively influence users’ attitude and behavioral intention while the rejection
reasons negatively influence users’ attitude and behavioral intention, which con-
firms previous research [30], too.

Furthermore, it is worth noting that compared to adoption reasons, the rejec-
tion reasons of users have a greater impact on their attitude and continuous use
intention. This suggests that individual’s behavioral intention is more suscepti-
ble to negative reasons. To sum up, this study found that the users’ adoption
and rejection reasons jointly affect the overall motivation and behavioral inten-
tion of them, which is viewed from the perspective of behavior and rationality
(support-opposition), supplementing and improving the single understanding of
user’s continuous use intention.

(2) The referent network size and perceived government support constitute
the main reasons for users to adopt Smart City Apps. The main reasons for
users’ rejection of smart city apps include usage barriers, tradition barriers,
and value barriers. This study finds that usage barriers, tradition barriers, and
value barriers can serve as important indicators for users to reject Smart City
Apps. Among these, usage barriers and value barriers have the strongest impact.
This suggests that in the absence of user experience, users’ perception of the
difficulty and value from app usage is more important than habit or trust. This
is consistent with the conclusion of Agag et al. [55].

In addition, the referent network size and perceived government support are
important factors for users to adopt Smart City Apps, indicating that the group’s
acceptance of new technologies and the user’s perceived support for the external
environment will guide individual attitude and behavioral intention, which is
particularly evident in collectivist culture [56]. This conclusion provides addi-
tional confirmation to the beneficial supplement of traditional continuous use
models and smart application research by highlighting the asymmetric relation-
ship between users’ adoption and rejection reasons.

(3) Behavioral Reasoning Theory is applicable to analyzing the continuous
use mechanism of Smart City App users. This article verifies that both adoption
reasons and rejection reasons have a significant impact on users’ attitude and
continuous use intention. In this study, we found that individuals with more
comprehensive reasons for adoption have a more positive attitude towards the
Smart City App, leading to a more comprehensive willingness to continue using
it. Conversely, individuals with more comprehensive reasons for rejection tend
to have a more negative attitude towards Smart City Apps, and users with a
negative attitude tend to have a lower willingness to continue using them.

In addition, this study also found that users’ attitude towards Smart City
Apps directly affects their continuous use intention, which confirms the planned
behavior theory and indicates that attitudes towards specific things are the pri-



352 S. Wu et al.

mary antecedent of users’ behavioral intention [34,57]. Therefore, the prereq-
uisite for driving individuals to continue a certain behavior is to provide them
with diverse adoption reasons, so that they will have a positive attitude towards
the product or thing. It can be seen that this article applies the BRT theo-
retical framework to organically integrate behavioral rationality, attitude, and
behavioral intention, comprehensively and systematically explaining the continu-
ous use mechanism of users towards Smart City Apps. By introducing behavioral
rationality into traditional planned behavior theory, it compensates for the short-
comings of expectancy confirmation theory, information system’s continuous use
model, and planned behavior theory.

6.2 Contributions and Limmitations

Based on behavioral reasoning theory, innovation hindrance theory, and network
externality theory, this study explores and enriches the behavioral mechanisms
of continuous use of Smart City App users, and expands the application scope
of behavioral reasoning theory. From a theoretical perspective, our study proves
that behavioral reasoning theory is applicable to analyzing the mechanism of
continuous use of Smart City App users, filling the gaps of traditional theories
such as rational behavior theory and planned behavior theory in user behavior
research by means of mixed research. On the other hand, this study enriches
the behavioral rationality in BRT theory, which is the sub-dimension of users’
adoption and rejection reasons in the context of Smart City Apps. It provides
an overall analysis perspective of adoption and rejection dimensions, compre-
hensively explores the mechanism of users’ continuous use, thus filling the gap
of previous single-dimension research.

Our work also offer several practical implications. Firstly, this study explores
the specific reasons why users adopt and reject Smart City Apps from five sub-
dimensions, which can provide a reference for application developers and man-
agers, and also help future researchers understand the challenges and behavioral
motivations users face when using Smart City Apps. Our findings suggest that
the developers of Smart City Apps pay more attention to the rejection reasons,
in order to improve the user experience. On the other hand, government depart-
ments or city managers should focus on the adoption reasons, to strengthen
the promotion and guidance policies of the positive image of the Smart City
App. Such measures are instrumental in boosting user confidence and enticing
a broader user base.

There are several limitations to our work that should be noted. Firstly, this
study focuses on continuous use intention rather than actual user behavior.
Although considering willingness is widely accepted in social science field, future
research can also take the true use behaviors of uses into consideration. In addi-
tion, the quantitative part of this study applied questionnaire data, which may
lead to social desirability bias. In the future, experimental methods and other
research methods would be considered for exploration.
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Abstract. This paper first expounds the concept and significance of smart city,
and points out that human-computer interaction design plays an important role in
smart city as a bridge connecting technology and people. The paper introduces the
related concepts of smart scenic spots and user needs in detail. Next, the paper puts
forward the problems existing in the human-computer interaction design of smart
scenic spots, and analyzes the smart ticketing system and smart navigation system
as examples. Finally, this paper proposes the optimization strategy of human-
computer interaction design in smart scenic spots, and discusses the challenges
and prospects of human-computer interaction design in smart cities.
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1 Introduction

With the rapid development of science and technology, the concept of smart city has
gradually penetrated into the public. Smart city is a highly integrated city in various
fields through information technology and Internet technology, so as to achieve intelli-
gent, efficient and sustainable development in urban management, social services and
economic operation. The construction of smart city is of great significance for improv-
ing the quality of life of urban residents, promoting urban economic development and
enhancing urban competitiveness. At the same time, smart city is also one of the impor-
tant ways to achieve sustainable and green development of cities. In the process of
urban smartization, human-computer interaction design plays a crucial role as a bridge
connecting technology and people, and is a key link to achieve the goal of smart city.
Excellent human-computer interaction design can make the services of smart city more
close to the needs of the public, and improve the convenience and comfort of urban life.

In smart cities, human-computer interaction design is widely used, covering urban
management, social services, economic operation and other fields, such as urban smart
transportation, urban smart environmental protection, smart healthcare, smart security,
smart energy management, smart scenic spots, smart education, etc., and the services of
these fields need to be presented to users through human-computer interaction design.
Human-computer interaction design not only considers the aesthetics and usability of the
interface, but also delves into the actual needs and behavior habits of users to ensure that
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the service can truly meet the expectations of users, providing more convenient, efficient
and safe services for the development of the city and the lives of residents. In the appli-
cation of intelligent transportation, human-computer interaction technology can help
realize the management and scheduling of intelligent transportation, including traffic
monitoring and control, traffic signal optimization, intelligent transportation navigation,
intelligent parking, etc. Through the intelligent transportation system, urban traffic con-
gestion can be alleviated, traffic efficiency can be improved, and traffic accidents can
be reduced. In the urban intelligent environmental protection, human-computer interac-
tion technology can realize real-time monitoring, protection and early warning of the
urban environment through environmental monitoring equipment, intelligent garbage
classification and processing system, timely detection and treatment of environmental
problems, improve the efficiency of urbanmanagement, improve the quality of urban liv-
ing environment, improve the quality of life of urban residents, and ensure the health and
safety of urban residents. In the application of intelligent security, intelligent monitoring
system, face recognition technology, etc. can be used to achieve accurate monitoring
of various parts of the city, and timely detection and prevention of security accidents.
In the application of smart healthcare, remote diagnosis and treatment, smart medical
devices and other technical means are used to improve the convenience and efficiency of
medical services and improve the health status of residents. In the application of smart
education, online education platforms and virtual reality technology are used to provide
more abundant teaching resources and means to improve students’ learning efficiency
and creativity. Smart scenic spots are an indispensable part of smart cities, covering
tourism, culture, ecology and other aspects, providing city residents and tourists with
more convenient, comfortable and safe tourism experience. Smart scenic spots help to
improve the image and competitiveness of cities. A smart and humanized scenic spot
can attract more tourists to visit and improve the popularity and reputation of the city.
At the same time, smart scenic spots can also promote the protection and inheritance of
culture, history, nature and other aspects of the city, and improve the cultural soft power
of the city.

2 Related Concepts and Status Quo of Smart Scenic Spots

2.1 Concept of Smart Scenic Spots

Smart scenic spots are comprehensive, thorough and timely perception of geographical
features, natural resources, tourist behavior, staff tracks, scenic spots infrastructure and
service facilities through intelligent networks, which can more effectively protect the
ecological environment, provide tourists with better services, and create greater value
for society.1

2.2 Status Quo of Smart Scenic Spots

In recent years, China’s construction of smart scenic spots hasmade remarkable progress.
The comprehensive tourism platform of smart scenic spots of Chuangshi Technology has

1 Baidu Encyclopedia: Smart Scenic Area [EB/OL]. https://baike.baidu.com.

https://baike.baidu.com


358 L. Xu and W. Feng

been put into use in many well-known scenic spots in China. This platform provides a
perfect tourismmanagement system for scenic spots, a perfect tourism service system for
tourists, and a perfect tourism marketing system for enterprises. The Fujian Provincial
Department of Culture and Tourism recently announced the second batch of smart scenic
spots in 2023, with a total of 14 scenic spots selected. In addition, at the Smart Tourism
Development Conference held in Nanjing, various innovative smart tourism projects
attracted many audiences. Many tourist attractions are transforming into smart scenic
spots, with tourism resources and facilities upgraded and management level improved.
However, the construction of smart scenic spots also faces some challenges, such as
high technology investment and maintenance costs, data security and privacy protection,
difficulty in technology update and upgrade, poor tourist experience and lack of unified
standards and regulations.

2.3 Concept of Human-Computer Interaction Design

Human-computer interaction design, abbreviated as HCI (Human Computer Interface),
is a science and technology that studies the interaction between users and computer
systems. Human-computer interaction functions mainly rely on external devices that
can input and output and corresponding software to complete. The devices available
for human-computer interaction mainly include keyboard, mouse, various modes and
recognition devices.2 Human-computer interaction design focuses on user experience,
emphasizing the user-centered design concept. The main goal is to improve the usability
of products and the comfort of user experience. First of all, human-computer interac-
tion designers will study and understand user behavior, needs and preferences, and then
design interaction methods that meet user habits and expectations to meet user needs, so
that users can use products more conveniently and efficiently. Human-computer inter-
action design also focuses on the visual design and information architecture of products
to ensure that users can quickly and accurately find the information and functions they
need. As products and operating systems become more and more complex, users need
to master more new skills, so designers are faced with the challenge of how to help users
improve their efficiency. Interaction design attempts to ensure the function of products
while shortening the learning time of users and improving the accuracy and efficiency
of tasks.

3 The Concept of User Needs

User needs are the core driving force of product design and development. It refers to
the expectations and needs of users for the function, performance, experience and other
aspects of products or services in a specific scenario, or the state that users hope to achieve
or solve when using products or services. Understanding and analyzing user needs is
an important prerequisite for product design and service provision, which can make
products better meet user expectations and improve user experience and satisfaction.

2 LiuXing: The application ofmultimedia interactive devices in sciencemuseums, [J]Technology
Communication, 2017 9(19), pp:102–103.
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User needs can be divided into multiple levels, functional needs, performance needs,
experience needs, emotional needs, etc. There are many ways to understand user needs,
such as user research, observation, interview, questionnaire survey, etc. By collecting
and analyzing user feedback, product design and service provision can be constantly
optimized to meet the ever-changing needs of users.

3.1 Functional Needs

The functional needs of users refer to the specific functions or operations that users
hope to achieve when using products or services. These needs are the functional char-
acteristics that users hope products to have in order to solve problems or meet their
desires. Functional needs usually describe in detail what products should do and how
users interact with products to achieve these goals. In the process of product design and
development, the definition and realization of functional needs is a very critical step.
First of all, users can communicate with users through user research, user interviews
and other means to understand their needs and pain points, and systematically collect
and analyze user needs. Secondly, the product team can also analyze the products of
competitors to understand the functions they provide and learn from them what needs to
be improved. Finally, we should pay attention to market dynamics and trends in order
to timely grasp the changes in user needs. Functional requirements are important inputs
for product design. They help the user product team to understand the goals of users and
guide the development of products. By constantly collecting and realizing the functional
requirements of users, the product can better meet the needs of users and provide better
user experience.

3.2 Performance Requirements

The performance requirements of users refer to the expectations and requirements of
users on the performance of various aspects of the product when using the product. These
requirements usually come from the user’s experience of using the existing product, their
understanding of the competitors’ products, and their expectations of the new product’s
functions. The performance requirements of users mainly include the following aspects.
First, users expect the product to respond quickly to their operations, process tasks
efficiently, and provide a smooth user experience without too long waiting time, such
as page loading, data processing and other common problems. Second, users expect
the product to maintain stable operation in the process of use, without frequent lags,
crashes or errors, and without interrupting their work or entertainment due to technical
problems; Third, users expect the product to run normally on different devices, operating
systems and browsers; Fourth, users expect the product to have a good user interface and
operation process, easy to learn and use; Fifth, users expect the product to be extended
with the growth of user needs, and to add new functions and features; Sixth, users expect
the product to have a strong security mechanism, which can protect their privacy and
data security in the process of using the product, and prevent unauthorized access and
data leakage.
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3.3 Experience Needs

The experience needs of users for the product mainly involve the overall satisfaction and
comfort they feel in the process of using the product. First, users expect the product to
have clear functions, intuitive operation, simple and easy to use, and to be able to com-
plete tasks quickly, without spending a lot of time and energy to learn and adapt to the
product. Second, users expect the product’s appearance and interface design to be attrac-
tive, and the product’s color, layout, icon and other visual elements to be coordinated and
consistent, in line with the user’s aesthetic standards, and bring them a pleasant feeling.
Thirdly, users expect products to provide personalized settings and options according
to their preferences, habits and needs. Finally, users expect products to provide good
interactive experience, natural communicationwith the product, clear feedback, and help
users complete tasks efficiently.

3.4 Emotional Needs

The emotional needs of users for products are the emotional satisfaction or resonance
they expect to obtain when using the product. First of all, users need to obtain a sense of
identity. Users hope that the product can conform to their personal values and lifestyle, so
that they feel a sense of resonance and connection between themselves and the product.
This sense of identity can come from the brand, design, function and other aspects of the
product. Secondly, the sense of pleasure, users expect to obtain pleasure and enjoyment
in the process of using the product. This can come from the product’s ease of use,
aesthetics, interaction and other aspects, so that users feel relaxed, happy and satisfied
in the process of using the product. Thirdly, the sense of belonging, users hope to feel
a sense of belonging and community when using the product. This can be achieved
through the product’s social functions, user communities, customized services and other
aspects, so that users feel that they are part of the product and have common interests
and goals with other users. Finally, the sense of respect, users expect products to respect
their personal preferences, needs and habits. This requires products to have a certain
degree of flexibility and customizability in design and function, which can adapt to the
needs and preferences of different users, and make users feel respected and valued. To
sum up, users’ emotional needs for products include identity, pleasure, belonging and
respect. These emotional needs largely affect users’ overall satisfaction and loyalty to
products. Understanding and meeting these emotional needs is crucial to improving
user experience and satisfaction, and helps to establish long-term user loyalty and brand
image.

4 The Status Quo and Problems of Human-Computer Interaction
in Smart Scenic Spots

Human-machine interaction design of smart scenic spots refers to the use of advanced
information technology, such as the Internet of Things, cloud computing, big data anal-
ysis, artificial intelligence and other information technology means, so that tourists can
more conveniently and quickly obtain information and complete operations, so as to
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improve the experience sense and satisfaction of tourists in the scenic spot. In the con-
struction of smart scenic spot, human-computer interaction design is the key link, which
covers all the interactive interfaces and interaction processes that visitors may come
into contact with in the scenic spot, including mobile applications, intelligent naviga-
tion devices, websites, self-service terminals, etc. Through intelligent human-computer
interaction design, tourists can more easily visit the scenic spot, get a more comfortable
and pleasant travel experience, and the scenic spot can realize intelligent management
and improve operational efficiency. Human-computer interaction design is applied to all
aspects of scenic spots. Here, only the most important intelligent ticketing system and
intelligent navigation system in smart scenic spots are analyzed as examples.

4.1 Smart Ticketing System

Tourists can purchase tickets in advance through online channels such as the scenic
site website, mini program, and mobile phone application, without queuing up at the
ticket office of the scenic spot. (see Fig. 1) After the purchase of the ticket in electronic
form, tourists can use the two-dimensional code or ID card, through face recognition
technology, tourists arrive at the scenic area, without manual ticket verification can
achieve rapid entry, entertainment reservation and other functions, greatly reducing the
waiting time of tourists. If visitors are unable to enter the park for personal reasons,
they only need to refund their tickets on the platform, and some platforms also support
the “outdated return” function, that is, if visitors do not enter the park after the agreed
time, the platform will automatically handle the refund procedure, without the need
for tourists to handle it themselves. To sum up, smart ticketing does optimize ticket
purchase and refund functions for tourists, but the smart ticketing system can achieve
far more than that. For example, when tourists purchase tickets online, through facial
recognition technology, voice recognition technology and other technical means, the first
time to identify and identify special tourists, collect their physical conditions, contact
information, emergency contacts and other data information, to develop personalized
park plans for them, such as suitable entertainment activities, barrier-free park access,
priority queuing system, etc. And sent to visitors in the form of text messages. When the
tourists arrive at the scenic spot, the intelligent gate system recognizes the identity of the
tourists and reminds the scenic spot personnel to provide convenient services for special
tourists. With the increase of international tourists, the intelligent ticketing system will
also integrate multi-language intelligent customer service to provide convenient services
for tourists with different language backgrounds.

4.2 Smart Navigation System

The scenic intelligent navigation system integrates self-service systems such as touch
screen, Internet of Things, artificial intelligence, voice recognition and other technolo-
gies. Through the smart terminal or mobile APP, tourists can obtain real-time positioning
services, and through the touch screen or the electronic map on the mobile phone screen,
view the layout of the scenic spot and the distribution of tourists, reasonable planning
of the tour route, to help tourists save time, avoid unnecessary queuing and travel and
other situations. To sum up, the function of the smart tour guide system is only to inform
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Fig. 1. Universal BeiJing Resort Smart ticketing system (source: Universal BeiJing Resort APP)

tourists of the geographical location of each scenic spot or project and the current num-
ber of visitors and queues, and it cannot scientifically and effectively issue a feasible
tour plan for tourists, and the tour plan formulated by tourists completely depends on
personal subjective judgment. (see Fig. 2) However, the accuracy of tourists’ subjective
judgment cannot be guaranteed, or most tourists flock to the browsing items with a small
number of people at the same time, so it is very likely to lead to crowded traffic and other
situations. The intelligent tour needs to automatically generate a tour route for tourists
according to the geographical layout of the scenic spot, the distribution of tourists, the
time of tourists entering the park, the pace of tourists and other data, including the total
time consumed by the day to play, the walking time to the entertainment project, the
waiting time in line, the time consumed by a single play project, the lunch break, the
restaurant, the bathroom and other convenient facilities reminder services. According to
the past consumption habits of tourists collected by the smart ticket system, the smart
guide systemwill also recommend scenic restaurants for tourists according to their tastes.
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Fig. 2. Universal BeiJingResort Smart navigation system (source:Universal BeiJingResort APP)

5 Human-Computer Interaction Design Optimization Strategy
of Smart Scenic Spots

5.1 Smart Ticketing System

The optimization scheme of the scenic spot smart ticketing system can be carried out
from the following aspects. First, system scalability and flexibility are enhanced. The
ticketing system can be customized according to the needs of the scenic area and func-
tion expansion, while supporting the integration of other systems with the scenic area,
such as the navigation system, security system, etc., to achieve information sharing and
collaborative work. For example, the ticketing system collects the face recognition infor-
mation of special groups over the age of 70, and wears a scenic bracelet for real-time
positioningwhen entering the park. The smart camera in the scenic area is used to capture
the activity information of tourists, determine the image information under their normal
posture, and set its status to “1”. Once the tourist falls and other abnormal circumstances,
the smart camera will obtain the abnormal image information in time, and its status will
be automatically set to “0”, triggering the bracelet worn by the tourist to issue an alarm
and send real-time positioning information, so as to facilitate the scenic spot managers
to arrive at the scene in time for rescue.
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5.2 Intelligent Navigation System Based on Myoelectric Interaction Technology

After decades of development, human-computer interaction technology has produced
a variety of new interaction methods, common voice interaction, user interface inter-
action, somatosensory interaction, myoelectric interaction, EEG interaction, virtual-
real interaction and so on. There are also many human-computer interaction devices,
including Oculus Rift, HTC vive and other VR devices, infrared Motion capture sys-
tem, invasive/non-invasive brain computer interface, myoelectric sensor, Leap Motion,
Kinect visual motion sensor and so on.3 Myoelectric interaction technology (see Fig. 3),
as a new way of human-computer interaction, mainly captures and analyzes the human
muscle electrical activity to identify the user’s actions and intentions, and then controls
the device or performs a specific function. In a smart scenic navigation system, myo-
electric interaction can provide an innovative and in-depth experience that makes the
visitor’s visit more interactive and interesting.

Through myoelectric interaction technology, visitors can experience a more immer-
sive tour service. For example, when watching the reproduction of historical scenes, vis-
itors can interact with virtual characters through specificmyoelectric interactive devices,
such as sensors on gloves or clothes, such as simulating sword movements in ancient
wars, which triggers corresponding virtual scene changes and enhances the sense of real-
ity of the experience. For visitors with mobility difficulties or visual and hearing impair-
ments, myoelectric interaction can provide auxiliary tour functions. Through the specific
myoelectric equipment, these visitors can feel the detailed description of the scenic spot,
and even control the movement of the guide equipment through the myoelectric signal,
to achieve independent tour.

The combination of myoelectric interaction technology and AR/VR technology can
also create a newway of viewing. For example, when visitors visit cultural relics, through
gesture control, they canwatch the three-dimensionalmodel of cultural relics, understand
their historical background and production process, and even simulate the use of cultural
relics to provide more abundant display content.

5.3 AIGC+AR Provides an Immersive Gaming Experience

The full name of AIGC is Artificial Intelligence Generated Content, translated as Gener-
ative Artificial Intelligence, which interacts and collaborates with humans in a behavior
that is close to human behavior. AIGC technology utilizes artificial intelligence algo-
rithms to generate content with certain creativity and quality. By training models and
learning from a large amount of data, AIGC can generate relevant content based on input
conditions or guidance. For example, by entering keywords, descriptions, or samples,
AIGC can generate articles, images, audio, videos, etc. that match them.4

From June 15th to July 8th, 2023, the first Rural Children’s Art Carnival was held
in Guangshan County, Xinyang City, Henan Province, the birthplace of the traditional
Chinese story “SimaGuangSmashing the Jar”.AIGC technologywas combinedwith tra-
ditional stories to create the “SimaGang” AIGC cultural and creative IP. (see Fig. 4) Due

3 Xu Ruishuo, Research on Visual Based Remote Human Computer Interaction Technology, [d]
Master’s thesis in engineering, hebei university of engineering.

4 Baidu Encyclopedia:AIGC [EB/OL]. https://baike.baidu.com
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Fig. 3. Myoelectric interaction technology (source: Baidu)

Fig. 4. ‘Sim Gang’ AIGC Creative IP Design Competition (source: Wujie Community mixlab)

to the fact that AIGC painting does not require professional painting techniques, creators
only need sufficient imagination to create exquisite works, which has attracted the active
participation of many teenagers and children. Through this event, Guangshan County
increased its local exposure while also receiving a large number of works. Among them,
the image of the first prize winning work “Sima Gang’s Little Companion Ganggang”
(see Fig. 5) was selected as the Guangshan Cultural and Tourism IP image. Guangshan
County has turned some award-winning works into digital collectibles, empowering
local scenic spot tickets and strengthening interaction between tourists and scenic spots.
The digital works created by AIGC can also be directly transformed into virtual reality
games for scenic spots. (see Fig. 6) When tourists switch from online to offline and
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arrive at the scenic spot, the scenic spot adopts LBS positioning technology+AR inter-
active games. Users can use mobile AR programs to scan specific buildings or items to
capture “Sima Gang”. When a certain number of “Sima Gang” are captured, they can
be exchanged for hotel accommodation, transportation and other preferential benefits.
Guangshan County has successfully integrated AIGC technology with scenic spots to
enhance the interactive experience of tourists and create a new model of smart scenic
spots.

Fig. 5. <Sima Gang’s Little Companion Ganggang> (source: china.com)

Fig. 6. <Diverse Sima Gang is here> (source: china.com)
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6 Challenges and Prospects of Human-Computer Interaction
Design

Human-computer interaction design is facing many challenges today. With the progress
of technology, the ways of human-computer interaction become more and more diver-
sified, including voice interaction, gesture interaction and so on. This variety, while
providing more interaction possibilities, also increases the complexity of the design.
Product design teams need to keep the user experience at the center, considering the
needs and habits of different user groups, as well as switching and integration between
different interactions. In the process of human-computer interaction, users access a large
amount of data, such as personal information, behavioral data, etc. How to protect the
privacy and security of this data from misuse or disclosure is an important challenge
that product design teams need to face. Although the product design team can come
up with a variety of innovative human-computer interaction concepts and schemes, the
implementation of technology is often limited by hardware, software, network and other
aspects. How to achieve a good user experience within these limitations is a problem
that product designers need to solve.

With the development of artificial intelligence technology, human-computer interac-
tion in the future will bemore intelligent and personalized. The system can automatically
challenge the interaction mode and interface layout according to the user’s behavior and
habits, and provide more intimate services. The future human-computer interaction will
no longer be limited to a single interaction mode, but to the development of multi-modal
interaction. Users can interact with the system through voice, gestures, eyes and other
ways to get a more natural and convenient experience. The development of virtual reality
and augmented reality technology provides new possibilities for human-computer inter-
action. Product design teams can leverage these technologies to create more immersive
and interactive experiences that engage users more deeply in the interaction process.
Through continuous optimization of human-computer interaction design, technology
and human needs are closely combined, so that work and life become more convenient
and comfortable. In the future, with the continuous progress of technology and the con-
tinuous update of design concepts, we can provide peoplewithmore efficient, convenient
and humanized services to promote the sustainable development of society.
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