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Abstract. With the growing use of deep neural networks(DNN) in mis-
sion and safety-critical applications, there is an increasing interest in
DNN verification. Unfortunately, increasingly complex network struc-
tures, non-linear behavior, and high-dimensional input spaces combine
to make DNN verification computationally challenging. Despite tremen-
dous advances, DNN verifiers are still challenged to scale to large ver-
ification problems. In this work, we explore how the number of stable
neurons under the precondition of a specification gives rise to verifica-
tion complexity. We examine prior work on the problem, adapt it, and
develop several novel approaches to increase stability. We demonstrate
that neuron stability can be increased substantially without compromis-
ing model accuracy and this yields a multi-fold improvement in DNN
verifier performance.

Keywords: neural network verification · neuron stability · pruning

1 Introduction

In recent years, there has been significant research on adapting formal verification
to target deep neural network(DNN) model behavior. Approaches have been
developed that incorporate a diverse range of algorithmic approaches including
reachability [19,27,39–42,45,51,52], optimization [5,12,15,30,31,34,44,50], and
search [1,7,9,21,26,46,47,49,58]. These techniques aim to verify the validity of a
network’s behavior for a wide range of inputs, e.g., perturbations of test samples
that capture models of noise or malicious manipulation.

DNN verification is challenging due to the high input dimension of mod-
els, the ever-growing complexity of network layers, the inherent non-linearity of
learned function approximations, and the algorithmically complex methods re-
quired to formulate the verification problem [25]. Several approaches [4,14,16,38]
have been proposed to address the scalability issue, but as the results of recent
DNN verifier competitions show scalability remains a challenge [2, 22,32].

Stable neurons exhibit linear behavior and thereby have the potential to
reduce DNN verification costs. Several researchers have explored how DNNs
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can be defined to increase the number of stable neurons and thereby facilitate
verification. For example, one can incorporate a loss term that uses an estimate
of neuron stability to train a network that can be verified more efficiently [53].
Another training time approach identifies neurons that are likely to be stable and
active and replaces them with linear functions [10], while this approach requires
customization of the verifier to show performance improvement.

Whereas prior work studied individual methods for increasing neuron stabil-
ity in combination with individual verifiers, in this paper we conduct a broad
exploratory study considering 18 different stabilizers paired with 3 state-of-the-
art verifiers across DNNs for different datasets and comprising different architec-
tures. We use three algorithmic approaches to increase stability: RS Loss [53]
incorporates a stability-oriented loss term, Bias Shaping is a novel training
time method that only modifies bias parameters to increase stability, and Sta-
ble Pruning is a novel approach that adapts structural DNN pruning [43] to
increase stability. These are paired with stability estimation algorithms that op-
erate at training time to guide them towards increasing stability. We develop 4 es-
timators based on prior work: NIP [53], SIP [46,47], ALR [56], and ALRo [57],
and 2 novel estimators SDD and SAD.

Neuron instability can be a source of verification complexity for the two
primary algorithmic approaches to DNN verification: abstraction-based meth-
ods and constraint-based methods. Abstraction-based verifiers [3, 17, 40, 42, 48]
overapproximate neuron behavior, but when the approximation is too coarse –
due to unstable neurons – the approximations must be refined which can slow
down verification. Constraint-based verifiers [13,23,24,44] are challenged by the
disjunctive nature of constraints that encode unstable neurons. Orthogonal to
these approaches, branch and bound techniques [9, 17, 48] are also sensitive to
neuron stability since they need to generate sub-problems for each of the active
phases of unstable neurons. In our exploratory study, we evaluate the perfor-
mance of verifiers that span several of these algorithmic approaches and that
also constitute the state-of-the-art based on their performance in the most re-
cent VNN-COMP [32]. This allows us to assess the extent to which increasing
neuron stability can improve the state-of-the-art.

In § 5 we report the findings of a study spanning 18 stable training algo-
rithms, 3 state-of-the-art verifiers, 3 network architectures, and a large number
of challenging property specifications. Our primary finding is that stable train-
ing can significantly increase the number of verifications problem solved – by as
much as 5-fold – and significantly speed up verification – by as much as a factor
of 14 – without compromising test accuracy or training time. Moreover, we find
that if one is willing to tolerate a modest loss in test accuracy, then even greater
improvement in verifier performance can be achieved.

The contributions of the work lie in a comprehensive evaluation of the poten-
tial for optimizing DNN verifier performance by increasing the number of stable
neurons. More specifically, (1) we adapt RS Loss with different stability esti-
mators and evaluate its performance across multiple verifiers and benchmarks;
(2) we propose two novel approaches (Bias Shaping and Stable Pruning) to
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(a) Original network
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(b) Stable Pruning

Fig. 1. Illustration of the applying Stable Pruning to verifying that a small original
network outputs a pair of values where the first is negative and the second positive for
inputs x ∈ [0.3, 0.9]× [0.1, 0.7]. Unstable neurons are shown in red and pruned neurons
and their edges are dashed.

increase neuron stability and evaluate their performance across multiple verifiers
and benchmarks; (3) we integrate these state-of-the-art neuron stabilizers into an
open-source framework that supports experimentation with stability optimiza-
tion by the DNN verification research community; and (4) show empirically that
the performance of state-of-the-art verifiers can be significantly enhanced using
stable training methods. These contributions set the stage for further work on
training for verification that aim to further characterize the best stable training
strategy for a given verifier and verification problem.

2 Overview

The popularity of the rectified linear unit (ReLU) activation function, z =
max(ẑ, 0), which allows for more efficient training and inference [20, 29], has
led verification researchers to target networks using them. In this section, we
illustrate how ReLU leads to exponential verification costs and how training can
mitigate that cost.

For a DNN with ReLU activation functions, N : Rn → Rm, comprised of
k neurons, an inference, N (x), results in each neuron being either active, when
z = max(ẑ, 0) = ẑ, or inactive, when z = max(ẑ, 0) = 0. The status of each
neuron in a network during inference defines an activation pattern, ap(x) – a
Boolean vector of length k. Verifying a set of inputs, ϕx ⊆ Rn, involves symbol-
ically reasoning about the set of activation patterns, and the associated neuron
outputs, for each x ∈ ϕx. In the worst case, there are 2k possible activation
patterns which lead to the exponential complexity of ReLU verification [23].

For a given set of inputs, ϕx, a neuron, ni, is stable and active if ∀x ∈ ϕx :
ap(x)[i], and stable and inactive if ∀x ∈ ϕx : ¬ap(x)[i]. A neuron’s stability is
dependent on the computation performed by its cone of influence [6] taking into
account both ϕx and the behavior of neurons on which ni depends. In Fig. 1a,
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consider verification of a local robustness property centered at x = (0.6, 0.4)
with a radius of ϵ = 0.3 – so ϕx = [0.3, 0.9]× [0.1, 0.7]. For such inputs, a single
neuron, n2, is stable – its pre-activation values are all positive, ẑ2 = [2.1, 5.1].

In §4, we define a set of techniques that aim to estimate which neurons are
unstable during training and then bias the training process to stabilize them.
Fig. 1b shows the application of one pair of those techniques to the original
network and property. More specifically, the NIP estimator propagates interval
approximations of neuron pre-activation values to estimate whether they are
stable and then the Stable Pruning technique removes neurons that are stable
and inactive. During training this method estimates the pre-activation value for
n1 to be ẑ1 = [−0.2, 2.2] which is nearly stable. Stable Pruning ranks neurons
based on the distance they need to be shifted to be stable; for ẑ1 that distance
is 0.2. We adapt the iterative pruning approach of DropNet [43] to use this
ranking. The intuition is that when a neuron is nearly stable it can be removed
and in subsequent training, the parameters of the remaining neurons will adapt
to compensate and preserve accuracy [18]. As illustrated in Fig. 1b, the number
of unstable neurons is halved which can reduce verification costs.

3 Background & Related Work

Deep Neural Networks (DNN) are trained to accurately approximate a
target function, f : Rn → Rm. A network, N : Rn → Rm, is comprised of a
sequence of L hidden layers, l1, . . . , lL, along with an input layer, lin = l0, and
output layer, lout = lL+1(e.g. (a) in Fig. 1) Hidden layers are comprised of a set
of neurons that accumulate a weighted sum of their inputs from the prior layer
and then apply an activation function to determine how to non-linearly scale
that sum to compute the output from the layer. Different activation functions
have been explored in the literature, including: Rectified Linear Units (ReLU),
Sigmoid, and Tanh.

Given a neural network architecture, N (·), the network is trained to define
weight values, denoted θ, and bias values, denoted b, that are associated with
each neuron’s input. A trained network defines for input x, the output N (x; θ, b);
when it is clear from the context we drop θ, b and write N (x).

Specifying DNN Properties Given a network N : Rn → Rm, a property,
ϕ, defines a set of constraints over the inputs, ϕx, and an associated set of
constraints over the outputs, ϕy. Verification of N |= ϕ seeks to prove: ∀x ∈ Rn :
ϕx(x) ⇒ ϕy(N (x)).

Recent work has demonstrated that a general class of specifications, where
ϕx and ϕy are defined as half-space polytopes, can be reduced to local robustness
specifications [35, 36]. This means that the essential complexity of DNN verifi-
cation is present when verifying simpler local robustness specifications, which
state that ∀x ∈ c± ϵ : ϕy(N (x)), for some constant input(centerpoint), c, and
radius, ϵ, around it. Consequently, in §5, we explore the performance of verifiers
on local robustness specifications.
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Verifying DNN Properties The inherent complexity of the DNN verification
problem arises from the non-linear expressive power of DNNs – so it is generally
unavoidable. We explain the source of this complexity below for a network with
L fully-connected layers, each with M neurons.

Let ẑi,j denote the value computed for the input of neuron j in hidden layer i
prior to the application of the activation function – the pre-activation value – and
zi,j the post-activation value. For a ReLU activation function, zi,j = max(ẑi,j , 0).
The input to layer i is computed as the weighted sum of the output of the prior
layer, using the learned weights θ, and bias b. The semantics of N (x; θ, b) is
given by the constraints as shown in Eq. (1)

∧
i∈[1,L],j∈[1,M ]

(
ẑi,j =

∑
k∈[1,M ]

(θi,j,k · zi−1,j) + bi,j ∧ zi,j = max(ẑi,j , 0)

)
(1)

with additional constraints relating the zL,j to the output layer, lout, and x = z0.
Computing N (x) for a single input value, x, results in a pattern of ReLU

activations in which each neuron is either active, max(ẑi,j , 0) = ẑi,j , or inactive,
max(ẑi,j , 0) = 0. However, a property specification, ϕ, constrains lin to define a
set of input values, e.g., as in the case of local robustness x ∈ c ± ϵ. Through
Eq. (1), this may give rise to constraints on ẑi,j that define values for which
the neuron is both active, ẑi,j ≥ 0, and inactive, ẑi,j < 0. When the set of
pre-activation values spans 0 in this way, we say that neuron ni,j is unstable.

Unstable neurons require that verification approaches reason about the dis-
junctions present in Eq. (1). In the worst case, if all neurons are unstable, then
there are 2L∗M different ways of resolving the disjunctions. More generally, for a
property, ϕ, only a subset of neurons will be unstable, Uϕ ⊆ L×M , and, as we
discuss in §4, controlling the size of this subset is a means of reducing the cost
of DNN verification.

Several approaches have been introduced to verify a DNN behavior in recent
years [28]. One class of verifiers, including α,β-CROWN [48], NNEnum [3],
ERAN [40], and MN-BAB [17] overapproximate ReLU behavior which allows
them to efficiently calculate an overapproximation of Eq. (1), which we denote N .
When N ̸|= ϕ some techniques, like ERAN, simply return unknown, but others,
like NNEnum, α,β-CROWN or MN-BAB, perform a case split on unstable
neurons to refine the over-approximation. Another class of verifiers, including
Marabou [24] and Planet [13], explore the space of case-splits to formulate
separate constraint queries that constitute verification conditions. Here again,
the number of possible case-splits leads to exponential complexity.

RS Loss [53] is a regularization technique that induces neuron stability in the
training process. The RS Loss, LR is blended with the regular training loss LT

to yield a weighted sum as the optimization target, L = LT + wR × LR, where
wR is the hyperparameter to control the degree of stabilization. The RS Loss
term LR is formulated as LR =

∑n
i=1 −Tanh(1+ ẑi × ẑi ) where ẑ and ẑ are the

lower and upper bounds of the pre-activation values. NRS Loss [59] is a variant
of RS Loss that regularizes the pre-batch normalization (BN) bounds instead of
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pre-activation bounds. Whereas RS Loss indirectly biases the network toward
neuron stability, in §4 we introduce Bias Shaping which directly manipulates
neuron bias towards the same goal.

DropNet [43] is a structured model compression method to generate sparse and
reduced neural networks based on the lottery ticket hypothesis [18]. According to
the hypothesis, a dense network contains a sub-network that can match the test
accuracy of the base network if trained in isolation. DropNet iteratively prunes
a predefined percentage of less important neurons by setting their weights to
zero. Although the iteration process is resource expensive, the flatness of the
error landscape at the end of training limits the fraction of weights that can be
pruned, hence sharp pruning at once reduces the network accuracy [33].

While the initial purpose of pruning was preserving network accuracy only,
recent studies have revealed that pruning can significantly increase a network’s
robustness and scale robustness verification [59]. The removal of non-linearity
from the insignificant neurons by converting them to linear functions has been
proposed in literature [10]. However, the existence of linear activation functions
in a network can sometimes result in unnecessary computational costs, as the
networks are supposed to work on complex data and linear functions are inca-
pable of handling the complexity. Also, special treatments are required to handle
these non-standard architectures in network inference and verification. Thus, we
propose to use iterative pruning to remove the redundant non-linearity from the
network using the pre-activation values of the ReLU function during mini-batch
training. In §4, we present a variant of DropNet named Stable Pruning that
uses stability measures to determine how neurons should be pruned.

4 Approach

Alg. 1: Training with Stabilizers

input : neural network N , data loader D,
stabilization method A, stability
estimator B, ratio i, and step s

output : stabilized network N ′

1 for j, (X, Y ) in D do
2 Train Mini-Batch(N , X, Y )
3 if j ≡ 0 (mod s) then

4 Ẑ ← Estimate Stability(B, N )

5 N ′ ← Stablize(A, N , Ẑ, i)

6 return N ′

This section presents the
two novel neuron stabilization
methods: Bias Shaping and
Stable Pruning, as well as
six different stability estima-
tors. Alg. 1 shows the general
training iterations for a neural
network with stabilizers(pairs
of stabilization method, A,
and stability estimator, B).
The conventional neural net-
work training process of a
mini-batch is shown in Line 2.
Stabilizers are applied at every sth mini-batch (line 3). Line 4 determines each
neuron’s stability estimation by calculating their boundaries, Ẑ, using differ-
ent estimators described in §4.1. Lastly, Line 5 applies the main stabilization
algorithms, e.g. Bias Shaping (Alg. 2) and Stable Pruning (Alg. 3).
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4.1 Neuron Stability Estimation

The neural network training process is performed on the data samples, while the
verification process seeks to prove certain properties on an effectively unbounded
set of inputs. Hence, there exists a gap between the two stages since a neuron that
is stable on the training dataset is not guaranteed to also be stable based on the
set of values described by the precondition of the verification problem. Guiding
the training process to produce neural networks with more stable neurons in
the verification stage requires reducing this gap. This is achieved by estimating
neuron stability over a broader set of values representative of those encountered
during the verification process and then stabilizing the unstable neurons.

We identify two general categories of neuron stability estimators that can
be calculated during the training phase: Sampled[S] and Reachability[R]
estimators. The sampled estimators consider a finite set of sampled data gathered
directly or inferred from the training dataset. The reachability estimators operate
on set propagations that generalize the training dataset. The six neuron stability
estimators are defined as follows:

B(D) = {x|x = β(x′) ∧ x′ ∼ D}

where β ∈ {SDD,SAD,NIP,SIP,ALR,ALRo} and D is the network train-
ing dataset distribution. The SDD (Sampled Dataset Distribution[S]) estimator
uses the training mini-batch samples directly and takes advantage of the train-
ing process’s forward propagations to determine whether neurons are stable. The
SAD (Sampled Adjacent Distribution[S]) estimator samples from the robust-
ness radii of the training mini-batch and runs extra forward propagations on
the adjacent examples to determine the stability of neurons. The NIP (Naive
Interval Propagation[R]) [53] estimator generates a set of intervals based on the
mini-batch samples and the given robustness radii. However, instead of prop-
agating exact samples, it propagates the intervals through the network. The
SIP (Symbolic Interval Propagation[R]) [46, 47] extends NIP by using sym-
bolic intervals instead of concrete intervals when propagating through the net-
work. The symbolic intervals are concretized whenever neuron stability needs
to be evaluated. The ALR and ALRo (Auto LiRPA[R]) [56, 57] estimators
further improve SIP by applying more precise but computationally expensive
over-approximation constraints and parameterizing upper and lower bounds of
hidden neurons to optimize objectives with respect to the property of interest.
ALRo applies the α optimization [57] when compared to the base approach.
Note that although many of these approaches were developed for other uses, the
integration of them to induce stable neurons during training is novel.

4.2 Bias Shaping

To increase the number of stable neurons in the neural network, we adapt
training to ensure the same polarity of lower and upper bounds of neuron pre-
activation values. In Eq. (1), the pre-activations of the current ReLU function
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are controlled by the parameters of the neural network and the post-activations
of the previous layer. The weighted-sum term depends on the weights, bias, and
the post-activations of the previous layer. The pre-activation values can be easily
manipulated by changing the bias term. We refer to this as Bias Shaping, as
described in Alg. 2.

Alg. 2: Bias Shaping

input : neural network N , stability
estimation boundaries Ẑ,
ratio i

output : stabilized network N ′

1 Ẑ, Ẑ ← Get Bounds(Ẑ)

2 Nu ← {ni in N where ẑi < 0∧ ẑ i > 0}
3 Zu ← {Min(−ẑni , ẑni ) where ni ∈ Nu}
4 γ ← Sort(Zu)[|Ẑ| × i]
5 for ni in Nu do

6 if (ẑi < γ) ∧ (ẑi < −ẑi) then
7 ni.b← ni.b− ẑi

8 else if
∣∣ẑi∣∣ < γ then

9 ni.b← ni.b− ẑi

10 N ′ ← Load Parameters(Nu)
11 return N ′

Instead of using just the na-
tive pre-activation of the mini-
batch samples, the stability esti-
mators are applied to further close
the gap between neuron stability
during training and verification.
Alg. 2 takes the set of stability
estimations for all neurons, Ẑ =
[ẑ1, ẑ2, ..., ẑm], the neural network
N with m neurons (n1, n2, ..., nm),
and the ratio i as inputs. Line 1
calculated the lower and upper
bounds of the estimation Ẑ. Using
those bounds, the algorithm first
finds the unstable neurons of the
input network (line 2). Next, those
neurons are ranked based on their
distance to zero(lines 5 - 9), and
the smallest subset of neurons will

be selected for shaping if their distances are less than an adaptive threshold γ
(lines 3, 4). Note that the number of selections is controlled by a parameter i
– a percentage of neurons would be shaped at a time. Each neuron’s bias term
of the subset is modified by (a) shifting left by the value of the upper bound if
the upper bound is closer to zero (line 7); or (b) shifting right by the absolute
value of lower bound if the lower bound is closer to zero (line 9). As a result, the
stabilized network is created by loading the new parameters at line 10.

4.3 Stable Pruning

Inspired by the DropNet [43] approach, we developed a new pruning method
to reduce unstable neurons, named Stable Pruning as shown in Alg. 3. It
uses iterative structured pruning to modify the global weight matrix by selec-
tively masking neurons. Its novel criteria target specifically unstable neurons for
masking. Stable Pruning sets weight and bias to zero to softly “remove” the
neuron from the network, allowing back-propagation to recover accuracy loss by
the harsh parameter modifications.

Given the stability estimation ẑ for a neuron, ẑ and ẑ denote the lower and
upper bounds respectively. When lower bound ẑ is greater than 0, although
the neuron is stable-active, it cannot be pruned without changing the network’s
behavior, as the ReLU function is treated as an identity function. When ẑ is
less than 0, the ReLU function is treated as a zero-function, and this neuron

Training for Verification via Neuron Stabilizers 31



can be removed safely (line 3). In order to prune unstable neurons with minimal
effects on network behavior, Stable Pruning ranks the unstable neurons by
the distance between ẑ and 0, from smallest to largest (line 4), and a subset of
neurons (also controlled by the ratio parameter, i) will be selected for pruning if
their distances are less than an adaptive threshold γ (line 5). Initially, all neurons
are enabled in the mask, m, (line 1) and those that fall below the threshold are
updated to be removed from the network (line 6). Finally, the stabilized network
is generated by applying the pruning mask on the network (line 7).

4.4 Implementation

Alg. 3: Stable Pruning

input : neural network N , stability
estimation boundaries Ẑ,
ratio i

output : stabilized network N ′

1 m = {1}|n|

2 Ẑ ← Get Upper Bound(Ẑ)

3 m[Ẑ ≤ 0]← 0

4 Z′
u = sort(Ẑ > 0)

5 γ = Zu[|Z′
u| × i]

6 m[Ẑ < γ]← 0
7 N ′ ← N

⊙
m

8 return N ′

We implemented all of the above
techniques, including: SDD, SAD,
NIP, SIP,ALR,ALRo,RS Loss
(§3), Bias Shaping (§4.2), and
Stable Pruning (§4.3), into the
OCTOPUS framework. OCTO-
PUS allows training neural net-
works with stabilizer methods and
stability estimators, including their
free combinations. It can be eas-
ily applied to different datasets and
network architectures and presents
a rich hyper-parameter space that
can be tuned by hand or algorithmi-
cally, e.g., by search methods. RS

Loss [53] is reimplemented to support all the additional neuron stability esti-
mators. The SIP estimator uses the Symbolic Interval Analysis Library devel-
oped in [46], and the ALR and ALRo estimators integrate the Auto LiRPA
Library [57]. OCTOPUS also allows combinations of various neuron stabilizers
and estimators, i.e., training with multiple stabilizers sequentially or simultane-
ously. The framework is built for ease of extension to adopt new techniques and
is available at both FigShare [54] and GitHub.3

5 Evaluation

We explore two research questions to understand how stabilizers can be benefi-
cial for DNN verification:
RQ1. How effective are the stabilizers in increasing the proportion of stable
neurons?
RQ2. How effective are stabilizers in enhancing DNN verification performance?

3 OCTOPUS GitHub link: https://github.com/edwardxu0/octopus

32 D. Xu et al.

https://github.com/edwardxu0/octopus


Tab. 1. Experimental parameter space

Parameters Choices

Architectures
M2: MNIST FC2(FC(256)×2), M6: MNIST FC6(FC(256)×6))

C3: CIFAR2020(Conv(32,5,2), Conv(128,4,2), FC(250))

Verifiers α,β-CROWN, MN-BAB, NNEnum

Properties [0,1,. . . ,9]

Epsilon Radii
M2, M6:[12e-3, 14e-3, 16e-3, 18e-3, 20e-3]

C3:[18e-4, 20e-4,22e-4, 24e-4, 26e-4]

Stabilization Methods Baseline, Bias Shaping, RS Loss, Stable Pruning

Stability Estimators SDD, SAD, NIP, SIP, ALR, ALRo

Seeds [0,1,2,3,4]

5.1 Study Design

To answer these questions, we design a broad study considering different neural
network architectures, specifications, and verifiers. Tab. 1 shows the full experi-
mental parameter space we consider across the research questions.

The annual VNN-COMP DNN verification competition [2,22,32] provides a
range of benchmarks with standard network and property formats to evaluate
state-of-the-art verifiers. These benchmarks cover a variety of network archi-
tectures and activation functions. This architectural variety evaluates verifiers’
applicability across a range of network graph operations, e.g. ResNets with skip
connections, max-pooling layers, non-linear activation, and domain-specific net-
works. Benchmarks also vary in scale with some having large numbers of layers,
neurons, and parameters under the assumption that this will yield challenging
benchmarks.

We conducted an exploratory study of the VNN-COMP 2022 benchmarks
and found that 1156 of 1288 (89%) could be solved within 30 seconds. Nearly all
of the solved problems were proven (UNSAT) with coarse over-approximation
or falsified (SAT) with adversarial attacks. Such benchmarks do not exhibit the
exponential complexity that is inherent in DNN verification [23]. To address this
limitation, we designed a set of benchmarks that are better suited to assessing
DNN verification algorithm performance.

Selecting Networks A retrospective analysis of VNN-COMP benchmarks
determined that small weakly-regularized networks exhibit exponential complex-
ity and medium-sized with large numbers of neurons are hard to scale for precise
methods, such as branch and bound [8]. Of course, large weekly-regularized net-
works with large numbers of neurons are even harder, but it was found that
these incur significant memory requirements which makes experimentation chal-
lenging, e.g., due to hardware limitations. Based on this analysis, we focus on
three small and medium-sized networks with traditional network architectures
selected from the VNN-COMP 2022 benchmarks, since these proved capable of
forcing verifier algorithms to cope with exponential complexity.

Selecting Properties Rather than focusing on a variety of structurally dis-
tinct property specifications, we exploit the fact that general reachability proper-
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Fig. 2. Solved problems and verification time vs. epsilon radii

ties can be reduced to local robustness properties [37]. This allows us to vary the
verification problem difficulty by controlling the robustness property’s epsilon-
radius. Conceptually, we know that verification problems with sufficiently small
(large) radii will be verified (falsified) – a radius of 0 is trivially verified and
a radius comprising the full input domain requires that a network produce a
constant output. Verifier developers have incorporated techniques, like apply-
ing adversarial attacks and using coarse overapproximations, to quickly handle
such cases [3, 48]. To sidestep these verification fast paths and exercise the core
verification algorithms in our study, we select epsilon values for properties as
follows.

For each network, we conducted a preliminary study with varying radii to
assess the difficulty of the verification problems. Fig. 2 shows the results for M2
on 50 different center-points with the three verifiers. The dashed lines show the
number of verified problems and the dotted lines the number of falsified problems
(left y-axis). We observe the trend that small epsilon leads to uniformly verified
problems and large epsilon to uniformly falsified problems. Moreover, one can
observe low verification times (right y-axis) in these extreme epsilon regimes,
due to the fast path optimizations.

Our strategy for selecting harder verification properties is to choose a sample
of radii around the point where the number of verified and falsified problems
crossover, e.g., 0.018 in this plot for MN-BAB. We choose the crossover point
of the best verifier who solved the most problems to design the radii shown
in Tab. 1. This leads to a balance in verification ground truth between SAT
and UNSAT answers, and these more challenging problems force the underlying
algorithms to more precisely model network behavior, e.g., splitting of unstable
neurons into branch and bound cases.

Selecting Verifiers Unlike other research that focuses on improving the per-
formance of a single verifier with a single customized pruning techniques [10,53,
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59], our goal is to explore how the space of stabilization strategies impact a range
of verification approaches. Towards this goal, we select the three best-performing
verifiers from VNN-COMP 2022 [32] that were available: α,β-CROWN, MN-
BAB, and NNEnum 4. Improving the performance of these verifiers will extend
the state-of-the-art in scalable DNN verification.

Network Training Stabilizers are incorporated into training, so we use a
baseline(Baseline) trained without any stabilizers using the Adam optimizer
with a 10−3 learning rate and 0.99 decay for 20 epochs. All stabilizers are cus-
tomizable with hyperparameters, as described in §3 and §4. We use the well-
tuned parameter for RS Loss introduced in [53], and perform a binary search
of the parameter space for Bias Shaping and Stable Pruning. To elaborate,
RS Loss uses always-active scheduling with 10−4 weight parameter; Bias Shap-
ing uses interval scheduling activated every 5/25/50 mini-batches and adjusts
2%/5%/5% of unstable neurons each time it is applied for M2/M6/C2 archi-
tectures respectively; Stable Pruning undertakes an interval scheduling that
is activated for every 5/50/50 mini-batches with a pruning ratio of 2%/5%/5%
respectively. The resulting neural networks with the largest test accuracy of
the last five epochs are selected for verification. To account for stochasticity in
training, we train each network 5 times and report the mean data for each.

These choices for the space of experiments yield a total of 1,215 training tasks
and 36,450 verification tasks. Each training task is run with one GTX 1080 Ti
GPU with 11G VRAM. Each verification task is run with 8GB of memory on one
core of the Intel Xeon Gold 6130 CPU @ 2.10GHz with a timeout of 300 seconds.
The total CPU time spent on training and verification across our experiments
is 1858 and 1052 hours, respectively.

5.2 RQ1: Stabilizing Neurons

Stabilizers aim to linearize a portion of the behavior encoded by ReLU activation
across the set of computations activated for a property precondition. In this
experiment, we directly measure this by recording the percentage of neurons that
are stable during verification. We also record model test accuracy to understand
the trade-offs of the stabilization methods and stability estimators. Existing
verifiers do not record the number of stable neurons, so we modified an open-
source DNN verifier, NeuralSAT [11], to record the number of stable neurons
computed during verification.

Fig. 3 presents the average test accuracy and the average number of stable
neurons computed across the five training seeds for the three architectures across
the stabilizers in the benchmark as described in §5.1. The black ✚ sign indicates
the Baseline (Baseline), the ● sign represents RS Loss (RS), ✖ means the
Bias Shaping (BS) method, and ■ is Stable Pruning (SP). Six different col-
ors denote the different stability estimators. Across all three architectures, most
techniques can increase the number of stable neurons, but some of the techniques

4 Verinet performed well in the competition, but it required a custom solver that is
not freely available.
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Fig. 3. Stable neurons(%) vs. test accuracy(%) per model

lead to a loss in test accuracy. For the M2 architecture, RS Loss with NIP can
significantly increase the number of stable neurons by more than 26 percent-
age points without compromising accuracy. For M6, RS Loss yields an even
greater increase of 55 percentage points but in combination with the SIP esti-
mator. For the Convolutional C3 network, a very high percentage of neurons are
already stable so only marginal improvement can be achieved. Here the Stable
Pruning method performs best while preserving accuracy, but it only yields a
percentage point increase. For all of the architectures, if one is willing to sacrifice
a degree of accuracy then further increases in stability can be achieved. For ex-
ample, forM2 bias shaping can achieve an additional 7 percentage point increase
in stable neurons at the cost of just over 1 percentage point in test accuracy.
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Fig. 4. Normalized training time

Incorporating stabilization in training can
increase training time. Fig. 4 shows the aver-
age training time for M2 normalized to the
Baseline. The trend for M6 is similar to
the other architectures. The clear outlier in
terms of cost is the ALRo estimator when
used with RS Loss, which incurs more than
a 5-fold increase in training time. This over-
head even prevents RS Loss from practically
training with ALR and ALRo on the C3 ar-
chitecture. The overhead of most of the other
estimators is negligible, including those that
yielded significant increases in stable neurons.

RQ1 Findings Across the study there are
combinations of stabilization methods and stability estimators that are capable
of increasing the number of stable neurons, in many cases substantially, without
compromising test accuracy or training time.
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Fig. 5. Solved verification problems vs. test accuracy(%)

5.3 RQ2: Enhancing Verification

RQ1 demonstrates the ability of stabilizers to increase the number of stable
neurons across a space of verification problems. This question explores whether
those increases lead to improvements in verifier performance. To assess the gen-
eralization of the stabilizers to variations of DNN properties, we verify 50 local
robustness properties per trained network, pairing 10 center points with each of
the 5 epsilon radii. We run the three selected state-of-the-art verifiers on each
problem.

We measure two metrics to assess verification performance: (1) the number
of problems, i.e., the network, center-point, and radii combination, each verifier
can solve, i.e., produce either an SAT or UNSAT result, and (2) the time taken
to solve those problems. Note that our metrics exclude runs that produce errors,
exceed a 300-second timeout, or an 8GB memory bound. These metrics are stan-
dard for assessing verifier performance and while sometimes they are aggregated,
as in PAR2 [55], we keep them separate here to explore them independently.

Fig. 5 shows six plots of the number of verification problems solved versus test
accuracy across the three architectures using three of the verifiers. The trends in
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these plots are largely consistent with the findings of RQ1 - when more neurons
are stable the verifiers are more effective in solving problems. RS Loss, with
different estimators, increases the number of problems solved by factors up to
5.92 for these verifier network combinations without sacrificing test accuracy. As
in RQ1, further performance improvements are possible by sacrificing accuracy.
For example, on M2 α,β-CROWN can improve by a factor of 1.67 using Bias
Shaping with a reduction of 1 percentage point in accuracy.

The trends shown here are consistent with the performance of α,β-CROWN
and NNEnum across the study, but MN-BAB exhibited different performance.
For M2 and M6, the baseline technique was able to solve all 50 problems so
there is no opportunity for improvement, while almost all the stabilizers can
maintain the 50 problems solved. Note that the implementation of MN-BAB
just doesn’t support the C3 architecture. While the number of problems does
not change for MN-BAB with stabilization as we discuss below its runtime is
reduced.

Fig. 6 plots the verification time speedup over Baseline against test accuracy
for 6 verifier network pairs. We observe a similar trend to what was observed for
the number of neurons stabilized and the number of verification problems solved
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– stabilization can speed up verification without compromising test accuracy. For
MN-BAB on M2 while the number of problems solved did not change, using
RS Loss with NIP yielded a factor of 14 speedup. For M6 we see a speedup
of up to a factor of 5 with NNEnum and for C3 more modest speedups for
α,β-CROWN. The MN-BAB plot also shows, as observed above, that further
speedups – greater than 30 fold – can be achieved if one compromises accuracy
by about 1 percentage point.

RQ2 Findings Stabilizing neurons during training can substantially increase
the number of problems solved and reduce the time required to solve them
by state-of-the-art DNN verifiers without compromising test accuracy. Further
improvement in verifier performance can be achieved with a small sacrifice in
test accuracy.

5.4 Discussion

The data show a significant degree of variability in the effectiveness of particu-
lar stable training approaches with verifiers and verification problems. Broadly
speaking RS Loss seems to perform well when one is unwilling to sacrifice test
accuracy, but the best estimator varies depending on the verifier and problem –
with SDD, NIP, and SIP yielding the best performance. For the large Convolu-
tional network, Stable Pruning also performs well without compromising test
accuracy. We believe this to be consistent with the broader results from the field
of structured pruning [18,43], where it has been found that large networks tend
to be over-parameterized and can thus accommodate significant pruning without
compromising accuracy. While the study shows that many of the methods can
yield benefits, we believe that it also demonstrates that certain stabilization ap-
proaches, e.g., RS Loss with ALRo, are too costly for use in practice. Further
study should focus on how to select the best stable training approach, and its
hyperparameters, to yield the best improvement for a given verifier and class
of verification problems. We believe it will be fruitful to develop such training
for verification approaches in concert with algorithmic and engineering improve-
ments to verification algorithms.

5.5 Threats to Validity

The chief threats to internal validity relate to whether the collection of test
accuracy, stable neurons, verification problems solved, and verification time were
accurate. We tested the accuracy of all stabilizer-trained networks, cross-checked
problem solutions across verifiers, and thoroughly tested our instrumentation of
NeuralSAT for recording neuron stability. Regarding external validity, while
our study was scoped to manage experimental costs, it spanned: 3 verifiers, 3
network architectures, 50 property specifications, and 5 seeds. We used fixed
sets of training and stabilizer parameters per neural network architecture, which
potentially underestimated the benefit that might be observed by customizing
parameters. While broadening the study further would be a valuable direction

Training for Verification via Neuron Stabilizers 39



for future work, the scope of the study is sufficient to support the finding that
stabilizers can enhance DNN verification across a breadth of contexts.

6 Conclusion

Verifying neural networks is a challenging task due to their high computational
complexity. In this work, we propose two novel approaches Bias Shaping and
Stable Pruning, to enhance the scalability of DNN verifiers by inducing more
stable neurons during the training process. In addition, we designed six neuron
stability estimators to drive stability-oriented training. Across a significant study,
we found that focusing on stability yields a viable method to achieve training
for verification that can significantly improve the ability to solve problems and
speed up state-of-the-art verifiers.

Besides the promising results, we identified more opportunities when working
on this project. In the future, we plan to (1) extend our methods to real-world
large neural network architectures; (2) explore automatic ways to tune hyper-
parameters that lead to better performance; (3) further enhance the stabilizers’
performance while minimizing accuracy trade-offs; (4) study the applicability
of stabilizer combinations; and lastly (5) study the verification algorithms to
understand how to customize stabilizers to benefit the most.
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