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Preface

This volume contains the proceedings of EvoApplications 2024, the International Con-
ference on the Applications of Evolutionary Computation. The conference was part
of Evo*, the leading event on bio-inspired computation in Europe, and was held in
Aberystwyth, UK, as a hybrid event, between Wednesday, April 3, and Friday, April 5,
2023.

EvoApplications, formerly known as EvoWorkshops, aims to bring together high-
quality research focusing on applied domains of bio-inspired computing. At the same
time, under the Evo* umbrella, EuroGP focused on the technique of genetic program-
ming, EvoCOP targeted evolutionary computation in combinatorial optimization, and
EvoMUSART was dedicated to evolved and bio-inspired music, sound, art, and design.
The proceedings for these co-located events are available in the LNCS series.

EvoApplications 2024 received 77 high-quality submissions distributed among the
main session on Applications of Evolutionary Computation and 10 additional special
sessions chaired by leading experts on the different areas: Analysis of Evolutionary
ComputationMethods: Theory, Empirics, and Real-World Applications (Thomas Bartz-
Beielstein, Carola Doerr, and Christine Zarges); Applications of Bio-inspired Tech-
niques on Social Networks (Giovanni Iacca and Doina Bucur); Computational Intel-
ligence for Sustainability (Valentino Santucci, Fabio Caraffini, and Jamal Toutouh);
Evolutionary Computation in Edge, Fog, and Cloud Computing (Diego Oliva, Seyed
Jalaleddin Mousavirad, and Mahshid Helali Moghadam); Evolutionary Computation in
Image Analysis, Signal Processing, and Pattern Recognition (Pablo Mesejo and Harith
Al-Sahaf); Machine Learning and AI in Digital Healthcare and Personalized Medicine
(Stephen Smith andMarta Vallejo); ProblemLandscapeAnalysis for Efficient Optimisa-
tion (BogdanFilipič and PavelKrömer); Resilient Bio-inspiredAlgorithms (CarlosCotta
and Gustavo Olague); Soft Computing Applied to Games (Alberto P. Tonda, AntonioM.
Mora, and Pablo García-Sánchez); and Surrogate-Assisted Evolutionary Optimisation
(Tinkle Chugh, Alma Rahat, and George De Ath). We selected 24 of these papers for
full oral presentation, while 9 works were presented in short oral presentations and as
posters. Moreover, these proceedings also include contributions from the Evolutionary
Machine Learning (EML) joint track, a combined effort of the International Conference
on the Applications of Evolutionary Computation (EvoAPPS) and European Confer-
ence on Genetic Programming (EuroGP), organized by Penousal Machado and Mengjie
Zhang. EML received 28 high-quality submissions. After careful review, eleven were
selected for oral presentations and six for short oral presentations and posters. Since
EML is a joint track, the “Evolutionary Machine Learning” part of these proceedings
contains 16 of these papers. The remaining one is published in the EuroGP proceedings.
All accepted contributions, regardless of the presentation format, appear as full papers
in this volume.

An event of this kindwould not be possiblewithout the contribution of a large number
of people:
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– We express our gratitude to the authors for submitting their works and to the members
of the Program Committee for devoting selfless effort to the review process.

– We would also like to thank Nuno Lourenço (University of Coimbra, Portugal) for
his dedicated work as Submission System Coordinator.

– We thank Evo* Graphic Identity Team, Sérgio Rebelo, Jéssica Parente, and João
Correia (University of Coimbra, Portugal), for their dedication and excellence in
graphic design.

– We are grateful to Zakaria Abdelmoiz (University of Málaga, Spain) and João Cor-
reia (University of Coimbra, Portugal) for their impressive work managing and
maintaining the Evo* website and handling the publicity, respectively.

– We credit the invited keynote speakers, Jon Timmis (Aberystwyth University, UK)
and Sabine Hauert (University of Bristol, UK), for their fascinating and inspiring
presentations.

– Wewould like to express our gratitude to the Steering Committee of EvoApplications
for helping organize the conference.

– Special thanks to Christine Zarges (Aberystwyth University, UK) as local orga-
nizer and to Aberystwyth University, UK, for organizing and providing an enriching
conference venue.

– We are grateful to the support provided by SPECIES, the Society for the Promotion
of Evolutionary Computation in Europe and its Surroundings, for the coordination
and financial administration.

Finally, we express our continued appreciation to Anna I. Esparcia-Alcázar, from
SPECIES, Europe, whose considerable efforts in managing and coordinating Evo*
helped build a unique, vibrant, and friendly atmosphere.

April 2024 Stephen Smith
João Correia

Christian Cintrano
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Abstract. The majority of standard approaches to financial portfolio
optimization (PO) are based on the mean-variance (MV) framework.
Given a risk aversion coefficient, the MV procedure yields a single port-
folio that represents the optimal trade-off between risk and return. How-
ever, the resulting optimal portfolio is known to be highly sensitive to the
input parameters, i.e., the estimates of the return covariance matrix and
the mean return vector. It has been shown that a more robust and flexible
alternative lies in determining the entire region of near-optimal portfo-
lios. In this paper, we present a novel approach for finding a diverse set
of such portfolios based on quality-diversity (QD) optimization. More
specifically, we employ the CVT-MAP-Elites algorithm, which is scal-
able to high-dimensional settings with potentially hundreds of behavioral
descriptors and/or assets. The results highlight the promising features
of QD as a novel tool in PO.

Keywords: quality-diversity · illumination algorithm · MAP-Elites ·
portfolio optimization · near-optimal portfolios

1 Introduction

1.1 Portfolio Optimization and Near-Optimal Portfolios

Portfolio optimization (PO) entails finding the optimal allocation of limited cap-
ital across a range of available financial assets within a specified timeframe. The
optimality is typically defined with respect to a risk-adjusted return metric,
such as the Sharpe ratio [1], or other metrics that account for the investor’s
specific risk preferences like the CARA utility function [2]. Classical approaches
to PO are deeply rooted in the mean-variance (MV) framework, also referred to
as modern portfolio theory (MPT) [3]. MV optimization provides a systematic
methodology for constructing optimal portfolios that leverage the principle of
diversification. By distributing investments among assets with dissimilar risk-
return profiles (e.g., assets with mutually uncorrelated or negatively correlated
returns), individual risks offset each other, thereby reducing the total portfolio
risk. Given a risk aversion coefficient, the MV optimization process diversifies
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. Smith et al. (Eds.): EvoApplications 2024, LNCS 14634, pp. 3–18, 2024.
https://doi.org/10.1007/978-3-031-56852-7_1
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assets to produce a single optimal portfolio representing the best risk-return
trade-off. The set of optimal portfolios for different risk preferences constitutes
a Pareto front called the efficient frontier.

However, the MV framework is predicated upon a number of simplified and
unrealistic assumptions, including the normality of returns and the stationar-
ity of the return covariance matrix. It also tends to produce portfolios highly
concentrated in only a few assets, jeopardizing diversification. Furthermore, MV
optimizers are particularly sensitive to estimation errors, with small changes
in input parameters, especially expected return estimates, noticeably affecting
the resulting optimal portfolio weights [4]. Such notorious issues have spurred
researchers to propose novel PO approaches focusing on improving robustness.
Various attempts have been made in this direction, including methods based
on shrinking the covariance matrix [5] or expected returns [6], introducing con-
straints to the original MV framework [7], resampling the efficient frontier [8],
or directly applying techniques from the area of robust optimization [9].

Another alternative, the focus of our work, involves identifying portfolios that
are not strictly optimal but rather near-optimal (with respect to MV optimal-
ity). In the first phase (the optimization process), an entire subspace of mutually
diverse1 near-optimal portfolios is determined without focusing on any specific
portfolio. This offers enhanced robustness to estimation errors [10], as it sidesteps
the complex issues stemming from the interplay between the objective and the
inputs, which are inherent to the MV optimization. In the second phase (the a
posteriori analysis), the investor selects the final portfolio from the subspace of
near-optimal portfolios. This decision-making scheme allows investors to incor-
porate their expert opinions, subjective views, or any other soft factors that
may be challenging to integrate directly into an optimization problem formu-
lation. Simultaneously, it permits the ad-hoc consideration of market frictions
(e.g., transaction costs) and other regulatory, liquidity, and risk concerns, which
are crucial in real-life PO but were not necessarily applied as constraints during
the first phase. For instance, when rebalancing portfolio weights, investors may
prefer a near-optimal portfolio similar to the current one over the MV optimal
portfolio due to the former’s lower turnover, and hence also lower transaction
costs. Therefore the consideration of near-optimal portfolios presents a fruitful
opportunity for improving the process of PO.

1.2 Prior Research

Near-Optimal Portfolios. The problem of identifying and analyzing near-
optimal portfolios has been scrutinized in several studies. Van der Schans and
de Graaf [11] pioneered a novel methodology for constructing such portfolios,
outlined as follows. Let F : W → Z be the mapping from the set of admissible
portfolio weights W to the risk-return space Z. First, an optimal portfolio w0
(satisfying F(w0) ∈ E where E ⊂ Z is the efficient frontier) is selected as a

1 In terms of their distance in the space of admissible portfolio weights or, more
generally, some behavior space.
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reference portfolio in accordance with the investor’s risk preferences. A small
region R ⊂ Z around F(w0) is then defined and the portfolio w1, s.t. F(w1) ∈
R, located furthest away2 from w0, is found. Subsequently, the portfolio w2,
again s.t. F(w2) ∈ R, positioned furthest away from the convex hull H spanned
by previously found portfolios {w0, w1} is itself added to H. Generally, in step i:

wi = arg max
F(w)∈R

d (w, H) , (1)

with d (w, H) = minw′∈H ‖w − w′‖. This process iterates until S ⊂ Z, the con-
vex hull in the risk-return space corresponding to the portfolios in H, covers R to
the required level of precision ε. Finally, a set of K diverse near-optimal portfolios
{w0, w1, . . . , wK−1} is obtained. Since a convex combination of near-optimal
portfolios is also near-optimal [10], any portfolio in H acts as a viable option for
the investor. The authors finally show that this region of near-optimal portfolios
is more robust to input estimate uncertainties than a single optimal portfolio.
However, this approach exhibits several limitations. Firstly, it involves solving a
difficult non-convex optimization problem of finding the portfolio furthest from
the convex hull, leading the authors to use a somewhat ad hoc combination of
a support vector machine [12] and a basin-hopping algorithm [13]. Secondly, it
becomes unfeasible in high-dimensionality settings, i.e., when faced with a large
number of assets (N), which is typically the case in modern PO3. Thirdly, it
is restricted to finding near-optimal portfolios directly in the space of portfolio
weights and is not easily applicable to other possible behavior (feature) spaces,
which may comprise variables such as fundamentals, technicals, and risk factors.
Put differently, it does not tackle the generalized variant where in step i:

wi = arg max
F(w)∈R

d (φ(w), H) (2)

where H = {φ(w0), . . . , φ(wi−1)} for some function φ. To ameliorate some of
these problems, Cajas [15] proposed the near-optimal centering (NOC) method,
based on finding the analytic centers of near-optimal regions. The method can
be used in conjunction with any convex risk measure and has been empirically
demonstrated to lead to improved diversification and robustness when compared
to traditional PO methods. Van Eeghen [14] expands on [11] by using polytope
theory to inspect the structure and robustness of near-optimal regions. Moreover,
the author proposes a new implementation of the method from [11] that reduces
computation time while maintaining accuracy.

The topic of near-optimal portfolios has been investigated or touched upon in
several other works as well. Chopra [16] uses a grid search to discover a subset of
near-optimal portfolios and analyzes their composition. Benita et al. [17] empha-
size that near-optimal portfolios might provide a higher degree of robustness to
various scenarios due to significant differences in their makeups and provide an
2 In the sense of the Euclidean distance between the portfolio weight vectors ||w1 −

w0||.
3 Van Eeghen [14] reports computation times of around 2 hours and more per run

already for N > 20.
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illustrative example. Lastly, Fagerström and Oddshammar demonstrate that the
Conditional Value-at-Risk (CVaR) optimization model tends to produce portfo-
lios that are near-optimal under the MV framework [18], i.e., located very close
to the efficient frontier.

Evolutionary Computation and Quality-Diversity Optimization. Evo-
lutionary computation (EC) methods have a rich history of successful appli-
cations in PO [19], partly owing to their ability to handle non-convex search
spaces that arise when real-world constraints (e.g., buy-in thresholds, turnover
constraints, other regulatory and risk constraints) are imposed into the problem
setting [20,21]. However, there is a significant lack of research regarding the appli-
cations of exploration algorithms, such as quality-diversity (QD) [22] and novelty
search (NS) [23] in PO and quantitative finance generally, despite their signifi-
cant potential and their successes in other domains [24,25]. The links between
portfolio diversification and the divergent search paradigm, while arguably nat-
ural, remain understudied. Several somewhat related works nevertheless exist.
Zhang et al. [26] address the specific problem of finding formulaic alpha fac-
tors that can predict and explain asset returns, making them suitable for use
with multi-factor asset pricing models. To efficiently explore the space of for-
mulaic alphas, with a focus on less frequently visited regions, they propose a
search that combines QD and principal component analysis (PCA). This PCA-
enhanced search is then used as an integral part of their AutoAlpha hierarchical
evolutionary algorithm. Another approach is put forth by Yuksel [27], in which
meta-learning QD optimization is employed to tackle the problem of large-scale
sparse index tracking. It is concluded that the proposed method can be utilized
in other scenarios where diversity among co-optimized solutions is needed, as
well as in the presence of noisy reinforcement learning rewards.

1.3 Objectives and Contributions

In this paper, we tackle the problem of identifying a diverse set of near-optimal
portfolios (i.e., portfolios with risk-return profiles located close to that of the ref-
erence optimal portfolio), as part of the broader PO problem. Specifically, we aim
to answer the following research question (Q): How to obtain a wide range of port-
folios that are all near-optimal but mutually diverse in the portfolio weight space
or the otherwise defined behavior space (BS)? While previous research has found
that, in some tasks, elite solutions are concentrated within a small part of the geno-
typic space (“the elite hypervolume") [28], our task runs in the opposite direction,
as it involves finding genotypically different solutions (portfolios) that are all elite.
We set out to test the following hypothesis (H): The combination of convergent
and divergent search provided through QD algorithms can be leveraged to obtain
a set of diverse near-optimal portfolios. The hypothesis stems from the observa-
tion that QD algorithms provide a natural choice for the underlying problem due
to their ability to yield a range of diverse yet high-performing solutions. While
some related approaches exist [26,27], to the best of our knowledge, this paper is
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the first to approach MV-based PO via QD optimization. To ensure the scalabil-
ity to high-dimensional behavioral and/or asset spaces, which are ubiquitous in
modern finance, the approach is powered by the CVT-MAP-Elites algorithm, as
vanilla MAP-Elites faces the curse of dimensionality. We first use a toy example
with only three assets to show that the approach is competitive against a simi-
lar approach based on the construction of convex hulls [11], and later extend our
investigation to a higher-dimensional setting. As will be shown, the experimental
results collectively clearly point to the promising capabilities of QD as a novel tool
in the arsenal of modern PO practitioners.

2 Methodology

2.1 Problem Formulation

Let W be the set of all admissible portfolio weights:

W =
{

(w1, . . . , wi, . . . , wN ) | wi ≥ 0 ∀i,

N∑
i=1

wi = 1
}

, (3)

where N ≥ 2 is the total number of assets and wi denotes the portfolio weight in
the i-th asset. For simplicity, short selling is not permitted, but it can be easily
integrated into the framework if needed, by relaxing the wi ≥ 0 constraint. Also,
let b : W → B be a behavior function, mapping W to a BS denoted by B. Assume
that B is split into M niches (regions), i.e., B = N1 ∪ N2 ∪ . . .∪ NM . Finally, let
f : W → R be a fitness function. Each candidate portfolio w is then associated
with its behavioral descriptor (BD) bw ∈ B and fitness value f(w) ∈ R. The
goal is to find:

∀Ni w∗ = arg max
w, bw∈Ni

f(w). (4)

2.2 Behavior Function and Space

We explore two different behavior functions and BS designs. In both cases, cen-
troidal Voronoi tessellation (CVT) is used to partition the BS into niches.

Portfolio Weights. In the simplest variant, the behavior function b1 is set as
an identity function, i.e., ∀w, b1(w) = w, with B1 = W. Portfolio weight vectors
w simultaneously serve as both genotypes and phenotypes. Similar can be seen
in some of the approaches used to tackle the Rastrigin function benchmark [29]
through QD algorithms [30,31].

Asset’s Fundamentals. In another variant, we separate the two spaces (geno-
typic and phenotypic) and set b2(w) = pw, where pw ∈ B2 is a vector that
describes the fundamental properties of the assets that dominate w weight-wise.
More specifically:

B2 =
{

(s1, . . . , si, . . . , sL, c) | si ≥ 0 ∀i, c > 0,

L∑
i=1

si = 1
}

, (5)
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where si denotes the sector exposure of a portfolio to sector i, and L is the
number of sectors. Sector exposure is defined as the sum of portfolio weights
assigned to assets belonging to the respective sector, i.e., si =

∑
j∈Si

wj , with
Si denoting the set of indices of assets belonging to sector i. The variable c
denotes normalized market capitalization. Note that, unlike in the previous case,
it is not possible to uniformly sample from the BS directly. Also, any other
asset characteristics or factors of importance to the investor (e.g., ESG4 factors,
geographical diversification, etc.) might be used instead.

2.3 Fitness Functions

Fitness1 - The fitness (quality) function can be given by the negative distance
between the risk profile of the candidate portfolio w and that of the reference
optimal portfolio w0 (obtained via MV optimization):

f1(w) = −||F(w0) − F(w)|| = −||(μ0, σ0) − (μ, σ)||, (6)
where (μ, σ) ∈ Z is a vector consisting of the expected return and the volatility
of the portfolio w (and equivalently for w0). This fitness function will be used
to take the convex hull approximation method to the near-optimal region.
Fitness2 - Alternatively, a modification of Fitness1 is proposed:

f2(w) =
{

−||(μ0, σ0) − (μ, σ)||, if (μ, σ) not in R
||w − w0||, otherwise

(7)

where R is the region of near-optimality around (μ0, σ0), R ⊂ Z, defined as:

R = {(μ, σ) | μ ≥ (1 − c)μ0, σ ≤ (1 + c)σ0} (8)

for some constant c ∈ (0, 1). Fitness2 promotes solutions in each niche whose
risk profiles are as close as possible to the risk profile of w0 until close proximity
is reached. Once inside the near-optimality region R, solutions that are furthest
weight-wise from w0 are preferred to ensure more genotypic diversity through
an additional mechanism. Ideally, the distance from the convex hull of the entire
archive of near-optimal solutions (instead of only from w0) should be used as the
measure. However, for computational efficiency, we employ this simple heuristic
which will be shown to demonstrate strong performance in lower-dimensional
settings.

2.4 Recombination Operator

Given the conditions in Eq. 3, a suitable constraint-preserving reproduction oper-
ator is required. To this end, a recombination operator (with mutation) that
also includes clipping and normalization is used. It is described in great detail
in Algorithm 1. Additional constraints, such as cardinality restrictions or buy-in
thresholds, can be incorporated as needed.
4 Environment, social and governance.
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Algorithm 1: Recombination operator
Inputs: Parent portfolios w1, w2, mutation rate m
Result: Child portfolio w3

1 λ ← UniformRandom[0, 1] ; // Randomly generated weight parameter
2 δ ← UniformRandom[−m, m, len(w1)] ; // Mutation vector
3 w3 ← λw1 + (1 − λ)w2 + δ ; // Child portfolio
4 w3 ← Clip(w3, 0, 1) ; // Clipping to ensure non-negative weights
5 w3 ← w3∑len(w3)

i=1 w3,i
; // Normalization of the child portfolio

6 return w3

2.5 Algorithm

Due to the continual increase in the number of investable securities in financial
markets, modern PO typically operates in high-dimensional settings, potentially
encompassing hundreds or even thousands of financial assets. The ensuing high-
dimensionality can be tackled with the CVT-MAP-Elites algorithm, where the
number of niches is constant and independent of the dimensionality of the BS
[32]. It is a variant of the vanilla MAP-Elites algorithm, which is itself based on
maintaining an archive of elite solutions, one for each niche in the BS. The under-
lying idea is to find a plethora of behaviorally diverse yet high-performing solu-
tions. Unless noted otherwise, unstructured archive A is assumed. For smaller
BS dimensionalities (typically 2D to 6D [32]), the basic MAP-Elites algorithm
[33] can be used instead. We use CVT-MAP-Elites in all of the performed exper-
iments. The used hyperparameter values are provided separately for each of the
experiments.

3 Experimental Results

3.1 Toy Example

We begin by considering the toy example first introduced in [16] and later revis-
ited in [10], in which only three (N = 3) asset classes - stocks, bonds, and trea-
sury bills are considered5. The mean return, standard deviation, and correlation
estimates for the three asset classes (given in Table 1) are used to construct
the expected return vector μ̂ and the return covariance matrix Ŝ estimates.
The resulting MV efficient frontier is shown in Fig. 1, accompanied by addi-
tional elements, including the near-optimality region R. To ensure consistency
with [10], the same reference portfolio w0 is adopted as well as the identical
value of c = 0.1. After running the QD algorithm R = 100 times6 for each
5 More precisely, the assets include the S&P 500 market index, Lehman Brothers Long

Term Government Bond Index, and one-month Treasury bills. The original data is
presented monthly and spans the period from 1980 to 1990, but the estimates are
transformed into annual values in our work.

6 At the start of each QD run, niches are recalculated, discarding the old CVT results.
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fitness function, while using B1 and with M = 200, the convex hulls depicting
regions of near-optimality in the portfolio weights space are obtained. Each run
takes less than 100 s even without any parallelization. The maximum number of
evaluations is set to Nmax = 250 000 and the number of CVT samples equals
NCV T = 10 000. Random initialization is done until Pinit = 10% of niches
are filled with solutions. Figure 2 presents the results for four different methods
(M1 - Chopra [16], M2 - van der Schans and de Graaf [10,11], M3 - QD with
Fitness1, and M4 - QD with Fitness2), with more details given in Table 2.
Larger hull surfaces (volumes or hypervolumes in higher-dimensional spaces) are
desirable, as they indicate greater compositional diversity within the set of found
near-optimal portfolios, allowing investors more freedom to accommodate their
specific preferences. The best results overall are obtained by M4, the modi-
fied version of M3, as it benefits from the additional diversification mechanism.
The dominance of M2 over M3 with respect to the convex hull surface is not
a matter of concern but rather an anticipated outcome. Namely, M2 selects
portfolios (exclusively from R) by directly maximizing distances from the con-
vex hull of previously found solutions, whereas M3 seeks solutions within each
niche whose risk profiles are strictly closest to F(w0). As a result, M3 pushes
strongly towards F(w0) (lying on the efficient frontier) regardless of whether
exploring inside or outside of R and hence shrinks S, the corresponding region
in the risk-return space. We therefore suspect M3 to yield portfolios with better
risk-reward profiles (measured by the Sharpe ratio) than M2 and also a lower S
surface, all of which is indeed confirmed by the results laid out in Table 1. It is
also noteworthy that M4 achieves an even higher value of the Sharpe ratio than
M3, despite its emphasis on genotypic diversity. The likely reason is that, given
that ω0 is not the maximum Sharpe portfolio, it is possible for the neighboring
risk profiles in R to dominate over it.

Table 1. The estimates from historical data (annual)

Mean (%) Std (%) Corr.
stocks

Corr.
bonds

Corr.
T-Bills

Optimal weights (%)
(moderate risk aversion)

Stocks 15.876 16.603 1.000 – – 58.1
Bonds 12.324 13.801 0.341 1.000 – 22.8
T-Bills 8.748 0.759 −0.081 0.050 1.000 19.1

3.2 Higher-Dimensional Setting

In this section, encouraged by the positive results from the toy example, we apply
the proposed method to a higher-dimensional setting comprised of a large num-
ber of assets. Under such conditions, QD is expected to offer heuristic solutions
in a reasonable time. More specifically, we consider the universe of N = 105
different equity assets covering L = 11 different sectors. The Sharpe optimal
portfolio is used as the reference portfolio. Moreover, the Ledoit-Wolf shrinkage
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Fig. 1. The MV efficient frontier with the chosen optimal portfolio and its region of
near-optimality.

Table 2. Performance evaluation of the four tested methods

Method Convex hull H
surface

Risk-return subspace
S surface (×103)

Sharpe ratio of
portfolios

% of niches
with opt. port

M1a 0.0948 0.1973 1.1368 ± 0.0959 –
M2b 0.1724 0.3712 1.1762 ± 0.1299 –
M3 0.1529 ± 0.0015 0.3652 ± 0.0076 1.2696 ± 0.0009 48.980 ± 0.003
M4 0.1746± 0.0002 0.3882 ± 0.0008 1.2824± 0.0009 49.070±0.003

aResults from [16] (deterministic).
bResults from [10] (deterministic).

[5] is used7 for estimating the covariance matrix Ŝ, while CAPM returns [34]
are utilized to derive the mean return estimate μ̂. The look-back window used
for parameter estimation encompasses the period from January 2nd, 2020, to
September 1st, 2023, corresponding to exactly T = 924 trading days. We again
set c = 0.01, leading to a very strict criterion of near-optimality (i.e., a small sur-
face of R), and also select M = 5000. Due to a plethora of assets, investors might
prefer to first perform asset allocation at the sector/industry or some other macro
level8 before selecting individual constituent securities. Consequently, we use the
BS design B2. As the fitness function, f1 is selected. The algorithm ultimately
returns an archive of solutions A comprised of both near-optimal portfolios and
non-near-optimal portfolios (for niches in which no near-optimal portfolios have
been found).

7 With constant variance set as the shrinkage target.
8 Similar approaches are employed in top-down investment strategies such as Tactical

Asset Allocation (TAA) [35].
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Fig. 2. Convex hulls in the genotypic/phenotypic space for different methods for a
single QD run. The constraint

∑
xi = 1 introduces coplanarity in the otherwise three-

dimensional space.

Considering both the absence of suitable benchmarks and the computational
challenges in calculating convex hull volumes in spaces with higher dimension-
alities9, we draw inspiration from previous research on benchmarking QD algo-
rithms [37] and use it as a starting point in creating appropriate performance
metrics. All of the used metrics are described in Table 3. Remark that metrics
C′, QDScore2 and AP2 only consider niches in which near-optimal portfolios
have been found, unlike QDScore1 and AP1, which (also) require information
on other niches. Following the notation from Table 3, the number of niches with
and without near-optimal portfolios is C′M and |A| − C′M , respectively.

Experimental Results. Figure 3 presents the main experimental results. The
upper subplots show the first three metrics (C′, QDScore1, QDScoreMOD) plot-
ted against the number of QD evaluations, as well as the archive profiles (AP1
and AP2). The mean values as averaged over R = 20 runs are shown, together
with empirical percentiles (the 5-th and the 95-th pth). As before, niches are
recalculated from scratch at the beginning of each QD run. To ensure the
high quality of tessellation, the maximum number of QD evaluations is set
to Nmax = 2.2 × 106, Pinit = 10%, and the number of CVT samples equals
NCV T = 50 000. In terms of the modified coverage, it is evident that the percent-
age of niches with near-optimal solutions sharply rises, reaching 60% already at
a bit over 500 000 evaluations, and finally getting to approximately 75%. Such
high percentages clearly indicate that, despite the use of a stringent criterion
for near-optimality, the method succeeds in finding a wide range of near-optimal
9 With the QuickHull algorithm [36], the execution time grows by n� d

2 �, where n is
the input size and d the dimensionality.
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Table 3. List of metrics

Metric Description Expression
Modified coverage
(C′)

The proportion of niches
with near-optimal
portfolios

No. of niches with n.o. portfolios
No. of niches

QD-score
(QDScore1)

The cumulative normalized
fitness of all portfolios in A

∑|A|
i=1

fi−minj(fj)
maxj(fj)−minj(fj)

Modified QD-score
(QDScoreMOD)

The cumulative normalized
fitness of all found
near-optimal portfolios

∑C′M
i=1

fi−minj(fj)
maxj(fj)−minj(fj)

Modified archive
profile 1 (AP1)

The proportion of found
non-near-optimal
portfolios exceeding some
threshold value

∑|A|−C′M
i=1 1 (fi ≥ fthreshold )

Modified archive
profile 2 (AP2)

The proportion of found
near-optimal portfolios
exceeding some threshold
value

∑C′M
i=1 1 (fi ≥ fthreshold )

portfolios encompassing various industry compositions and market capitalization
values. This is a fortunate conclusion, especially for investors who prefer human-
in-the-loop approaches, enabling them to incorporate their own preferences that
might be hard to formalize, into the decision-making process. As for the QD-score
metrics, we observe that QDScore1 steadily increases over time, indicating an
improvement in diversity/performance among the found near-optimal solutions
(portfolios). Likewise, the QDScore1 curve shows that the majority of niches
are populated relatively quickly (in under 500 000 evaluations). Also note that
QDScore1 expectedly converges faster than QDScoreMOD, as filling niches with
near-optimal solutions takes more time compared to arbitrary solutions. Mod-
ified archive profiles, calculated after performing the maximum number of QD
evaluations, are provided at the bottom of Fig. 3. While AP1 and AP2 have
similar shapes (under different threshold scales), a small right tail can be seen
with AP2, showing a number of "super" near-optimal portfolios with risk pro-
files extremely similar to that of the reference portfolio. The significant composi-
tional diversity of the obtained portfolios is depicted in Fig. 5, which displays the
Sharpe optimal portfolio alongside two mutually diverse near-optimal portfolios
generated by the method in the feature (behavior) space. Despite the multitude
of potential solutions, in order to finalize the investment decision-making process,
it is necessary to select a single portfolio from the set of obtained near-optimal
portfolios. To this end, Algorithm 2 delineates the entire end-to-end investment
decision-making process, incorporating the proposed QD method.
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Fig. 3. The mean modified coverage C′ (the upper left subplot), QDScore1, and
QDScore2 (the upper right subplot) plotted against the number of evaluations, along-
side empirical percentiles. The modified archive profiles are displayed at the bottom,
with the set including non-near-optimal portfolios on the left and the set including
near-optimal portfolios on the right.

Robustness. Generally, the evaluation of QD solutions is exacerbated by the
presence of stochasticity in the underlying environment [29]. In our case, the
evaluation is fully deterministic once the estimates (μ̂, Ŝ) are fixed. However,
there is stochasticity involved due to the very fact that “true" parameter val-
ues (μ, S) are hidden, whereas the estimates (which can be derived in multiple
ways) represent random variables. With this in mind, we investigate the robust-
ness of the generated portfolios to a certain type of change in the estimates (μ̂,
Ŝ). More specifically, we study whether previously found near-optimal portfo-
lios generally remain near-optimal when re-estimating under different estimation
window10 sizes T . The results are shown in Fig. 4. As expected, the mean modi-
fied coverage C ′ remains robust to changes in the estimation window size T when
larger threshold constants c are employed. On the other hand, the sensitivity of
C ′ to changes in T , in particular to its reduction, is much more emphasized
for c values in the range [0.5%, 2.5%], i.e., for stricter near-optimality crite-
ria. For example, with c = 0.5% and T = 824, on average only 136.15 niches

10 The choice of the estimation window size is a non-trivial issue that has been studied
before [38–40], with larger sizes leading to reduced estimation errors at the price of
assuming unrealistically long stationarity periods.
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Fig. 4. The mean modified coverage C′ for different threshold constants c and estima-
tion window sizes T . Observe the relatively high sensitivity of C′ to the shortening of
T , especially for stricter near-optimality criteria (i.e., for smaller c values).

Technology
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Utilities

Real Estate

Consumer Cyclical

Basic Materials
Energy

Financial Services

Industrials

Communication

Consumer Defensive

Normalized Market Cap

0 0.05 0.1 0.15 0.2 0.25

Portfolio
Near optimal portfolio 1
Near optimal portfolio 2
Sharpe optimal portfolio

Fig. 5. Two of the obtained near-optimal portfolios juxtaposed against the Sharpe
optimal portfolio in the BS. The first (second) near-optimal portfolio is highly concen-
trated in industrials (financial services) stocks and low (high) market cap stocks, while
the Sharpe optimal portfolio remains more balanced.

(or 2.7%) contain near-optimal solutions. We leave for further research the study
of whether solutions that remain near-optimal under a wider range of estimates
present a superior investment choice.
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Algorithm 2: Portfolio selection process
Inputs: Investor’s risk aversion γ and preferred BD b, historical data D
Result: Final portfolio w

1 Ŝ, μ̂ ← EstimateParameters(D)
2 w0 ← CalculateEfficientFrontierPortfolio(γ, Ŝ, μ̂) ; // MV step - calculating

the required portfolio on the efficient frontier
3 A ← RunQD ; // Run QD to obtain the archive of portfolios
4 nb ← DetermineNicheIndex(b) ; // Determine the niche index for the

preferred BD
5 if NearOptimalPortfolioExistsIn(nb) then
6 w ← ElitePortfolioFrom(nb)
7 else
8 n′

b ← ClosestNicheWithNearOptimalPortfolio(nb) ; // Among all niches
with a near-optimal portfolio, select the one closest to nb

9 w ← ElitePortfolioFrom(n′
b)

10 end
11 return w

4 Conclusion and Further Work

This paper is concerned with the problem of finding mutually diverse portfolios
located in the region of near-optimality of some reference optimal portfolio. We
introduce a novel method for discovering a wide spectrum of mutually diverse
(in a predefined BS) near-optimal portfolios based on QD optimization. The
main findings, pointing to high coverage and QD-scores, underscore the capacity
of QD to serve as a novel instrument in the field of PO. In addition to QD,
the knobelty algorithm [41] might be used to balance compositional diversity
(novelty) with proximity to the selected optimal portfolio. Similar approaches
might also be employed for a somewhat different problem; to approximate the
entire efficient frontier of optimal solutions, covering a wide range of different
risk preferences and hence catering to a versatile set of investors. These include
QD with a fitness function that penalizes distances from the efficient frontier in
each niche, as well as vanilla NS formulations in which the risk-reward space is
used as the phenotypic space. Other objectives besides MV may be explored in
the future as well, together with different BS designs (e.g. factor-based, distance
from the equally weighted or currently selected portfolio) and definitions of near-
optimality (e.g. those employing soft constraints). Links with sparse PO should
also be investigated. Lastly, we anticipate further work to leverage the power of
QD in visualizing and illuminating the portfolio search space. More broadly, we
hope to see future approaches harnessing the potential of open-endedness-based
approaches, including QD and NS, in computational finance.
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Abstract. For real-time applications in embedded systems, an efficient image
filter is not defined solely by its accuracy but by the delicate balance it strikes
between precision and computational cost. While one approach to manage an
algorithm’s computing demands involves evaluating its complexity, an alterna-
tive strategy employs a multi-objective algorithm to optimize both precision and
computational cost.

In this paper, we introduce a multi-objective adaptation of Cartesian Genetic
Programming aimed at enhancing image filter performance. We refine the exist-
ing Cartesian Genetic Programming framework for image processing by inte-
grating the elite Non-dominated Sorting Genetic Algorithm into the evolutionary
process, thus enabling the generation of a set of Pareto front solutions that cater
to multiple objectives.

To assess the effectiveness of our framework, we conduct a study using a
Urban Traffic dataset and compare our results with those obtained using the stan-
dard framework employing a mono-objective evolutionary strategy. Our findings
reveal two key advantages of this adaptation. Firstly, it generates individuals with
nearly identical precision in one objective while achieving a substantial enhance-
ment in the other objective. Secondly, the use of the Pareto front during the evo-
lution process expands the research space, yielding individuals with improved
fitness.

Keywords: Genetic Programming · Cartesian Genetic Programming ·
Multi-Objective · Genetic Improvement · Image processing · Real Time
Applications · Embedded Systems

1 Introduction

When employing image filters on embedded systems with limited computing power,
the challenge extends beyond precision; one must also consider the constraints of com-
putational capacity. In the realm of real-time applications on embedded systems, an
efficient image filter is one that strikes an optimal balance between fitness and compu-
tational time.
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While assessing an algorithm’s complexity is a common practice, involving mea-
surements of time and estimations of worst-case scenarios, controlling the equilibrium
between precision and computation time remains a nuanced challenge. An alternative
approach involves the use of multi-objective algorithms to concurrently optimize preci-
sion and computation.

In this work, we introduce a multi-objective evolutionary strategy within the frame-
work of Cartesian Genetic Programming for Image Processing for Genetic Improve-
ment (CGP-IP-GI). Our approach accounts for both filter precision and execution time,
yielding a range of high-performing solutions. The choice of solution depends on the
desired fitness level or the available computing power. Additionally, our multi-objective
adaptation results in solutions with improved fitness when compared to previous mono-
objective studies.

This paper is organized as follows: Sect. 2 presents the state-of-the-art in multi-
objective genetic algorithms, while Sect. 3 outlines the adaptation of CGP-IP-GI, incor-
porating the elite non-dominated sorting genetic algorithm to achieve multi-objective
optimization. Section 4 details the experiments underpinning this research, and Sect. 5
offers a comprehensive presentation of the results. Finally, in Sect. 6, we present our
preliminary conclusions.

2 Related Works

This section discusses prior research in the realm of multiple objective problems, with
a specific focus on the field of genetic algorithms. It also introduces Cartesian Genetic
Programming for Image Processing (CGP-IP) and its recent advancement for genetic
enhancement (CGP-IP-GI).

2.1 Multi-objective Evolution Algorithms

In contrast to a single-objective problem, which seeks to find an optimal solution, a
multi-objective problem entails the simultaneous optimization of multiple objective
functions. Enhancing one aspect in a multi-objective problem may have detrimental
effects on the outcomes of other objectives. As a result, multi-objective genetic algo-
rithms aim to generate a collection of efficient solutions that belong to the Pareto-
optimal front.

Mathematically, the concept of Pareto optimality can be formally defined as follows
(Eq. 1). Assuming, without loss of generality, a maximization problem, and given two
decision vectors a and b belonging to the decision space X, vector a is said to dominate
vector b if and only if:

{∀i ∈ [1,2, ...,n] : fi(a)>= fi(b)
∃ j ∈ [1,2, ...,n] : f j(a)> f j(b)

(1)

All decision vectors which are not dominated by any other decision vector of a given
set are called nondominated regarding this set. If it is clear from the context which set
is meant, we simply leave it out. The decision vectors that are nondominated within the
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entire search space are denoted as Pareto optimal and constitute the Pareto-optimal set
or Pareto-optimal front.

Non-dominated Sorting Genetic Algorithm
The Non-dominated Sorting Genetic Algorithm (NSGA), originally developed by Sri-
vas and Deb [28], follows a methodology that starts by randomly sorting the obtained
solutions based on their dominance. Within each subpopulation, the algorithm computes
the proximity between solutions, and selection is carried out using the roulette method.
This method gives a higher probability to solutions from the first non-dominated sub-
population. New solutions are generated through a combination of crossover and muta-
tion applied to the selected solutions, and the algorithm continues its search for solu-
tions until a predefined stop criterion is met. NSGA ranks solutions based on their
dominance and assigns precision values.

NSGA has also been employed in a study focused on optimizing Stirling thermal
engines, with the goal of achieving maximum power, thermal efficiency, and minimum
pressure drop [1].

Fig. 1. The crowding distance is computed, with points identified by filled circles representing
solutions belonging to the same nondominated front. (Source [6])

Elitist Non-dominated Sorting Genetic Algorithm
The elite non-dominated sorting genetic algorithm (NSGA-II), introduced by Deb and
Goel [7,8], bears resemblance to NSGA. However, NSGA-II employs the crowding
distance to select the most isolated results (as depicted in Figs. 1 and 2), eliminating the
need to calculate the precision parameter (σshare). Consequently, the algorithm ensures
that the optimal Pareto solution discovered up to the current step is retained. The solu-
tion selection mechanism is employed to control population size, although this approach
may diminish proximity to the optimal solution. As long as the number of solutions with
the first non-dominated solutions does not exceed the number of primary populations,
all solutions in this set are selected.

2.2 Cartesian Genetic Programming

Cartesian Genetic Programming (CGP) is a form of Genetic Programming (GP)
in which programs are represented as directed, often acyclic graphs indexed by
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Fig. 2. Basics of NSGA-II procedure. (Source [14])

Cartesian coordinates (Fig. 3). CGP was invented by Miller and Thomson [20], [22]
for use in evolving digital circuits, although it has been applied in a number of domains
[23]. CGP is used in [16] to evolve neural networks, in [5,10] for object detection in
image processing, and in [15] for image noise reduction. Its benefits include node neu-
trality, being the encoded parts of the genome that don’t contribute to the interpreted
program, node reuse, and a fixed representation that reduces program bloat [21]. A
recent review of CGP is given in [24].

Fig. 3. A genotype in the form of a CGP (Cartesian Genetic Programming) and its associated
schematic phenotype are presented for a group of four mathematical equations. The genes high-
lighted in the genotype dictate the function of individual nodes. The addresses for each program
input and node in both the genotype and phenotype are displayed below. Inactive regions of
both the genotype and phenotype are depicted as grey dashes, specifically in the case of node 6.
(Source [25]). (Color figure online)

In CGP, functional nodes, defined as a set of evolved genes, connect to program
inputs and to other functional nodes via their Cartesian coordinates. The outputs of the
program are taken from any internal node or program input based on evolved output
coordinates. The CGP nodes are organized in a rectangular grid with R rows and C
columns. Nodes have the flexibility to establish connections with any node from pre-
ceding columns, and this connectivity is governed by a parameter L, representing the
number of columns to which a node can connect. In this investigation, consistent with
previous studies such as [24], the value of R is set to 1, indicating that all nodes reside
in a single row.
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The CGP genotype consists of a list of node genes; each node in the genome encodes
the node function, the coordinates of the function inputs (here referred to as Connection
0 and Connection 1), and optionally, the parameters for the node function. Finally, the
end of the genome encodes the nodes that give the final program output. By tracing
back from these output nodes, a single function can be derived for each program output
by offering a concise and legible program representation.

The genes in CGP are optimized through using the 1+λ algorithm. A population of
λ individuals are randomly generated and evaluated on a test problem. The evaluation
is performed by decoding the program graph from the individual genotype and apply-
ing the program to a specific problem such as image masking, as in this study. The
best individual based on this evaluation is retained for the next generation. A mutation
operator is applied to this individual to create λ new individuals; in CGP, the mutation
operator randomly samples a subset of new genes from a uniform distribution. This new
population is evaluated, and the best individual is retained for the next generation; this
iterative process continues until a configured stopping criterion.

2.3 Cartesian Genetic Programming for Image Processing

An important choice to make when using CGP is the set of possible node functions. In
the original circuit design, the node functions are logic gates such as AND and NOR.
Applications of CGP in game playing and data analysis use a standard set of mathemat-
ical functions such as x+ y, x ∗ y, and cos(x) for a node with inputs x and y. Function
sets must be defined such that outputs of any node will be valid for another node; in
mathematical functions, this is often guaranteed by limiting the domain and range of
the functions between –1 and 1.

CGP-IP is an adaption of CGP that uses image processing functions and applies
programs directly to images [10]. The inputs and outputs of the evolved functions
are images that allows for consistency between node functions; each node function is
defined to input an image of a fixed size and output an image of the same size. CGP-IP
has previously used a set of 60 functions [10] from OpenCV, a standard open-source
image processing library.

In a previous work [10], CGP-IP has used an island population distribution algo-
rithm. In this method, multiple populations compete inside “islands" that are indepen-
dent 1+ λ evolutionary algorithms. A migration interval parameter dictates the fre-
quency of expert sharing between islands, allowing for the synchronization of the best
individual across islands. Island models have been shown to be good alternatives to the
genetic algorithm, as they help preserve genetic diversity [30]. Their use in CGP-IP has
demonstrated an improvement compared to the 1+λ algorithm.

CGP-IP individuals are evaluated by applying the evolved filter to a set of images,
comparing them to target images, and computing a difference metric between the output
image from the evolved filter and the target such as the mean error or Matthews Corre-
lation Coefficient (MCC) [19]. In this paper, we use MCC, which measures the quality
of binary classification and has been showed particularly adapted to classification tasks
using CGP [9]. Calculations are based on the confusion matrix, which is the count of the
true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN).
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mcc=
TPxTN−FP∗FN√

(TP+FP)(TP+FN)(TN+FP)(TN+FN)
(2)

A MCC with a score of 1 corresponds to a perfect classification, 0 to a random
classifier, and –1 to a fully inverted classification. Therefore, our fitness function for
evolution is defined as follows:

f itness= 1−mcc (3)

The closer our fitness value is to 0, the more accurate our phenotype is.

2.4 Genetic Improvement

Genetic Improvement (GI) is a relatively recent field of software engineering research
that uses search to improve existing software [26]. Using handwritten code as a starting
point, GI searches the space of program variants created by applying mutation opera-
tors. The richness of this space depends on the power and expressivity of the mutation
operators, which can modify existing code by changing functions or parameters, add
new code, and, in some cases, remove parts of a program. Over the past decade, the
GI field has greatly expanded, and current research on GI has demonstrated its many
potential applications. GI has been used to fix software bugs [2,18], drastically speed
up software systems [18,29], port a software system between different platforms [17],
transplant code features between multiple versions of a system [27], grow new func-
tionalities [12], and more recently to improve memory [31] and energy usage [4].

The majority of GI work uses GP to improve the programs under optimization
[2,17,18,27,29]. In most methods, applying GI on a existing program is achieved by
encoding the program within a GP tree and then computing the corresponding genome.
GP mutation operators are applied to the encoded program to generate adjacent pro-
grams. To this end, both the program encoding and the operators must be defined to suit
the initial program that is to be enhanced with additional functions to improve the func-
tional graph. The fitness used during the evolutionary optimization of the program can
be based on various metrics such as program length, efficiency, or relevance to given
test cases [2,17,29].

2.5 Genetic Improvement in Cartesian Genetic Programming for Image
Processing

In this section, we describe the node insertion and deletion operators designed for GI
with CGP-IP [3]. In general, CGP can create a graph through the random mutation of
node gene parameters such as connections or functions. However, this can be destructive
when improving a given genome, because the modifications to active nodes can remove
parts of the function graph. Previous research has proposed self-modifying genomes
[11] which use functions which can add or remove nodes upon function execution.
CGP-IP-GI propose node insertion and deletion operators during the mutation process
instead of during the execution of the program. These operators are designed to maintain
the active subgraph of a program, that is, they are not destructive.
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The mutation operator comprises three possible operators: node insertion, node
deletion, and standard parameter modification using a uniform distribution. The node
operators have configurable mutation rates: rins and rdel . If one of these structural oper-
ators is chosen, it will be the only mutation performed; otherwise, standard mutation
occurs. In this study, we use rins = 0.1 and rdel = 0.1 for all experiments.

3 Multi-objective Implementation in Cartesian Genetic
Programming for Image Processing

To accomplish multi-objective optimization, we will employ the NSGA-II algorithm.
In order to do so, it is imperative to adapt CGP-IP-GI by making adjustments to its
evolutionary algorithm and integrating a Pareto front as the evaluation function.

3.1 Evolutionary Algorithm

In the typical scenario, CGP-IP-GI employs an evolutionary algorithm with a µ+ λ
strategy, where µ = 1 parent generates λ children. However, to ensure that the Pareto
front is adequately representative, it becomes essential to consider µ> 1. Accordingly,
the evolution phase is adjusted to enable the generation of λ children from µ parents.

3.2 Adapting NSGA-II for CGP-IP-GI

In order to maintain multiple candidates following each selection phase, it becomes
necessary to replace the evaluation function that previously considered only one objec-
tive with the NSGA-II algorithm, which takes into account two objectives and enables
the selection and retention of a set of solutions.

The NSGA-II algorithm can be divided into two phases: the first phase involves the
elimination of dominated solutions, while the second phase focuses on preserving the
most isolated solutions by sorting them.

Selection of Non-dominated Solutions
Solutions not belonging to the Pareto front or dominated solutions are deleted. Only
non-dominated solutions are retained (Algorithm 1). A solution x ∈ E dominates if x’
∈ E if:

∀i, fi(x) ≤ fi(x′) and ∃i, fi(x)< fi(x′) (4)

with fi(x) the function of objective i

Sorting by Isolation Distance
If the number of non-dominated solutions is greater than the number of parents µ, it is
necessary to sort and retain only µ solutions. The extreme points must be kept in each
generation and, therefore, be assigned an infinite crowding distance. For each solution
between the extreme points, the crowding distance between the previous solution and
the next solution is calculated. Solutions are sorted by crowding distance and the µ
solutions with the greatest distance are kept (Algorithm 2).
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Algorithm 1: Removal of dominated solutions
Data: solutions is an array containing all solutions
Result: frontpareto contains the solutions on the Pareto front
solutions.sort([fitness,duration]);
for i ← 0 to solutions.length−1 do

front = True;
for j ← i+1 to solutions.length do

if solutions[i].duration≥solutions[j].duration then
front = False;

end
end
if front then

frontpareto.push(solutions[i])
end

end
frontpareto.push(solutions[solutions.length-1]);

Algorithm 2: Sorting solutions by crowding distance and selecting µ solutions
Data: solutions is an array containing all solutions
Result: parents contains µ solutions to use as parents
for i ← 1 to solutions.length−1 do

solutions[i].crowding = abs(solutions[i-1].fitness - solutions[i+1].fitness) +
abs(solutions[i-1].duration - solutions[i+1].duration)

end
parents.push(solutions[0]);
parents.push(solutions[-1]);
solutions.sort(crowding);
for i ← 0 to µ−2 do

parents.push(solutions[i]);
end

3.3 Synchronization of Islands

CGP-IP-GI uses a distribution of individuals who evolve on different islands. The
islands are synchronized at a fixed interval. Synchronization involves taking the best
of individuals from all the islands and implanting them as a parent individual on all the
islands. The synchronization process is adapted to use the NSGA-II algorithm. During
synchronization, all the individuals of each island are grouped together, and only the
individuals belonging to the Pareto front are kept. If the number of individuals retained
on the Pareto font is greater than µ (number of parents), a sorting by isolation distance
is applied to keep only the most isolated individuals. The remaining µ individuals are
implanted in the place of the previous parents on each island.
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3.4 Objectives Functions

In the study presented in this paper, we will be optimizing two objectives simultane-
ously. The first objective pertains to result precision, and the objective function for
precision is defined as: 1−MCC. Details on how to calculate this objective function
can be found in Sect. 2.3 above. A lower value of the objective function implies better
precision, and thus, the goal is to minimize it.

The second objective focuses on the execution time of the computation. To measure
computation time, we employ the Python function process_time1. This function cor-
responds to the time required for executing the precision objective function. A smaller
result of this objective function indicates a shorter computation time, and the objective
here is also to minimize it.

4 Experiments

To assess this multi-objective adaptation in the context of Genetic Improvement (GI),
we will apply the same experimental conditions as those outlined in a prior publication
on image filter optimization using CGP-IP-GI [3]. This approach enables us to evaluate
and, subsequently, compare the outcomes of the multi-objective adaptation with the
results obtained in the single-objective version.

4.1 Urban Traffic Dataset

Fig. 4. Example from the urban traffic image dataset

In this study, we employed CGP-IP for the purpose of object identification within a
cityscape. The dataset is sourced from urban traffic livestream cameras2, and we gener-
ated output masks using Mask-RCNN [13]. These masks are used to isolate and retain
only the relevant objects within the scene. The primary objective of this dataset is to
create a filter capable of extracting and tracking specific objects in the video stream.
To achieve this, the filter must discern the moving objects from one frame to the next

1 https://docs.python.org/3/library/time.html.
2 https://camstreamer.com/live/streams/14-traffic.

https://docs.python.org/3/library/time.html
https://camstreamer.com/live/streams/14-traffic
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in a sequence of five-minute videos. The videos are captured in 16-bit RGB color with
a resolution of 1024×576 pixels. Prior to input, we convert the images into grayscale
(as depicted in Fig. 4.A). The target classification (as shown in Fig. 4.B) is aimed at
identifying significant objects such as pedestrians and vehicles.

The expert filter used in this dataset was designed by engineers. It functions by
subtracting the previous image from the current image and applying erode and dilate
function to remove the noise. For this dataset, evolution was run for 5000 generations
over forty independent trials.

4.2 CGP-IP Parameters

In this work, we have used the following parameters for CGP-IP:

– R: number of rows in CGP is 1
– C: number of columns in CGP is set to 50 but can change with the node addition and

deletion operators
– rmut : mutation rate for each gene is 0.25
– rins: node insertion mutation operator rate is 0.1
– rdel : node deletion mutation operator rate is 0.1
– number of islands: number of parallel 1+λ evolutions is 4
– µ: number of parents on each island is 4
– λ: population size on each island is 8
– Synchronisation interval between islands: number of generations before islands that
synchronize with the chromosome with the best fitness is 20

– number of generations is 5000

Each node within the graph is encoded with eight parameters. The first parameter
signifies an index within the list of image processing functions. The second parame-
ter, “Connection 0”, represents a connection with a preceding node, where the output
of the preceding node serves as the input for the function. The third parameter, “Con-
nection 1”, is also a connection with a previous node, using its output as input for the
function (although not all functions make use of “Connection 1”). The fourth, fifth, and
sixth parameters, labeled “Parameters 0”, “Parameters 1”, and “Parameters 2”, are real
numbers corresponding to the first, second, and third parameters of the function. These
parameters are not necessarily used because not all functions require three parameters.
For instance, Gabor Filter parameters are only utilized in conjunction with Gabor filter
functions. Throughout the evolution process, mutations can occur on the function index,
connections, or parameters.

4.3 Image Processing Functions

The function set employed in this study is primarily derived from the CGP-IP func-
tion set [10]. However, it’s important to note that new functions have been introduced
into the OpenCV library since the publication of the previous work. In addition to the
pre-existing list of image processing functions [10] integrated into CGP-IP, we have
incorporated two additional OpenCV functions: “watershed” and “distance transform”.
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Table 1. Significant values of the Pareto front at generation 5000 over 40 runs

Fitness 1.0 0.70 0.59 0.55 0.52 0.50 0.49 0.49 0.39 0.38 0.36 0.35

Duration 0.09 0.12 0.18 0.33 0.66 1.05 1.79 2.58 2.63 3.13 7.65 11.7

5 Results

In this section, we present the results obtained from our dataset over the course of
5000 generations and across 40 independent runs. The application of a multi-objective
algorithm enabled us to procure a diverse range of efficient solutions catering to both
objectives.

Fig. 5. All individuals over 40 runs for generation 1 (A), 100 (B) and 1000 (C). The line corre-
sponds to Pareto front.

Figure 5 depicts the Pareto front at generation 1 in blue, generation 100 in green,
and generation 1000 in red over the 40 runs. During this evolutionary progression, we
observe a significant enhancement in precision from generation 1 to 1000, coinciding
with a stabilization in execution time. Beyond generation 1000 and up to 5000, only
four solutions exhibit noticeable precision improvements.

Figure 6.A showcases the evolution of the mean and standard deviation of the best
precision achieved in each of the 40 runs throughout 5000 generations. This graph high-
lights a pronounced surge in precision up to generation 500, followed by a gradual
but continuous improvement, with the standard deviation progressively increasing from
generation 3500 and doubling by generation 5000.

Figure 6.B illustrates the evolution of the mean and standard deviation of the short-
est execution duration in each of the 40 runs over 5000 generations. Here, we observe
an increase in both mean and standard deviation up to generation 250, after which they
remain at consistent levels until generation 5000.

A close examination of Figs. 6.A and 6.B uncovers the intertwined nature of preci-
sion and execution time, which stabilizes after generation 300.

Figure 7 showcases the solutions comprising the Pareto front at generation 5000,
encompassing a wide array of solutions to accommodate diverse objectives. Table 1
provides a summary of representative values from this Pareto front.

Figure 8.A presents the evolution of the mean and standard deviation of the number
of active nodes for the best precision achieved in each of the 40 runs throughout 5000
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Fig. 6. Average and standard deviation of the best precision and shortest duration over 40 runs

Fig. 7. Pareto front at generation 5000 over 40 runs

generations. Notably, there is a consistent rise in both the mean and standard deviation
of active nodes during the entire 5000-generation span.

Figure 8.B mirrors this trend, capturing the evolution of the mean and standard devi-
ation of the number of active nodes for the shortest execution duration in each of the 40
runs over 5000 generations. We observe an increase in both mean and standard devia-
tion up to generation 200, followed by a stable trajectory up to generation 5000. The
comparative analysis of Figs. 6 and 8 underscores the connection between improved
objectives and an increased number of active nodes.

The Pareto front established after 5000 generations provides a broad spectrum of
solutions, with precision ranging from 0.36 to 1.0 and execution times spanning from
90 milliseconds to 11.7 s (see Table 1). This diversity enables the selection of solutions
based on the interplay of these two objectives. For instance, even when the highest
precision achieved is 0.35, there exists a solution offering slightly less precision (0.39,
i.e., a 10% reduction) but with a significantly shorter execution time (2.63 s instead of
11.7 s, representing a computational cost reduction of 78%).

5.1 Comparing Multi-objective to Mono-objective Results

The CGP-IP-GI framework has previously been examined in a single-objective setup
using the same dataset and CGP-IP parameters [3], and Fig. 9 is extracted from this
prior publication.

In Fig. 9.A, we observe the evolution of both the mean and standard deviation of
precision over 40 runs spanning 5000 generations. When compared to Fig. 6.A, both
graphs exhibit a consistent and swift enhancement up to generation 500, followed by a
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Fig. 8. Average and standard deviation of the number of actives nodes of the best precision and
the shortest duration over 40 runs

Fig. 9. Average and standard deviation of the precision and the number of actives nodes over 40
runs from [3]

more gradual improvement. Notably, the standard deviations in both figures are quite
similar. The multi-objective adaptation yields a slightly improved precision (2%) at the
5000th generation.

Moving to Fig. 9.B, it illustrates the progression of the mean and standard deviation
of the number of active nodes over 40 runs during 5000 generations. In comparison
with Fig. 8.A, both graphs display a parallel evolution characterized by a continuous
increase in the number of active nodes and a comparable standard deviation. At the
5000th generation in Fig. 9.A, the mean value stands at 0.53, with a minimum of 0.44,
a maximum of 0.59, and a standard deviation of 0.03 (as outlined in Table 2). While
the mean precision in Figs. 9.A and 6.A displays a slight difference at the 5000th gen-
eration, comparing their best fitness demonstrates that the multi-objective adaptation
enables the attainment of individuals with superior fitness. Significantly, the T-test p-
value between Figs. 6.A and 9.A falls below 1e−5.

The results from this experiment, conducted over 40 runs and spanning 5000 gen-
erations, reveal a consistent improvement in accuracy, as well as an ongoing increase
in the number of active nodes. Moreover, when compared to the outcomes of previous
studies [3], our findings demonstrate that the use of a multi-objective algorithm does
not compromise precision over the course of 5000 generations. On the contrary, main-
taining a Pareto front during the evolution process, as opposed to a single individual,
results in an expanded search space and leads to more optimal solutions.
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Table 2. Comparing of multi-objective and mono-objective [3] results

Evolutionary algorithm Mean Fitness Min Fitness Standard deviation

Mono-objective 0.53 0.44 0.03

Multi-objective 0.5 0.35 0.02

6 Conclusion

In this study, our primary objective was to investigate the feasibility of effectively man-
aging the computational demands inherent in the genetic evolution of image filters.
We pursued a multi-objective approach by enhancing the adaptability of CGP-IP-GI to
accommodate multiple objectives.

The results obtained from our experiments involving this multi-objective adaptation
have provided valuable insights. They offer a range of solutions that belong to a Pareto
front, where a slight reduction in precision leads to a substantial reduction in compu-
tation time. Maintaining a Pareto front throughout the evolution process, rather than
relying on a single individual, significantly expands the search space, thus facilitating
the discovery of efficient solutions.

This study, in conjunction with comparisons to prior publications, reinforces the
notion that it is indeed possible to reduce the computational time required for image
filters while preserving precision. This outcome holds significant promise for the uti-
lization of GP-based algorithms in embedded applications, freeing up computational
resources for other essential tasks. Additionally, our findings underscore the efficiency
of adapting the NSGA-II algorithm within genetic algorithms for genetic improvement.

In practical terms, the evolution of the CGP-IP-GI framework now enables the
execution of multi-objective genetic improvement, offering a wide array of effective
solutions for various objectives. The selection of the most suitable solution remains a
human-driven process, aligning with the specific constraints and requirements of the
application. For systems with limited computing power, the dynamic adaptation to the
available computational resources from this pool of solutions holds substantial poten-
tial.

One noteworthy avenue that merits exploration is the use of multi-objective algo-
rithms to expand the search space of single-objective algorithms. While our study
primarily aimed to reduce computational time as the second objective, an intriguing
prospect exists in controlling the number of active nodes. This approach could involve
either minimizing or maximizing them. The selection of the most suitable secondary
objective to maximize the search space warrants further investigation.

Furthermore, our findings open the door to the exploration of divergent search
approaches, offering the possibility of combining directed search, computational cost
optimization, and divergent search. This avenue holds promise for future research to
unlock new levels of efficiency and effectiveness in the field of genetic improvement.
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Abstract. The Low-Memory Matrix Adaptation Evolution Strategy is
a recent variant of CMA-ES that is specifically meant for large-scale
numerical optimization. In this paper, we investigate if and how gradi-
ent information can be included in this algorithm, in order to enhance its
performance. Furthermore, we consider the incorporation of Lévy flight
to alleviate stability issues due to possibly unreliably gradient estimation
as well as promote better exploration. In total, we propose four new vari-
ants of LMMA-ES, making use of real and estimated gradient, with and
without Lévy flight. We test the proposed variants on two neural network
training tasks, one for image classification through the newly introduced
Forward-Forward paradigm, and one for a Reinforcement Learning prob-
lem, as well as five benchmark functions for numerical optimization.
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1 Introduction

The Covariance Matrix Adaptation Evolution Strategies (CMA-ES) [1] is a well-
known evolutionary algorithm that, to date, is considered among the state-of-
the-art evolutionary optimizers for real-valued, box-constrained optimization.
The main strength of this algorithm consists of the use of a Covariance Matrix,
calculated over a subset of the best individuals in each generation of the evo-
lutionary process, for building a multivariate Gaussian distribution model. This
model is employed, at each generation, to sample the directions for the mutation
step of the ES algorithm. Then, the covariance matrix is adapted at each gen-
eration in order to increase the probability of mutations along the most promis-
ing mutation directions. As such, CMA-ES performs an inherent dimensionality
reduction, aimed at identifying the principal directions of improvement over the
fitness landscape at hand. On top of this Covariance Matrix Adaptation (CMA)
mechanism, CMA-ES also uses the so-called Cumulative Step-size Adaptation
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(CSA) [2], which is a method that complements the effect of CMA (that pro-
vides promising mutation directions) by adapting the step-size in a way that
keeps track of a history of previous step-sizes. Overall, the two mechanisms
together (CMA and CSA) allow the algorithm to conduct an efficient search
even in complex, multi-modal fitness landscapes.

Despite its well-established effectiveness in terms of optimization, which was
demonstrated not only in single-objective, box-constrained problems [3,4] but
also in the context of multi-objective [5] and constrained optimization [6–8],
CMA-ES has however one main drawback, which is its heavy computational
complexity. In fact, the original version of CMA-ES is much more computa-
tionally expensive than traditional Evolution Strategies, as it needs to store in
memory the whole covariance adaptation (of size n2, where n is the problem size)
and adapt it at each generation (which requires several steps whose computa-
tional complexity is O(n2) [9]). Therefore, since its introduction several research
works have investigated various ways to simplify CMA-ES by either revisiting
the CMA process [10,11], introducing active covariance updates [12], or even
removing the covariance matrix altogether [13]. Other methods constraint the
covariance matrix to be diagonal [9], hence trading off the possibility of capturing
pairwise variable dependencies (which is instead possible in a full matrix) with a
reduced (i.e., linear) time and space complexity. Surprisingly, the authors in [9]
show that even though this variant (called sep-CMA-ES) is designed to handle
essentially separable functions, where it significantly outperforms the original
CMA-ES, for some large-scale non-separable problems, such as the Rosenbrock
function, it converges faster, and to comparable results, than CMA-ES.

Among these modified variants of CMA-ES, the recently proposed Low-
Memory Matrix Adaptation Evolution Strategies (LMMA-ES) algorithm [14]
differs from the original CMA-ES algorithm in that it builds an approximation
of the covariance matrix based on an iteratively updated transformation matrix
that takes into account only m << n dimensions (where m is a hyperparameter
that can in principle be as small as 1). As such, LMMA-ES dramatically reduces
the memory complexity of the original CMA-ES, hence resulting particularly
suitable for solving large-scale optimization problems.

While ES-based algorithms are mostly meant for zeroth order (and, in the
specific case of LMMA-ES, large-scale) optimization, hence without making use
of gradient information, this kind of algorithm can be an effective tool also in
those contexts where instead gradients are available, such as in neural network
training. For instance, in the context of Reinforcement Learning (RL), it has
been shown that ES can provide better scalability to traditional RL techniques
such as Q-learning and policy gradients [15].

In this work, we therefore address the question as to whether gradient infor-
mation can be incorporated into the LMMA-ES algorithm. In particular, we
present two variants of LMMA-ES, one that incorporates real gradient infor-
mation and another that uses an estimation of the gradient. Moreover, for the
two proposed variants of LMMA-ES, we also consider the incorporation of the
Lévy flight mechanism (see [16]), which is an alternative to random walk that
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allows occasional large perturbations hence facilitating escaping from possible
local minima, as a way to better balance the algorithm explorability with the
typical exploitativity of gradient-based search.

We test the proposed approaches on three classes of problems. First, we con-
sider the case of training of a neural network for image classification, using the
recently proposed Forward-Forward (FF) algorithm [17]. Subsequently, we con-
sider a classic control task, namely Cart Pole, as an instance of an RL problem.
Finally, we complete our experimentation by testing the algorithms on five well-
known benchmark functions, to investigate the scalability of our approaches.

The rest of the paper is structured as follows. The next section presents the
methods. Then, Sect. 3 and Sect. 4 present, respectively, the experimental setup
and the numerical results. Finally, Sect. 5 concludes this work.

2 Methods

LMMA-ES (Vanilla). Our baseline is the vanilla version of the LMMA-ES
algorithm, as proposed in [14]. As discussed in the introduction, LMMA-ES is
essentially a variant of CMA-ES that reduces the complexity of the covariance
matrix adaptation. Similarly to CMA-ES, at each generation, the algorithm
generates each new offspring xi by applying a Gaussian mutation, as follows:

xi = y + σ · N (0,C) (1)

where y is a weighted mean (i.e., the centroid) of μ best individuals in the
previous generation, σ is the step-size and C is the covariance matrix. As in
CMA-ES, the step-size is adapted by means of the CMA mechanism [2], which
allows the algorithm to learn the best step-size σ increasing it when recent steps
are in the same direction and decreasing it when steps tend to have different
directions. As said earlier, the main difference between CMA-ES and LMMA-ES
is instead in the way C is built and updated, since LMMA-ES takes into account
only m << n dimensions to estimate C. The other aspects of the algorithm are
in principle the same as in CMA-ES. We refer the reader to [14] for further
details about the structure of the LMMA-ES algorithm.

LMMA-ES (Real Gradient). In the original paper proposing LMMA-ES
[14], the authors suggested as a possible improvement of the algorithm using
momentum information based on the gradient, to enhance results. Here, we
incorporate this information by calculating the gradient of the centroid vector
y, i.e., its delta at every update step of the original LMMA-ES algorithm. The
gradient is used to compute the momentum vector, using either the AMSGrad
[18] variant of the Adam algorithm, or the legacy momentum1, depending on the
problem at hand (see Sect. 3). Following this, the momentum vector is scaled by
a constant factor and added to a noise vector, and then normalized. Note that
1 https://boostedml.com/2020/07/gradient-descent-and-momentum-the-heavy-ball-

method.html.

https://boostedml.com/2020/07/gradient-descent-and-momentum-the-heavy-ball-method.html
https://boostedml.com/2020/07/gradient-descent-and-momentum-the-heavy-ball-method.html
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each element of the noise vector is drawn from a Gaussian distribution N (0, 1).
The procedure for creating each i-th individual is then modified as follows:

zi = momentum · scale + noisei (2)
zi = zi/std(zi) (3)

where the scale factor is used as a hyperparameter to regulate how much infor-
mation of the momentum we want to use in our algorithm. Normalization is
necessary to maintain the std. dev. of the resulting vector zi at 1. It should
be noted that zi does not have zero mean, as it is biased in the direction of the
momentum. In other words, using the momentum it could be possible to bias the
creation of new individuals towards a better point in space. Thus, the formula
for the creation of new individuals, shown in Eq. (1), in this case becomes:

xi = y + σ · N (momentum · scale,C) (4)

where:
N (momentum · scale,C) = zi × L (5)

and L is the Cholesky decomposition of the covariance matrix: C = L×LT . The
reason for using the Cholesky decomposition is that it provides a lower triangu-
lar matrix L which, when multiplied by a vector sampled from a multivariate
Gaussian distribution, results in a vector that follows the desired multivariate
Gaussian distribution with covariance matrix C.

LMMA-ES (Estimated Gradient). This variant generalizes the previous one
for problems where gradient information is not readily available. When direct
gradient calculation is unfeasible, strategies for gradient estimation can in fact
be used. Although an estimated gradient might lack the precision of a directly
calculated one, it could still improve upon the vanilla LMMA-ES. The chosen
strategy for gradient estimation leverages information provided by the individ-
uals, necessitating only the calculation of the fitness value of y. Therefore, only
the top μ individuals are considered for the gradient estimation. The first step
involves calculating the direction from y to the focal i-th individual:

diri = y − xi. (6)

Considering only the best μ individuals is beneficial as it provides more insights
into the optimal direction, especially in high-dimensional spaces. Next, the dif-
ference in fitness values between y and the i-th individual is calculated:

Δfi = f(y) − f(xi). (7)

The direction diri is then multiplied by this difference in fitness values. To
penalize distant individuals that could result in poor gradient estimation, the
result is divided by the squared norm of the direction:

gradi = (diri · Δfi)/||diri||2. (8)
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The final step is to calculate the mean of all the estimated gradients:

gradient = 1/μ ·
μ∑

i

gradi. (9)

This gradient vector is then used to calculate the momentum for Eq. (2) and
Eq. (4), according to the selected algorithm (AMSGrad or legacy momentum).

Lévy Flight. The variant based on the estimated gradient sometimes exhibits
stability issues due to a bias induced by an inaccurate estimation of the gradient.
To avoid these issues and promote exploration, we consider the incorporation of
the Lévy flight (see [16]). This mechanism allows random weights to be assigned
to the momentum vector, with the weights being drawn from a Lévy distribution.
In this way, the weights are mostly situated in the range [0, 1], but occasionally
they can attain very high values2. Conceptually, this permits the exploitation of
gradient information when this offers a reliable estimation. In this case, individu-
als with higher weights will be favored. Conversely, if the estimation is poor, the
algorithm will select individuals with lower weights for the gradient, effectively
reverting to the vanilla implementation.

The Lévy flight is applied (with β = 1) separately for each i-th individual,
prior to the addition of noise to the gradient, as follows:

momentumi = momentum · |levy_flight()| (10)

Subsequently, zi is calculated using the i-th momentum:

zi = momentumi + noisei (11)

Finally, zi is normalized as in Eq. (3) and is used as in Eq. (4) and Eq. (5) where
in this case momentum is replaced by momentumi.

3 Experimental Setup

As detailed in the following subsections, we evaluated our approaches on three
classes of problems, namely: (1) the FF algorithm [17] for image classification; (2)
a classic RL problem, i.e., Cart Pole; (3) five well-known benchmark functions for
numerical optimization. Note that, for the momentum calculation, in the case of
the FF algorithm we used AMSGrad [18]; otherwise, we used legacy momentum.

All the experiments have been carried out on an Apple M2 PRO machine,
comprising of 12 CPU cores and 19 GPU cores with 32GB of shared mem-
ory. Given that the FF algorithm requires numerous matrix operations, this
was implemented using PyTorch, which allows to naturally leverage the GPUs
efficiency for this kind of tasks. Our code is available at: https://github.com/
luna97/matrix-adaptation-exploiting-gradient-evolution-strategy.
2 Note that this method can be useful also with real gradients. In fact, in certain

circumstances, even real gradients may not help find better points in the space.

https://github.com/luna97/matrix-adaptation-exploiting-gradient-evolution-strategy
https://github.com/luna97/matrix-adaptation-exploiting-gradient-evolution-strategy
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3.1 Forward-Forward Algorithm

The FF algorithm [17], recently introduced as an alternative to the widely used
Back-Propagation, proposes a novel paradigm for neural network training. The
concept behind this approach is to simulate the learning process of the brain
more closely than what happens with the Back-Propagation, as the learning
procedure is composed of a Forward-Backward mechanism. In other words, the
information is passed only forward, so that the data are processed one layer
at a time, hence reducing the computational demands compared to traditional
methods based on Back-Propagation. In order to be applied, the FF algorithm
necessitates the creation of both positive and negative samples, with the labels
embedded within the data themselves using one-hot encoding. For instance, in
the case of the MNIST dataset, the original paper [17] suggests replacing the
first ten pixels of the image with the one-hot encoding label (for positive data)
or with a random one-hot encoding label (for negative data).

Starting from the implementation available in [19], we modified the loss and
the method for label information injection, as proposed in [17], replacing them
with the approaches suggested in the SymBa algorithm [20] to expedite conver-
gence. Accordingly, the loss function used in our experiments was:

LSymBa = log(1 + e−αΔ) (12)

where α = 4 (as in [20]) and Δ = Gpos − Gneg, with Gpos =
∑

j y2
pos,j and

Gneg =
∑

j y2
neg,j , where ypos and yneg are the activations of the neurons within

the positive and the negative samples respectively.
Furthermore, rather than substituting the first 10 pixel-values of the image

with the one-hot encoding representing the class of that image, this informa-
tion was concatenated. In [20], the authors proposed a similar approach where
an entire channel containing a unique mask with the same size as the image
representing the class was concatenated. However, this method would signifi-
cantly expand the search space. To be precise, the search space would increase
by 28×28 (784) variables in the case of MNIST3, and 32×32 (1024) variables for
CIFAR104, which are the two datasets used in our experiments. By utilizing the
one-hot encoding instead, the search space is augmented by only 10 variables.

From the optimization perspective, the various LMMA-ES variants were run
separately for one layer at a time. In each layer, an individual from the population
represented a possible set of weights from the current layer to the next one. The
loss function in Eq. (12) was used as the fitness function to be minimized, and
no bounds on the weights were employed.

In the case of MNIST, we used a fully connected network with three linear
layers. Specifically, the first layer consisted of 794 neurons, accounting for the
784 (28 × 28) pixel values of the image and 10 additional values for the one-hot
encoding of the corresponding class. The second and the third layer were respec-
tively composed of 512 and 316 neurons. For the case of CIFAR10, we utilized
3 http://yann.lecun.com/exdb/mnist/.
4 https://www.cs.toronto.edu/~kriz/cifar.html.

http://yann.lecun.com/exdb/mnist/
https://www.cs.toronto.edu/~kriz/cifar.html
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again a fully connected network, with four layers. The first layer contained 3082
neurons, with 3072 values derived from the image (3 channels with 1024 values
each) and 10 added values from the one-hot encoding. The next three layers
consisted of 1024, 500, and 500 neurons, respectively. For all the layers on both
datasets, the ReLU activation function was used.

3.2 Cart Pole

The Cart Pole task [21], often referred to as the “inverted pendulum” problem,
is a classic benchmark in the field of RL. The objective of the task is to balance
a pole, which is hinged to a cart, in an upright position by only moving the
cart horizontally on a track. The system is inherently unstable, and without
intervention, the pole will fall. The challenge is to determine the right actions
(moving the cart left or right) to keep the pole balanced for as long as possible.

To benchmark this problem, the Python environment provided by the Gym-
nasium library was used5. A simple multi-layer perceptron with two layers was
employed. Specifically, the first layer consisted of 64 neurons, each receiving 4
input values corresponding to the cart position, cart velocity, pole angle, and
pole angular velocity, respectively. The second layer had 2 neurons, representing
the actions of moving the cart to the left and to the right, respectively. The
ReLU activation function was used, and a softmax layer was added at the end
of the network to determine which action to take. In this problem, the entire
network was considered as an individual. The fitness function (to be maximized)
is the mean of the sum of the discounted rewards over 3 runs of the individual:

f(xi) =
1
3

3∑

j=1

Nj∑

t

discounted_rewardj(xi) (13)

where Nj is the number of total time steps for the j-th run. Note that Nj is not
fixed since a run can be shorter if the cart pole fails its task. Also in this case,
no bounds on the weights were employed.

3.3 Benchmark Functions

Finally, we considered five benchmark functions that are commonly used in
numerical optimization, namely the Sphere, Rastrigin, Rosenbrock, Ackley, and
Griewank functions, defined respectively from Eq. (14) to Eq. (18). These func-
tions have been chosen due to their different characteristics in terms of fitness
landscape. For all the functions, we considered both the case of 100 and 1000
variables, to verify the scalability of the proposed approaches. The following
bonds were employed: [−5.12, 5.12]n for the Sphere and the Rastrigin functions;
[−5, 10]n for the Rosenbrock function; [−32.768, 32.768]n for the Ackley function;
and [−600, 600]n for the Griewank function.

5 https://gymnasium.farama.org/environments/classic_control/cart_pole/.

https://gymnasium.farama.org/environments/classic_control/cart_pole/
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f(x) =
n∑

i=1

x2
i (14)

f(x) = 10d +
n∑

i=1

[x2
i − 10cos(2πxi)] (15)

f(x) =
n−1∑

i=1

[100(xi+1 − x2
i )

2 + (xi − 1)2] (16)

f(x) = −20 exp

⎛

⎝−0.2

√√√√ 1
n

n∑

i=1

x2
i

⎞

⎠ − exp

(
1
n

n∑

i=1

cos(cxi)

)
+ 20 + e (17)

f(x) =
1

4000

n∑

i=1

x2
i −

n∏

i=1

cos
(

xi√
i

)
+ 1. (18)

4 Experimental Results

All the LMMA-ES variants were run with the default parametrization regarding
the population size npop = 4 + �3 · lnn�, with n being the problem size. The
number of generations was set to 500 in the case of the FF algorithm, 30 for Cart
Pole, while for the benchmark functions, it was set to 400 and 1500, respectively
for the case of 100 and 1000 variables. All the other parameters were kept at
their default values as in [14]. In all the experiments, the y vector was initialized
to a random vector (with each variable sampled from N (0, 1)). We assess the
statistical significance of our results by applying, for each problem, the Wilcoxon
Rank-Sum test (α = 0.05) pairwise to each comparison between the vanilla
algorithm and each of the compared algorithms.

4.1 Forward-Forward Algorithm

MNIST Dataset. In the case of MNIST, the network was not trained using
batches, therefore we set the β1 hyperparameter for the AMSGrad algorithm to
0.6 (while keeping all the other hyperparameters at their default values defined
in PyTorch), because we expected the gradient not to be excessively noisy. The
scale factor was set to 1. In total, 10 independent runs (i.e., evolutionary pro-
cesses for training) were executed.

As depicted in Fig. 1, the most effective algorithms are, somehow expectably,
the ones exploiting the real gradient. In this case, there is no significant perfor-
mance difference observed when using Lévy flight. The variants using estimated
gradient demonstrate faster convergence than the vanilla algorithm, moreover,
the use of the Lévy flight enhances the convergence speed. This finding is of
significant interest because it suggests the application to other scenarios where
the gradient calculation is not possible but a gradient estimation is available.



LMMA-ES Exploiting Gradient Information and Lévy Flight 43

CIFAR10 Dataset. In the case of CIFAR10, the network was trained with
batches of size 4096. We decided to set the value of β1 to 0.9, in order to have
a more stable gradient. The scale factor was set to 1. Also in this case 10 inde-
pendent runs were executed.

As shown in Fig. 2, the results align closely with those obtained using the
MNIST dataset. The variants employing the real gradient clearly outperform
the others. Here, it becomes more evident that Lévy flight does not enhance the
algorithm using real gradient, but it does improve again the convergence in the
case of estimated gradients. This finding further substantiates that Lévy flight
can enhance the estimated gradient when its accuracy is lacking. An interesting
discrepancy with the MNIST dataset is that in this case the variant utilizing
only estimated gradient (without Lévy flight) and the vanilla algorithm seem to
have similar behavior. This might be due to the fact that the estimated gradient
is very small, rendering the contribution to the creation of zi nearly negligible.

Accuracy. Table 1 presents the overall test accuracy and F1 score on the two
datasets, where FF indicates the original algorithm [17], which was executed for
500 epochs, while the other entries are based on LMMA-ES.

Apart from the case of vanilla vs. estimated gradient (without Lévy) on
CIFAR10, where the two algorithms are equivalent, each difference is statistically
significant. Overall, the test results confirm that the variants utilizing the real
gradient consistently deliver the highest accuracy. It is also interesting to note
that these variants outperform the original FF algorithm.

Fig. 1. Results on the MNIST dataset for the vanilla LMMA-ES and the proposed
variants used for optimizing the weights between the input and the first hidden layer
(left) and between the first and the second hidden layer (right).

4.2 Cart Pole

Since there is no real gradient information available for this problem, we only
tested the variants that estimate the gradient, along with the vanilla algorithm.
Also in this case, 10 runs were run. The scale factor was set to 0.1. For the
momentum calculation, we used the legacy momentum algorithm, with β = 0.6.

Upon examining Fig. 3, it appears that the two variants with estimated gra-
dient show a very similar trend w.r.t. the one shown by the vanilla algorithm.
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Fig. 2. Results on the CIFAR10 dataset for the vanilla LMMA-ES and the proposed
variants used for optimizing the weights between the input and the first hidden layer
(left), between the first and the second hidden layer (center), and between the second
and the third hidden layer (right).

Table 1. Accuracy and F1 score (in parenthesis) on the test dataset for MNIST and
CIFAR10. Underlined values indicate the highest accuracy obtained on each dataset.

MNIST CIFAR10

Vanilla 88.15% ± 0.21
(0.8791 ± 0.0021)

31.75% ± 0.77
(0.2990 ± 0.0089)

Real Gradient 95.20% ± 0.21
(0.9515 ± 0.0022)

47.69% ± 0.34
(0.4757 ± 0.0037)

Real Gradient + Lévy 95.24% ± 0.25
(0.9518 ± 0.0025)

46.84% ± 0.22
(0.4669 ± 0.0026)

Estimated Gradient 89.01% ± 0.16
(0.8885 ± 0.0017)

32.27% ± 0.47
(0.3033 ± 0.0054)

Estimated Gradient + Lévy 86.61% ± 0.53
(0.8644 ± 0.0054)

33.52% ± 0.55
(0.3274 ± 0.0048)

Forward-Forward 93.96% ± 0.61
(0.9390 ± 0.0045)

45.61% ± 0.26
(0.4557 ± 0.0024)

In this case, the three algorithms are statistically equivalent in terms of perfor-
mance. However, given the relative simplicity of this task, further research into
more complex RL tasks is needed to better assess whether gradient estimation
can effectively aid convergence.

4.3 Benchmark Functions

It is essential to highlight that highly multimodal functions can have very high
gradients. This can cause offspring generation to lean heavily in one direction. A
larger gradient will have a more pronounced influence on offspring creation, and
if this influence becomes overwhelming, all the offspring might cluster too closely
together. The scale factor therefore plays a crucial role in this context, as it helps
modulate the gradient’s contribution. In other words, given the nature of these
benchmark problems, sometimes the gradient, and especially its estimation, may
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Fig. 3. Fitness trend (mean ± std. dev. across 10 runs) on the Cart Pole task.

be too high, causing numerical problems or simply impeding the algorithm to
converge. To solve this issue, relatively small scale factors were used in all of
our benchmark experiments, especially in the case of estimated gradients, as we
detail below for each function.

The experiments were conducted on each benchmark function with two dif-
ferent dimensionalities, namely n = 100 and n = 1000. As done on Cart Pole,
we used legacy momentum with β = 0.6. For each benchmark function, 10 runs
were conducted. The results, in terms of mean and std. dev. of the best function
values across the 10 runs found by each algorithm on each function, are reported
in Tables 2 and 3, respectively for the 100- and the 1000-dimensional cases.

Table 2. Mean ± std. dev. of the best function values found in 10 runs on the bench-
mark functions in 100 variables. Underlined values indicate the lowest mean value
achieved on each function.

Sphere Rastrigin Rosenbrock Ackley Griewank

Vanilla 0.000005 ± 0.000002 1118.8 ± 21.9 25.220 ± 2.78 0.2639 ± 0.503 0.00013 ± 0.0005
Real Gradient 0.000980 ± 0.000600 1098.0 ± 16.9 31.824 ± 2.62 0.0163 ± 0.007 0.00180 ± 0.0025
Real Gradient + Lévy 0.000650 ± 0.000600 1098.1 ± 17.9 31.664 ± 1.39 0.0076 ± 0.004 0.00050 ± 0.0001
Estimated Gradient 0.000950 ± 0.000600 1108.6 ± 12.8 32.475 ± 1.55 0.0135 ± 0.004 0.00210 ± 0.0012
Estimated Gradient + Lévy 0.001060 ± 0.000600 1111.8 ± 19.6 31.675 ± 1.66 0.0184 ± 0.005 0.00160 ± 0.0010

Table 3. Mean ± std. dev. of the best function values found in 10 runs on the bench-
mark functions in 1000 variables. Underlined values indicate the lowest mean value
achieved on each function.

Sphere Rastrigin Rosenbrock Ackley Griewank

Vanilla 0.0097 ± 0.0011 11831.7 ± 62.6 330.42 ± 16.11 1.7154 ± 0.092 0.0172 ± 0.0009
Real Gradient 0.0028 ± 0.0003 11613.2 ± 109.8 309.07 ± 8.58 1.5935 ± 0.091 0.0179 ± 0.0040
Real Gradient + Lévy 0.0001 ± 0.0001 11612.5 ± 92.4 272.38 ± 7.08 1.0397 ± 0.454 0.0068 ± 0.0021
Estimated Gradient 0.0088 ± 0.0007 11763.6 ± 59.5 325.89 ± 9.08 1.6172 ± 0.068 0.0183 ± 0.0015
Estimated Gradient + Lévy 0.0083 ± 0.0006 11822.1 ± 129.1 326.69 ± 8.78 1.5651 ± 0.111 0.0189 ± 0.0011
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Sphere Function. For the Sphere function, the scale factor was set at 0.01 for
all the proposed variants. When examining the results for the problem with 100
variables, it is evident that the vanilla algorithm outperforms our proposed vari-
ants. Although Fig. 4 (left) does not offer clear evidence to support this, Table 2
shows that the vanilla algorithm can find better solutions (this is statistically
confirmed). Conversely, when analyzing the problem with 1000 variables, the
advantages of our methods become more evident. In Fig. 4 (right) the improve-
ment (in terms of time to convergence) of the proposed LMMA-ES variants
becomes clearer, especially for the variant using the real gradient with Lévy
flight. This is also confirmed in Table 3. In this case, apart from the case of the
vanilla algorithm vs. estimated gradient, all the other pairwise differences are
statistically significant.

Rastrigin Function. For this problem, a smaller scale factor of 0.001 was cho-
sen for all the proposed variants. Echoing our earlier observations on the Sphere
function, also in this case the larger the problem dimension, the more pronounced
the improvement yielded by our proposed variants seems over the vanilla LMMA-
ES algorithm, especially when the actual gradient is involved. Figure 5 (left)
shows that, for the 100-dimensional case, the vanilla algorithm seems to reach
an optimal solution faster. Nonetheless, all variants ultimately succeed in finding
better solutions than the vanilla algorithm, as shown in Table 2 (the difference
is statistically significant for the comparison between the vanilla algorithm and
real gradient variants). Figure 5 (right) distinctly showcases the enhancement
compared to the vanilla LMMA-ES algorithm in the 1000-dimensional case (the
difference is statistically significant in all cases apart from vanilla vs. estimated
gradient with Lévy flight).

Rosenbrock Function. For this problem, we set the scale factor to 0.0001 for
all the proposed variants. Regarding the fitness trends, shown in Fig. 6, our find-
ings here are similar to what we observed on the previous benchmark functions.
The vanilla algorithm seems to find better solutions for n = 100, compared to
our proposed variants (all differences are statistically significant). When looking
at the 1000-dimensional case, the results match what was observed on the other
benchmark functions, where all of our methods were able to find better solu-
tions on average, especially when the real gradient is involved (the difference is
statistically significant for the comparisons between vanilla algorithm and real
gradient variants).

Ackley Function. For this problem, a scale factor of 0.1 was chosen for the
variants with real gradient, and 0.01 for those with estimated gradient. The
fitness trends shown in Fig. 7 indicate that the variant with real gradient and
Lévy flight outperforms, in terms of time to convergence, all the other algo-
rithms. However, in the 100-dimensional case all the algorithms are statistically
equivalent. Instead, in the 1000-dimensional case all differences are statistically
significant. Furthermore, in this case we can see that the worst curve is the one
relative to the vanilla algorithm. As for the other problems, we can conclude that
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for high-dimensional problems our proposed variants can expedite convergence
and find, in general, better solutions.

Griewank Function. For this problem, a scale factor of 1 was chosen for all
the proposed variants. In Fig. 8 (left), it is evident that in this case the vanilla
algorithm converges more rapidly. In the 100-dimensional case, all differences
are statistically significant. For the 1000-dimensional case, all variants appear
quite close in terms of fitness trend, although when looking at Table 3, it can
be seen that all of our proposed variants outperform the vanilla algorithm on
average. In this case, however, the difference is statistically significant only for the
comparisons between the vanilla algorithms and the variants with real gradient
and Lévy flight.

Fig. 4. Fitness trend (mean ± std. dev. of the best function values across 10 runs) on
the Sphere function: 100 (left) and 1000 variables (right).

Fig. 5. Fitness trend (mean ± std. dev. of the best function values across 10 runs) on
the Rastrigin function: 100 (left) and 1000 variables (right).

Fig. 6. Fitness trend (mean ± std. dev. of the best function values across 10 runs) on
the Rosenbrock function: 100 (left) and 1000 variables (right).
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Fig. 7. Fitness trend (mean ± std. dev. of the best function values across 10 runs) on
the Ackley function: 100 (left) and 1000 variables (right).

Fig. 8. Fitness trend (mean ± std. dev. of the best function values across 10 runs) on
the Griewank function: 100 (left) and 1000 variables (right).

5 Conclusion

In this paper, we proposed four new variants of the Low-Memory Matrix Adap-
tation Evolution Strategies (LMMA-ES) algorithm, which make use of gradient
information (either based on real or estimated gradient) and Lévy flight. The
proposed variants underwent extensive testing across a number of problems of
various kinds, to validate the efficacy of our proposals and their applicability.

In our experiments, we consistently verified that the incorporation of gradi-
ent information can be beneficial, particularly in higher-dimensional problems,
although this advantage heavily depends on the quality of the gradient estima-
tion. Furthermore, we have seen that the Lévy flight can be an effective way to
improve the convergence speed and reduce some stability issues that may derive
from the gradient estimation.

We believe that this study can be expanded in various directions. For
instance, better gradient estimators could be studied in order to further opti-
mize the algorithm’s performance. As evidenced by the results obtained by the
algorithms using real gradients, better estimations can indeed lead to faster con-
vergence and better results.

Another possible future research direction should focus on evaluating the
proposed variants on a broader set of problems. In this sense, RL emerges as a
promising domain for the application of the proposed approaches, and further
investigations in this field are needed.

Finally, investigating ways to improve or consolidate the proposed variants
could be beneficial, such as exploring strategies allowing online learning of the
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scale factor. At the moment, setting the scale factor, a pivotal hyperparame-
ter, requires a foundational understanding of the problem at hand to strike an
optimal balance.
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Abstract. In this article, we focus on a dynamic aircraft conflict res-
olution problem. The objective of an algorithm dedicated to dynamic
problems shifts from finding the global optimum to detecting changes
and monitoring the evolution of the optima over time. In the air traffic
control domain, there is added value in dealing quickly with the dynamic
nature of the environment and providing the controller with solutions
that are stable over time. In this article, we compare two approaches
of an evolutionary algorithm for the management of aircraft in a con-
trol sector at a given flight level: one is naive, i.e. the resolution of the
current situation is reset to zero at each time step, and the other is
memory-based, where the last population of the optimisation is stored
to initiate the resolution at the next time step. Both approaches are eval-
uated with basic and optimised operators and settings. The results are in
favour of the optimised version with explicit memory, where conflict-free
solutions are found quicker and the solutions are more stable over time.
Furthermore in the case of an external action, although the diversity
of the population could be lower with the memory-based approach, the
presence of memory does not appear to be a hindrance and, on average,
improves the solver’s responsiveness.

Keywords: Evolutionary Algorithm · Dynamic Optimisation
Problem · Aircraft Conflict Resolution

1 Introduction

Aircraft conflict resolution is operated by air traffic controllers based on a two-
dimensional representation of aircraft on a screen. The underlying problem has
been modelled in many different ways allowing various metaheuristics to give
efficient solutions, such as Evolutionary Algorithm (EA) [11], Ant Colony Opti-
misation [10], Particle Swarm Optimisation or Differential Evolution [28]. Math-
ematical models were also used to address this problem. In such models, the
hypotheses made on trajectory predictions were generally very restrictive in
order to allow mathematical resolution. For example, Pallottino’s approach [22]
used Mixed Integer Linear Programming and relied on constant speed trajec-
tories that are changed all at once. This is also the case in more recent papers
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. Smith et al. (Eds.): EvoApplications 2024, LNCS 14634, pp. 51–67, 2024.
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from Vela, Escudero or Rey [4,24,29]. Constraint Programming methods [2] and
Maximum Clique Search in a graph [18] have also been explored in the last
decade, they can handle realistic models and perform well on small instances
on which the optimality can be proved. The most realistic models take into
account uncertainties and operational constraints and are thus good candidates
for metaheuristics, because the trajectories need to be simulated to evaluate a
set of manoeuvres. Furthermore population based metaheuristics have the great
advantage to return a population of solutions instead of a single option. This
gives an opportunity to imagine an intelligent support tool for air traffic con-
trollers who could pick manoeuvre options in a pool of good solutions. Most of
the research on aircraft conflict resolution studied the static problem without
taking into account its dynamic over time. Indeed, aircraft constantly move in a
control sector. The conflict resolution problem is thus not static but must take
into account its dynamic aspect. Some changes can be modelled as continuous
such as the aircraft positions or the trajectory prediction evolution over time.
Other changes are discrete, such as the entrance of an aircraft in the control
sector or the exit of an aircraft from the sector. An air traffic controller can
suddenly decide to manoeuvre an aircraft. Because of these changes over time,
conflict resolution is a dynamic problem. Besides eliminating all conflicts, the
aim of conflict resolution is also to minimise delays and the number of aircraft
manoeuvred. For this reason, conflict resolution is a dynamic optimisation prob-
lem (DOP).

A first approach [8] studied the operational benefits of using a memory-based
EA (with basic crossover and mutation operators) and its impact on an air traffic
control point of view. This article focuses on the behaviour of an EA in such
a dynamic environment and introduces an optimised algorithm modifying the
crossover and mutation operators. We compare the basic and optimised versions
with or without a memory process on different levels of traffic densities. We also
address in this article the robustness of an automatic solver with external actions
on aircraft.

In Sect. 2, we discuss the state of the art on the use of memory in EAs
for DOPs. Section 3 introduces the problem modelling. Section 4 details two
algorithmic adaptations of an EA for our problem. In Sect. 5, two versions of the
memory management are described. Section 6 applies the different algorithmic
versions on three levels of traffic densities and discusses the effect of external
actions on the dynamic simulations.

2 EA for Dynamic Optimisation Problems

DOPs are most commonly described in two different ways: either by a succes-
sion of static problems [5,21,30], or by a mathematical expression with time-
dependant parameters [6,31]. The simple search for an optimal solution is no
longer sufficient in a Evolutionary Dynamic Problem (EDP). Detecting changes
in the environment of the current problem and consequently in the objective
function are important points in the solution search.
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2.1 Naive Approach

The most naive approach to solve Dynamic Optimisation Problems (DOPs) is to
reset the evolutionary process when a change occurs. A similar approach restarts
the population based on the convergence of EAs [17]. Hu and Eberhart describe
in [16] Rerandommisation PSO (RPSO) where all or part of the swarm is ran-
domly moved around in the search space when a change occurs. The shortcoming
of these approaches is that the past evolutionary material is not always used,
although this could accelerate convergence.

2.2 Implicit Memory

In implicit memory approaches, a local memory is added to each chromosome
(e.g. adding characteristics specific to genes (redundant, recessive, etc.)). These
characteristics can be used, for example, to re-introduce past good solutions.
Diploid scheme [20] and triallelic scheme [13] have been introduced, respectively,
by Ng and Wong in 1995 and by Goldberg and Smith in 1987. The specific nature
of our problem, dealing with constantly moving aircraft, aircraft entrances and
exits, makes the use of an explicit memory more adapted for this problem.

2.3 Explicit Memory

Explicit memory approaches save information, either in the structure of individ-
uals or in a memory external to the population, to preserve old elements of the
population. Several uses of this memory are possible. Unlike implicit memory,
the use of explicit memory is more controlled because it keeps information on
when and which memory elements are reused. A first intuitive approach was
introduced by Louis and Xu in 1996 [19] and consists of reusing old popula-
tion elements when a change of environment occurs, while initialising certain
chromosomes. In the same vein, in [26] authors introduce a short-term memory
of ancestors present in previous generations, and in [27] authors add some of
their ancestors locally to chromosomes when they are assessed as good. How-
ever, the effectiveness of these approaches is highly problem-dependent. Limits
appear particularly for significant changes in the environment, as in the classic
task planning problem where adding or removing a task considerably modifies
the location of the optimum.

In [23], good population elements and their associated environment are stored
periodically, then re-inserted when the environment changes. Instead of storing
good whole individuals, and potentially their associated environment, it is also
possible to store an abstract form of these individuals by recording their posi-
tion in the search space. To do this, they first need to partition the search space
and then define a representation matrix for this space. Following this, a spa-
tial distribution of good individuals is obtained to guide the initialisation of a
future optimisation if a change occurs [25]. This approach seems to be more
useful for chaotic changes in the environment, whereas the crude safeguarding
of individuals appears to be more effective for regular or cyclical changes.
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3 Problem Modelling

This section introduces the environment and the decision variables of our
problem.

3.1 Environment

Let us consider a situation with n (∈ N) aircraft flying in an en-route sector.
The required separation between two aircraft is 5 nautical miles (NM) in the
horizontal plane or 1000 feet in the vertical plane. Two aircraft are in conflict
when there is a loss of separation in their predicted trajectories. Let us suppose
that all aircraft fly with constant speeds at the same flight level. Adding different
flight levels generally eases the problem because it gives more options to solve
conflicts. It also partitions the problem in different sub-problems that can often
be solved independently. For the sake of simplicity, we do not investigate this
aspect in this article. In order to comply with air traffic controllers behaviour,
our model takes into account uncertainties in the trajectory prediction. Many
realistic uncertainty models have been presented in previous work [1,3]. Here
we use a simplified version of uncertainty described in [12] that increases the
size of the horizontal separation standard linearly with time in the prediction.
With such an uncertainty model, when looking too far ahead, many conflicts are
predicted but may never occur. In order to limit this phenomenon, we limit the
uncertainty growth to a time window: if t is the current time, uncertainties will
grow according to our model in the time window [t, t + T ] (T = 6min in the
experiments) and will then be capped at their value at time t+T for subsequent
predictions. This helps focusing on short term conflicts while keeping long term
detection.

3.2 Decision Variables

Our model considers heading change manoeuvres to solve conflicts. Here, a
manoeuvre is a α degree heading change, starting at time t0 and ending at
time t1. α is relative to the current heading. Once a manoeuvre is finished, the
aircraft heads toward its destination (see Fig. 1).

Fig. 1. Manoeuvre model for an aircraft flying from O to D.
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For each aircraft i, (t0i , t1i , αi) are bounded because of aerodynamic, sector
boundaries or time constraints. For instance, t0i can take values in [t0i , t0i ]. αi

is discretised with a step of 5◦C in the range [−45◦, 45◦], which corresponds to
air traffic controllers practices.

Air traffic controllers only give one manoeuvre at a time to each aircraft. Once
the manoeuvre has started, only t1 can be modified (delayed or advanced to the
current time plus 60 s (S) at the earliest). In our model, a manoeuvred aircraft
can be manoeuvred again only once it is heading back to its destination (between
t1 and D on Fig. 1) but a second manoeuvre cannot be predicted before the
aircraft has finished its current one. This model complies to air traffic controllers
habits and favours a better balance of manoeuvres between aircraft.

4 Algorithm Versions

As first described by [15], the principle of an EA can be summarised as follows:
given an evaluation function (fitness) to maximise, we initially randomly create
a population of candidate solutions, and apply the fitness function as a measure
of quality. At each generation, a selection is performed on the population, fol-
lowed by crossovers and mutations between some individuals leading to a new
population composed of some good old elements and new ones. This process is
iterated until a good enough solution is found or a time limit is reached.

Two versions (basic BV, and optimised OV) of the algorithm are introduced
in this section. Basic BV uses the operators introduced in [8]. In the OV version,
we optimised the algorithm by defining new crossover and mutation operators,
favouring diversity and by applying a local optimisation at the end of the algo-
rithm in order to reduce as much as possible the current manoeuvres.

4.1 Population Element Structure

For a traffic situation including n aircraft, a population element e is a potential
solution of the problem composed of n genes where each gene i (ge

i ) is the ith

aircraft manoeuvre (te0i , t
e
1i , α

e
i ) with:

– te0i , the manoeuvre start time chosen for aircraft i;
– te1i , the manoeuvre ending time chosen for aircraft i;
– αe

i , the deviation angle chosen for aircraft i. If αe
i = 0, the aircraft i is not

manoeuvred.

4.2 Population Element Fitness

In this work, we have several metrics that can be sorted by priority:

1. Solve all the conflicts;
2. Minimise the number of manoeuvres;
3. Minimise the delay due to the manoeuvres;
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4. Start the manoeuvres as late as possible in order to avoid useless manoeu-
vres, given that detected conflicts can disappear over time with uncertainty
reduction.

As these different metrics are sorted, and given that the EA will provide us
with different solutions of the problem, we decided to stay in a mono-objective
definition of the problem, by defining a single fitness balancing the different
criteria.

Let us introduce for gene i of a population element e:

– de
i the delay of the aircraft i due to the manoeuvre;

– lei = t0i − te0i where t0i is the maximum time allowed to start a manoeuvre.
lei = 0 if the aircraft i is not manoeuvred;

– Se the set of remaining conflicts in the population element e;
– Se

i the set of remaining conflicts involving aircraft i in element e;
– dc the conflict duration for a conflict c ∈ Se.

We introduce a local fitness as presented by Durand et al. in [9]. Each gene
i of a population element e has a local fitness fe

i , which is useful to improve the
crossover and mutation steps. fe

i is expressed as follows:

fe
i =

⎧
⎨

⎩

1
1+

∑

c∈Se
i

dc
if Se �= ∅

1 + 1
1+2×de

i+lei
else

Let us define tsc the starting time of conflict c ∈ Se. If a conflict remains, it
should start as late as possible. The global fitness of a population element e is
defined as follows:

F e =

⎧
⎪⎨

⎪⎩

1
2 − 1

2 (1+min
c∈Se

tsc)
+ 1

2 (1+
∑

c∈Se
dc)

if Se �= ∅
1
n

n∑

i=0

fe
i else

4.3 EA Operators

Crossover: The crossover operator creates two new elements from two parent
elements. In the BV version, one is created by mixing the genes of the two parents
and the other by an arithmetic operation on the genes of the two parents. Let
us consider two population elements e1 and e2.

For the first child ea, we use the strategy described in [9] which consists in
using the partial separability of a population element’s fitness. For all i ∈ [|1, n|],
if fe1

i > fe2
i then gea

i = ge1
i else gea

i = ge2
i .

The second child eb is created by applying barycentres. For all i ∈ [|1, n|], let
us choose randomly λt0i

, λt1i
, λαi

∈ [−50, 100] and define:

teb
0i

= (λt0i
× te1

0i
+ (100 − λt0i

) × te2
0i
) ÷ 100

teb
1i

= (λt1i
× te1

1i
+ (100 − λt1i

) × te2
1i
) ÷ 100

αeb
i = (λαi

× αe1
i + (100 − λαi

) × αe2
i ) ÷ 100
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The OV version emphasises the diversification role of the crossover operator
by randomly creating two new random population elements one time out of
three.

In both BV and OV versions, the population crossover rate pcross = 30% was
chosen following a former dedicated study [7].

Mutation: The mutation operator locally modifies one of the genes of a popu-
lation element. The gene is chosen according to the value of its local fitness in
order to focus on the worst values. A roulette wheel draw is performed on the
set M of genes that can still be modified. Let us consider a population element
e. If Se �= ∅, the probability for gene i ∈ M to be chosen is proportional to
1/min(1, fe

i ). When no conflict remains the probability for gene i ∈ M to be
chosen is proportional to 1/(fe

i − 1).
Once a gene i has been selected, we randomly modify te0i , t

e
1i or αe

i if the
aircraft does not yet have a manoeuvre in progress, and te1i if the aircraft is
already manoeuvred and can still be adjusted.

In the BV algorithm, we randomly change one of the three parameters of
the manoeuvre of aircraft i. In the OV algorithm, if the current element e has
no conflict, we first try to remove the manoeuvre of aircraft i (set αe

i = 0). If it
creates a conflict we apply the former process.

In both BV and OV versions, the population mutation rate pmut = 40% was
chosen following a former dedicated study [7].

4.4 Sharing Process

Keeping a diverse population is essential in a dynamic environment, and also
very useful to avoid premature local convergence of the EA. We use a cluster
based sharing process as described in [11,32].

The sharing process requires to define a distance between population ele-
ments. Therefore we consider three different manoeuvre directions (turn right,
turn left or do not turn) in order to match the way air traffic controllers under-
stand different resolutions. We define the distance between two population ele-
ments as the number of aircraft that are not manoeuvred in the same direction.
Two population elements are zero-distant if all of their aircraft are manoeu-
vred in the same direction and thus belong to the same cluster. This defines
the notion of cluster, grouping all the individuals giving the same manoeuvre
directions to all their aircraft. There can be potentially up to 3n clusters. In the
experiments, considering the exponential growth of this number, and the con-
straints on manoeuvres in progress, we will rarely find the maximum number of
clusters in a population. The sharing process helps control the diversity of the
population. Let C be the set of all clusters and fc the fitness of the best individ-
ual in a cluster c ∈ C. Let cbest be the cluster in which the best individual in the
population is found and fbest its fitness. Our sharing process works in two steps.
First, we define a sharing rate sr ∈ [0; 1]. The best elements of all the clusters c
which respect Eq. 1 are automatically selected in the new population.
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fc ≥ sr × fbest (1) F e
s =

F e

card(c)
(2)

Adjusting sr is challenging. When sr is high, only the best clusters are pro-
tected in the selection process, whereas when sr is low, the algorithm is more
conservative.

The second step applies the selection process described in 4.5 to modified
fitness of the population elements. The modified fitness of an element of a cluster
c is given by Eq. 2: the fitness of a population element is divided by the cardinal
of its cluster.

4.5 Selection

The selection step is based on the stochastic remainder without replacement
method [14], taking into account the fitness Fs calculated during sharing.

4.6 Population Size and Ending Criterion

After a large number of experiments to check the quality of the convergence of
the EA (as explained in [7]), we selected the following parameters: the population
size is fixed to 200 and the algorithm is stopped after 200 generations, or when the
best fitness corresponds to a non-conflicting solution and has not been improved
during the last 20 generations. The EA can thus converge before reaching 200
generations.

4.7 Final Optimisation

Some useless non-zero manoeuvres can appear and survive with the previous
operators (especially the crossover and sharing operators which preserve a large
population diversity). To eliminate these non-zero manoeuvres in the last gener-
ation, a final local optimisation is performed in the OV version on all individuals.
|α| and then t1 are decreased as much as possible (without creating new con-
flicts).

5 Memory Management

The traffic continuously evolves over time. Aircraft enter, leave and fly through
the sector. The goal is to avoid conflicts while minimising aircraft deviations.
At each time step (every 30 s in the experiments), every manoeuvre started or
starting in less than 1min is updated or applied. Manoeuvres starting in more
than 1min are ignored because they can be recalculated later.

5.1 Naive Approach (NA)

In a classical EA initialisation, each population element is randomly created.
This strategy is used in the naive approach, NA in the following. The solver
only receives information about the current environment.
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5.2 Explicit Memory Approach (EMA)

The explicit memory approach stores all the population elements of the last
generation and reintroduces them to initialise the next resolution. Some previ-
ous solutions (respecting decision variable bounds at the previous step) may no
longer be correct. An aircraft may have been manoeuvred and cannot change
direction anymore, another may have finished a manoeuvre and is free to start
a new one. Furthermore, the number of decision variables may have changed if
some aircraft have left or entered the sector. In these cases, the genes repre-
senting the outgoing aircraft are deleted from the population elements and new
genes corresponding to incoming aircraft are randomly created.

5.3 Summary of the Tested Algorithms

In the experiments, we call BVNA and BVEMA the EA versions associated
with basic operators (crossover and mutation), and executed with either the NA
or EMA approaches. Similarly, we call OVNA and OVEMA the EA versions
associated with adapted operators, final optimisation and executed with either
NA or EMA. sr was experimentally adjusted at sr = 0.1, a low value favouring
a large diversity in the population.

6 Experimental Results

6.1 Exercises

Fig. 2. Geometry of conflict scenario generation.
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Creation: We create 3 scenario sizes, involving on average 35 aircraft (Base-
line), 50 aircraft (Baseline+50%) and 70 aircraft (Baseline+100%) for around
one hour of simulation. The Baseline scenario is already much denser than the
current traffic encountered by air traffic controllers in real life. They can gen-
erally handle up to 30 aircraft, but on several independent flight levels. Each
aircraft is assigned a random speed between 385 kts and 550 kts, a random
entry point O taken on a circle of 90 NM radius on the angle ain ∈ [210◦; 360◦]
(see Fig. 2), and an exit point D on the angle aout = ain − 180◦ ±Random(45◦).
We impose aout ∈ [30◦; 180◦] to avoid interactions between entering and exiting
aircraft. Air traffic control generally uses an analogue semi-circular rule for the
same purpose.

Fig. 3. Extracted situations from the Baseline (left) and the Baseline+100% (right)
scenarios.

Preliminary Analysis: Figure 3 shows two extracted situations simulated
without resolution of the Baseline, on the left, and the Baseline+100%, on the
right. The aircraft are represented by the white squares, their velocity vectors by
the white lines and their previous positions by comets. The grey lines show the
remaining trajectories and potential conflict zones are coloured in black. Cur-
rent conflicts are coloured in red. A higher traffic density increases the number
of potential conflicts.

6.2 First Results

In a first experiment, we evaluate the combinations of the EA versions with and
without memory (BVNA, BVEMA, OVNA, OVEMA) on the three exercises
previously described. Each combination is run twenty times on each exercise,
using different random seeds to ensure the statistical validity of the results. We
apply a Wilcoxon Rank Sum Test with continuity correction using R to compare
the results between two different versions. The returned statistical elements are
denoted by W and p.
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Algorithm Evaluation: The different simulations are compared using the fol-
lowing criteria:

– F : the fitness of the best element found at each resolution time step;
– |C|: the number of clusters at the end of each resolution;
– |C0|: the number of clusters without conflict at the end of each resolution;
– Gtot: the total number of generations for each resolution;
– Gc: the minimal number of generations before a non-conflicting solution is

found, at each resolution;
– |S|: the number of remaining conflicts at the end of the exercise.

Ideally, the higher F , |C| and |C0| are, and the lower Gtot, Gc and |S| remain,
the better the EA behaves.

Table 1. Algorithmic results

Version BVNA BVEMA OVNA OVEMA

Criteria Baseline
µ(F ) 1.77 1.79 1.78 1.79
µ(|C|) 84.7 82.1 120 120
µ(|C0|) 59.9 54.2 64.0 59.8
µ(Gtot) 131 51.9 129 51.0
µ(Gc) 3.04 0.04 3.19 0.05
∑ |S| 0 0 0 0
Criteria Baseline+50%
µ(F ) 1.76 1.72 1.77 1.76
µ(|C|) 80.8 79.2 112 112
µ(|C0|) 55.8 49.8 55.1 50.4
µ(Gtot) 135 66.7 136 61.1
µ(Gc) 4.86 0.71 4.22 0.68
∑ |S| 0 0 0 0
Criteria Baseline+100%
µ(F ) 1.63 1.59 1.65 1.66
µ(|C|) 82.0 82.9 115 115
µ(|C0|) 51.0 45.1 53.1 50.4
µ(Gtot) 167 100 167 86.2
µ(Gc) 18.6 19.3 20.8 2.95
∑ |S| 0 4 0 0

Table 1 shows for the three traffic densities, and the four combinations of the
algorithm (BVNA, BVEMA, OVNA, OVEMA) the mean values on the 20 runs
of the mean values of criteria F , |C|, |C0|, Gtot and Gc on all the time steps of
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the simulation where a manoeuvre occurs. The sum of remaining conflicts over
the 20 runs of each exercise is shown in the last row

∑ |S|.
The criteria between BVNA and OVNA, and between BVEMA and OVEMA

improve in a majority of cases. For example in the Baseline+100% exercise, all
criteria improve between BVEMA and OVEMA (μ(F ) : 1.59 → 1.66 (W > 107, p
< 10−3), μ(|C|) : 82.9 → 115 (W > 106, p < 10−15), μ(|C0|) : 45.1 → 50.4 (W >
107, p < 10−14), μ(Gtot) : 100 → 86.2 (W > 107, p < 10−14), μ(Gc) : 19.3 → 2.95
(W > 107, p < 10−13) and

∑ |S| : 4 → 0). The increase of the total number
of clusters is notable. The new crossover operator creating new individuals one
time out of three in the OV version could explain this phenomenon. The number
of remaining conflicts drops to zero in the OV version.

Averages of μ(F ) are similar for OVNA and OVEMA but differences appear
when looking at the number of generation and cluster criteria. Using memory
does not seem to penalise the diversity of the whole population. The constant
reuse of former population elements does not impact the total number of clusters.
However, even if the number of clusters |C| are similar, the number of clusters
without conflict remains slightly higher without memory, showing that starting
with a random population remains better for the diversity of acceptable solu-
tions. Keeping a high diversity is important in the eventuality of external actions
on aircraft. The main advantage of using memory is shown with the optimised
version for which μ(Gtot) and μ(Gc) decrease a lot with the use of memory.
For example, on the Baseline+100% exercise, the mean number of generations
necessary to find a conflict-free solution is divided by almost ten, dropping from
20.8 to 2.95 ( W > 107, p < 10−15). This last point could be very advantageous
if the EA was used to help an air traffic controller making decision in real time.

Aeronautical Performances: Table 2 evaluates the following criteria on the
same simulations. The lower the criteria are, the better the aeronautical perfor-
mances are.

– M : the number of manoeuvres divided by the number of aircraft at the end
of each simulation;

– D: the average percentage of additional flight time per aircraft;
– V : the percentage of aircraft with varying manoeuvres planned. A manoeuvre

is varying if it has at least been planned in the opposite direction (turn right
then left or turn left then right) between two successive resolutions.

In the most of the cases, especially when the traffic density increases, OVNA
and OVEMA have better results than BVNA and BVEMA. When memory is
used, the OV version tends to minimise the number of manoeuvres performed,
but the manoeuvre durations are higher. The balance between these two criteria
is modified with the use of memory. This can be adjusted in the fitness definition.

The major observation here is the improved stability of the manoeuvres
planned by the conflict solver when memory is used. Indeed, for the most dense
exercise, criterion V drops from 33% (without memory) to 9% (with memory) (W
= 0, p < 10−7), showing that with memory, only 9% of the aircraft are planned
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Table 2. Aeronautical results

Version BVNA BVEMA OVNA OVEMA

Criteria Baseline
M 0.28 0.28 0.30 0.28
D 1.06 1.18 1.18 1.11
V 14.1 9.11 12.5 7.14
Criteria Baseline+50%
M 0.28 0.32 0.27 0.27
D 1.23 2.10 1.30 1.55
V 17.7 7.82 14.1 6.54
Criteria Baseline+100%
M 0.64 0.62 0.59 0.54
D 3.08 3.91 2.84 3.55
V 42.1 20.8 33.3 9.04

an opposite direction between two time steps. This could be a real advantage if
our EA had to help an air traffic controller make decisions over time.

6.3 External Action Impacts

In this section, we focus on the effect of external actions on EA resolutions. At
some time steps (every 300 s if possible, or more if not), a random manoeuvre is
associated with an aircraft (in the aircraft manoeuvring bounds) and both the
state of the environment and the resolution at the next time step are saved. The
main simulation is run using the OVEMA version. When an external manoeuvre
is applied, we compare two resolutions, OVNA and OVEMA at this specific time
step.

We randomly apply a manoeuvre to one aircraft that can still be manoeu-
vred. If this manoeuvre does not cause a conflict within the next three minutes,
it is added to the current solution, otherwise the process is repeated until an
acceptable manoeuvre is found. This random action is initiated if the EA has
at least one conflict-free solution at the current time and if at least one aircraft
can be manoeuvred.

In Table 3, for each exercise, we evaluate the mean values of F , |C|, |C0|,
Gtot and Gc with the OVNA and OVEMA solvers. The percentage of times for
which one version is strictly better than the other is shown in the brackets next
to the mean value of the criteria.

The mean fitness is generally better with memory than without, and the
fitness is strictly better without memory only 11%, 17% and 27% of the time.
As previously, the major result concerns the number of generations necessary to
optimise a solution or to find a conflict-free solution. For the most dense scenario
(Baseline+100%), the total number of generations Gtot drops from 154 to 104
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Table 3. Effect of external actions

Baseline Baseline+50% Baseline+100%

Criteria OVNA OVEMA OVNA OVEMA OVNA OVEMA
µ(F ) 1.76 (11%) 1.84 (80%) 1.77 (17%) 1.76 (36%) 1.57 (27%) 1.6 (54%)
µ(|C|) 93 (40%) 99 (53%) 102 (40%) 101 (40%) 111 (46%) 111 (43%)
µ(|C0|) 57 (48%) 61 (42%) 57 (53%) 54 (30%) 49 (57%) 48 (26%)
µ(Gtot) 92 (5%) 47 (54%) 108 (24%) 70 (56%) 154 (10%) 104 (64%)
µ(Gc) 6 (6%) 2.4 (21%) 7.6 (3%) 5.4 (33%) 39 (5%) 21 (61%)

(W > 105, p < 10−15) with memory and the number of necessary generations
to find a conflict-free solution drops from 39 to 21 (W > 105, p < 10−15) with
memory. Using a memory approach has not prevented the EA to adjust to an
unexpected event.

7 Conclusion

In this article, we introduce an optimised version of an EA combined with a
memory process and compare it with a basic version on a very dense dynamic
conflict resolution optimisation problem. We define a new crossover operator to
help the EA keep a diverse population even when a memory process is used.
We also define a new mutation operator to keep reduced manoeuvres allowing
aircraft to remain free for future manoeuvres. We add a final optimisation process
to help remove useless manoeuvres and reduce delays. We use a cluster based
sharing process with a low sharing rate to make sure that the population covers
the search space as much as possible through the simulations.

Using an explicit memory process drastically reduces the total number of
generations and the number of generations necessary to find a conflict-free solu-
tion. It also reduces the variation of manoeuvres planned over time. These two
results are essential if such an algorithm was used to help air traffic controllers
make real time decisions in a dynamic environment.

We show that the memory based approach can handle external actions and
still quickly find good solutions despite the fact that old options are kept in the
population. This is an important point if such an algorithm should interact with
an air traffic controller making decisions that are not present in the manoeuvres
covered by the population.

For future research, it could be wise, at every time step, to run in parallel the
EA with several random seeds and keep the best solution found. This could be
tested and compared with or without memory. We could also imagine a hybrid
version of the naive and explicit memory approaches, where only the best ele-
ment of each cluster at the last generation would be reintroduced in the next
population initialisation. The rest of the population could then be randomly
created which would favour some diversity in the population.
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This work will be tested with air traffic controllers to measure the capacity
for collaboration between humans and a population based automatic solver and
the quality of interactions with such a memory based algorithm.
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Abstract. Imbalanced datasets pose a significant and longstanding
challenge to machine learning algorithms, particularly in binary clas-
sification tasks. Over the past few years, various solutions have emerged,
with a substantial focus on the automated generation of synthetic obser-
vations for the minority class, a technique known as oversampling.
Among the various oversampling approaches, the Synthetic Minority
Oversampling Technique (SMOTE) has recently garnered considerable
attention as a highly promising method. SMOTE achieves this by gener-
ating new observations through the creation of points along the line seg-
ment connecting two existing minority class observations. Nevertheless,
the performance of SMOTE frequently hinges upon the specific selec-
tion of these observation pairs for resampling. This research introduces
the Genetic Methods for OverSampling (GM4OS), a novel oversampling
technique that addresses this challenge. In GM4OS, individuals are repre-
sented as pairs of objects. The first object assumes the form of a GP-like
function, operating on vectors, while the second object adopts a GA-like
genome structure containing pairs of minority class observations. By co-
evolving these two elements, GM4OS conducts a simultaneous search for
the most suitable resampling pair and the most effective oversampling
function. Experimental results, obtained on ten imbalanced binary clas-
sification problems, demonstrate that GM4OS consistently outperforms
or yields results that are at least comparable to those achieved through
linear regression and linear regression when combined with SMOTE.

Keywords: Oversampling · Imbalanced Data · Binary Classification ·
Genetic Programming · Genetic Algorithms

1 Introduction

In real-world classification tasks, it is common to encounter datasets where
the proportion of labels is not homogeneous among the different classes. This
problem is commonly referred to as imbalance. Classification models tend to
exhibit higher accuracy when handling observations from the class that is more
prevalent, often termed as the majority class, as opposed to the less frequently
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occurring class, referred to as the minority class. A common strategy is to add
new observations, typically created artificially, to the minority class, to improve
the balancing of the dataset. The approach is called oversampling [1,2]. One of
the most used oversampling approaches is the Synthetic Minority Oversampling
Technique (SMOTE) [3]. This oversampling algorithm works by selecting a ran-
dom pair of neighboring observations, drawing a straight line segment between
the two, and randomly sampling a new observation along that segment. One
of its notable drawbacks lies in the sensitivity of its performance to the choice
of the set of data points used for resampling. The quality and relevance of the
selected points play a crucial role in determining the effectiveness of SMOTE
in generating synthetic samples that accurately represent the minority class. In
this paper, we introduce the Genetic Methods for OverSampling (GM4OS), a
novel oversampling method that joins the representation power of two evolution-
ary algorithms, Genetic Algorithms (GAs) [4] and Genetic Programming (GP)
[5], to overcome some of the disadvantages of SMOTE. In GM4OS, individuals
are represented as pairs of objects. The first one is a function, represented as a
standard GP individual. The other one is a string, as a traditional GA individ-
ual. The GA part controls which existing observations from the minority class
will belong to the resampling set. The GP part evolves an oversampling function
that will combine points that belong to the resampling set, and create the new
synthetic points needed to balance the dataset. The fitness of a GM4OS individ-
ual is given by the performance of a model trained by a previously chosen target
machine learning algorithm on the newly balanced training set. The objective
of the evolutionary process is to look for the best resampling set and the most
effective oversampling function at the same time.

The paper is organized as follows: in Sect. 2 we revise previous and related
work. In Sect. 3 we present GM4OS. Section 4 delves into the employed experi-
mental framework, including the set of parameters, the datasets chosen as test
cases, the models utilized as baseline for comparison with GM4OS and the
used metrics. Section 5 presents and discusses the obtained experimental results.
Finally, Sect. 6 concludes the work and suggests ideas for future research.

2 Literature Review

Imbalanced datasets represent a recurrent challenge in real-world classification
tasks. In the literature, both internal and external approaches have been used
in an attempt to obviate the impact of imbalanced data on the model’s per-
formance. External approaches (data level) rebalance the dataset by either
removing observations from the majority class (undersampling) or by adding
observations to the minority class (oversampling) [1,2]. In internal
approaches (algorithm level), the algorithm is adapted to handle automati-
cally imbalanced observations. This can be done by either assigning a differ-
ent weight to each class [6] or by using multiple classifiers simultaneously, also
referred to as ensemble learning [7]. A combination of both internal and external
approaches can be implemented as well. The Synthetic Minority Oversampling
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Technique (SMOTE) is an external approach that was designed by Chawla et al.
in 2002 [3]. SMOTE generates new observations belonging to the minority class
as a combination of existing points of the same class. One of the drawbacks
of SMOTE is the over generalization of the minority class, leading to a possi-
ble overlap between classes [8]. Borderline observations are more important for
classification task, being the ones more prone to misclassification. For this rea-
son a variant of SMOTE, named borderline-SMOTE [9], uses as resampling set
only the borderline and nearby observations. Another known oversampling tech-
nique is the Adaptive Synthetic Sampling Approach (Adasyn) [10]. In Adasyn,
minority data samples are generated according to their distribution. To mitigate
the learning bias present in the initial dataset, this approach employs a strat-
egy where a greater number of synthetic observations is generated from those
minority observations that happen to be more challenging to learn. This is done
by assigning weights to the various minority class samples.

The GM4OS method presented in this study is an evolutionary algorithm
that joins the representation power of GP and GAs. For this reason, particularly
interesting for this literature review are some existing oversampling methodolo-
gies grounded in the use of evolutionary algorithms. GP has been previously
applied to imbalanced classification tasks. For instance, standard GP and some
of its variants have been successfully applied to several classification tasks in [11].
Also, recent research contributions by Pei et al. [12] as well as Kumar [13] have
introduced novel fitness functions tailored specifically for GP. These innova-
tive fitness functions have been designed to enhance GP’s performance when
addressing the intricacies of imbalanced classification scenarios. The GenSample
algorithm introduced by Karia et al. in 2019 [14], implements an oversampling
technique based on GAs. GenSample iteratively learns which minority samples
are best suited for resampling and the authors reported on promising results
compared to a set of state-of-the-art models.

The oversampling function evolved by the GP component of GM4OS com-
bines two vectors (existing observations) to create a single one (a new synthetic
observation). This process resembles the vectorial GP approach that was pre-
sented by Azzali et al. in [15,16]. For instance, similarly to the GP component
of a GM4OS individual, vectorial GP allows aggregate functions and vectorial
operations in the primitive GP set and vectorial variables as terminals.

3 Genetic Methods for Oversampling

As stated above, the Genetic Methods for OverSampling (GM4OS) is a novel
oversampling approach for binary classification problems, based on a combina-
tion of GP and GAs representations. GM4OS employs the conventional work-
flow of evolutionary algorithms. Its peculiarity resides in the representation of
the evolving solutions. In GM4OS, in fact, individuals are represented as pairs
of objects, one resembling a standard GP individual and the other one a string-
like GA individual. The GP part is a function, that can be represented for
instance as a tree, that is able to take as input two vectors (existing observa-
tions) and combine them to create a new observation (synthetic observation).
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The GA part is a string of length n = size majclass − size minclass, where
size majclass and size minclass are, respectively, the number of observations
belonging to the majority and minority class in the training set. Each allele of
the GA part of the individual contains a pair of observations of the training set
belonging to the minority class. Figure 1 provides a visual representation of an
arbitrary GM4OS individual.

Fig. 1. Visual representation of a GM4OS individual. The GP function reported on
the left side takes as input two vectors, x1 and x2 (existing observations) and combines
them to create a new observation, given by its output vector (synthetic observation).
The GA genome reported on the right side contains pairs of minority class observations.
By giving each one of these pairs as input to the GP part, n synthetic observations can
be created.

At the beginning of the evolution, the classification dataset is partitioned into
3 subsets: the training, validation and test sets. Then, by applying the function
represented in the GP part to each one of the n pairs of observations of the
GA part, n new synthetic observations are produced. The new observations are
labeled as minority class and added to the training set, making it balanced.

Example. The GP part of the individual in Fig. 1, shown in the left side of the
figure, represents the function:

P(x1,x2) = x1/(x1 · x2)

where x1 and x2 are two vectors of the same dimension as the feature space,
and the operators / and · represent the element-by-element vectorial division
and multiplication, respectively. Now, let us assume, for the sake of simplicity,
that n = 2 (i.e., the majority class has only two observations more than the
minority class). In such a case, the GA part would be represented as a vector
of two pairs of observations, chosen randomly from the minority class. In the
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simplistic hypothesis that the feature space has a dimension equal to three, and
using arbitrary numbers as data, let us assume that the GA part is:

[([2, 1, 4], [1, 2, 0.5]), ([1, 3, 2], [2, 1, 0.5])]

where [2, 1, 4], [1, 2, 0.5], [1, 3, 2] and [2, 1, 0.5] are existing training observa-
tions, labeled as minority class. In such a simple example, GM4OS would create
the two following synthetic observations:

– P([2, 1, 4], [1, 2, 0.5]) = [2/(2 · 1), 1/(1 · 2), 4/(4 · 0.5)] = [1, 0.5, 2]
– P([1, 3, 2], [2, 1, 0.5]) = [1/(1 · 2), 3/(3 · 1), 2/(2 · 0.5)] = [0.5, 1, 2]

These two newly created observations would now be inserted in the training set
and labeled as minority class. In this way, the training set is now balanced.

At this point, a classification model is fitted on the newly balanced training
set, and it is then used to make predictions on the validation set. The loss between
expected and calculated outputs on the validation set is finally used as fitness for
the GM4OS individual. In this work, the classification model chosen is Logistic
Regression [17], given its simplicity and training efficiency. Figure 2 shows a
flowchart representing the fitness evaluation process of a GM4OS individual.

During the evolution, distinct genetic operators are applied independently
to each one of the two parts of a GM4OS individual: when crossover or muta-
tion need to be applied to a GM4OS individual (according to the probabilities
presented in Sect. 4), the same operator type (mutation or crossover) is applied
simultaneously to both its GP and GA parts. The genetic operators used in this
work for the GP and GA parts are also specified in Sect. 4. Traditionally, GA
individuals are represented as vectors of scalar values. However, the fact that in
GM4OS the GA part is a vector of pairs (the minority class observations that
will be used by the GP part) does not represent an issue: it is still possible to
use standard GA operators, treating each pair as a single and indivisible piece
of information. So, for instance, one-point crossover will exchange substrings of
pairs between parents, while one-point mutation will replace an existing pair
with a new pair of minority class observations, generated at random. Note that
when one-point crossover is applied the crossover point is restricted to fall in the
boundaries between observations within a pair.

4 Experimental Settings and Test Problems

Table 1 reports all the GM4OS parameters employed in this experimental study.
To assess the performance of GM4OS, we have employed two baseline meth-
ods for comparative evaluation. The first one is a simple Logistic Regression
(denoted as LR in the continuation) [17,18] fitted on the imbalanced training
dataset. The second one is still a Logistic Regression, but this time fitted on the
training dataset re-balanced using the traditional SMOTE algorithm (denoted
as SMOTE+LR in the continuation) [3,19]. Table 2 presents the binary classifi-
cation datasets used as test problems in our experimental study. The imbalance
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Fig. 2. Flowchart of the evaluation of a GM4OS individual. The initial dataset is split
into training, test and validation. Then a GM4OS individual is used to produce enough
new synthetic observations to balance the training set. A model, Logistic Regression
in our experiments, is fitted on the balanced training set. Then, the fitted model is
used to make predictions on the validation set. Finally, the loss between predictions
and true labels on the validation set is used as fitness for the GM4OS individual.

ratio is calculated as the ratio between the number of observations of the major-
ity class and the number of observations of the minority class. In this way, the
imbalance ratio is, by definition, a positive number and, given that we are using
imbalanced datasets, it is strictly larger than one in our test problems. All these
datasets belong to the Penn Machine Learning Benchmarks (PMLB) library [20].
In general, several different performance measures that can be used to evaluate
classification algorithms; among others, one may mention for instance precision,
recall, accuracy, and F1-score. The choice of which metric to prioritize depends
largely on the specific problem and its inherent characteristics. In our case, since
we are addressing imbalanced classification problems, the F1-score of the minor-
ity class emerges as a particularly pertinent fitness metric for GM4OS. In fact,
the F1-score provides a balanced measure of both precision and recall. So, it is
well-suited for situations where the imbalanced distribution of classes demands
a focus on the accurate identification of the minority class instances, striking a
balance between minimizing false positives and false negatives [21].



74 D. Farinati and L. Vanneschi

Table 1. GM4OS parameters.

Parameter Value

Population size 50

Generations 50

Mutation probability 0.2

Crossover probability 0.8

Elitism True

Elite size 1

Selection algorithm Tournament

Tournament size 2

GP initialization Ramped-half-half

GA initialization Random

GP constant set {−1, 2, 3, 4, 5}
GP constant probability 0.3

GP function set {add, sub, mul, div, mean}
GP crossover Subtree single point swap crossover

GP mutation Single node mutation

GA crossover One point crossover

GA mutation One point mutation

Maximum GP tree depth for initialization 8

Maximum GP tree depth for evolution 8

Table 2. Specifications of the datasets used for model comparison.

Dataset Number of observations Number of features Imbalance ratio

flare 1066 10 4.8

haberman 306 3 2.7

spect 267 22 3.8

spectf 349 44 2.7

ionosphere 351 34 1.8

hungarian 294 13 1.77

diabetes 768 8 1.8

hepatitis 155 19 3.84

appendicitis 106 7 4.04

analcatdata 264 4 21.8
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5 Experimental Results

All the results reported in this section are medians over 30 independent runs.
At each run, the datasets are split randomly with uniform distribution into
training, validation and test partitions, composed of 60%, 20% and 20% of the
data observations, respectively. The proportion between majority and minor-
ity class observations is kept constant across the different splits. The same
training/validation/test partition has been used for all the studied methods
at each particular run. For LR and SMOTE+LR, the training and validation
sets were joined and both were used as training set. The obtained experimental
results are reported in Fig. 3. More particularly, Plot 3a (3b, 3c, 3d, 3e, 3f, 3g,
3h, 3i and 3j, respectively) reports the results for the flare (haberman, spect,
spectf, ionosphere, hungarian, diabetes, hepatitis, appendicitis and analcatdata,
respectively) test case. Each one of these plots represents a comparison between
GM4OS, SMOTE+LR and LR. The comparison is done using box-plots of the
F1-score of the minority class on the 30 different test sets. Table 3 reports the p-
values of the Mann-Whitney U test for pairwise comparison of the methods, for
five different metrics. The p-values are in bold when they indicate a statistically
significant difference, using a significance level α = 0.05, with the Bonferroni
correction [22]. Also, the presence of the symbol g indicates that GM4OS out-
performs the baseline, while the symbol b indicates the opposite. The last two
rows of the table are a summary of the results for each measure(column). The
first number, always positive, it indicates how many times GM4OS significantly
outperforms LR+SMOTE or LR. While the second number, always negative, it
indicates how many times GM4OS is significantly outperformed by LR+SMOTE
or LR. For GM4OS, in both Fig. 3 and Table 3, the performance of the best
individual at the last generation is used. Observing the F1-score metric for the
minority class, we can notice that GM4OS is never significantly outperformed by
the baselines. This outcome is corroborated by the box-plots presented in Fig. 3
and the p-values of the third column of Table 3. It is also possible to see that in
four test cases out of ten GM4OS significantly outperforms LR, and in three test
cases out of ten GM4OS significantly outperforms SMOTE+LR. The F1-score
is the measure that we have used as fitness to guide the evolution of GM4OS.
However, it is also interesting to show how GM4OS performs in terms of other
metrics. Looking at the p-values of the accuracy, shown in Table 3, it is possi-
ble to observe that LR significantly outperforms GM4OS in four test cases out
of ten, while having comparable performance in the remaining six cases. This is
probably due to the fact that accuracy is a measure that can be misleading when
working with imbalanced datasets. A model that predicts the majority class for
every instance can be a very poor quality model, but still achieve a high accu-
racy when data is imbalanced. For the other studied metrics, it is difficult to
identify a specific pattern. Depending on the test case, GM4OS can significantly
outperform, be significantly outperformed or have comparable performance to
the baseline models, as shown by the p-values presented in Table 3. Finally, Fig. 4
presents the evolution of the test fitness of the best individual of GM4OS along
generations, compared to the one of the two baseline algorithms, namely LR and
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Fig. 3. Box-plots of the F1-score of the minority class of GM4OS against the baselines
for all the datasets.
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Table 3. p-values of the Mann-Whitney U test [23] for different evaluation metrics of
GM4OS against the baselines. In bold when the p-value indicates a statistically sig-
nificant difference. Symbol g indicates that GM4OS outperforms the baseline, while
symbol b indicates the opposite. The last two rows are a summary of the results
for each measure(column). The first number, always positive, it indicates how many
times GM4OS significantly outperforms LR+SMOTE or LR. While the second num-
ber, always negative, it indicates how many times GM4OS is significantly outperformed
by LR+SMOTE or LR.

Problem Baseline F1-score
minority
class

recall
minority
class

precision
minority
class

recall
majority
class

precision
majority
class

accuracy

flare LR+
SMOTE

0.695 0.21 0.137 0.002b 0.663 0.041

LR 3.29e− 11g 4.65e− 6g 2.88e− 04b 1.55e− 8b 4.05e− 5g 5.99e− 7b

haberman LR+
SMOTE

0.888 0.243 0.025 0.005b 0.739 0.023

LR 8e− 9g 1.11e− 5g 0.001b 5.62e− 08b 8.14e− 4g 1.84e− 4b

spect LR+
SMOTE

1.61e− 8g 5.72e− 18b 4.77e− 7g 2.97e− 18g 4.89e− 12b 1.67e− 4g

LR 0.437 1.24e− 12b 1.46e− 4g 5.01e− 12g 8.89e− 8b 0.011b

spectf LR+
SMOTE

8.99e− 4g 9.88e− 9b 0.015g 1.9e− 9g 4.03b 0.222

LR 0.45 6.52e− 7b 0.015g 1.57e− 8g 2.93e− 05b 0.128

ionosphere LR+
SMOTE

0.662 0.002b 2.63e− 6g 3.4e− 7g 0.006b 0.599

LR 0.558 0.006b 1.79e− 4g 3.22e− 5g 0.1b 0.208

hungarian LR+
SMOTE

0.721 0.92 0.894 0.815 0.947 0.699

LR 0.693 0.811 0.524 0.55 0.781 0.234

diabetes LR+
SMOTE

0.673 0.191 0.008b 0.192 0.008b 0.15

LR 0.001g 2.63e− 7b 0.041 2.63e− 7b 0.041b 1.16e− 5b

hepatitis LR+
SMOTE

0.012g 1.47e− 5b 9.22e− 4b 1.1e− 6g 3.72e− 4b 0.016g

LR 0.898 0.001b 0.015b 1.5e− 4g 0.008b 0.092

appendicitis LR+
SMOTE

0.039 0.01b 0.344 0.036 0.022 0.634

LR 1.11e− 4g 0.2 0.838 0.112 0.313 0.586

analcatdata LR+
SMOTE

0.895 0.322 0.443 0.402 0.34 0.856

LR 0.315 0.787 0.676 0.779 0.767 0.99

summary LR+
SMOTE

+3, 0 +2, −5 +3, −2 +4, −2 0, −5 +2, 0

LR +4, 0 0, −5 +3, −3 +4, −3 +2, −5 0, −4

SMOTE+LR, which are presented as horizontal straight lines in the figure. More
specifically, Plot 4a (4b, 4c, 4d, 4e, 4f, 4g, 4h, 4i and 4j, respectively) reports the
results for the flare (haberman, spect, spectf, ionosphere, hungarian, diabetes,
hepatitis, appendicitis and analcatdata, respectively) test case.
From these plots, it is possible to observe that GM4OS outperforms LR in the
entire evolution process in six out of ten total test cases. Similarly GM4OS
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Fig. 4. Evolution of the test fitness of GM4OS, compared to the results returned by
LR and SMOTE+LR, over the studied datasets.
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outperforms SMOTE+LR over all the generations in four out of ten total test
cases. In the case of Plot 4j, reporting results on the analcatdata test problem,
all three models have the same performance, around 0.89, and GM4OS has it
starting from the beginning of the evolution (and this is why the figure looks
like a unique horizontal line). This result is coherent with the box-plot shown in
Fig. 3j, where the median of all the models is around 0.89 as well.

6 Conclusions and Future Work

This paper introduced the Genetic Methods for OverSampling (GM4OS), an
evolutionary oversampling approach for imbalanced binary classification prob-
lems. In real-world binary classification tasks, imbalancing between the classes
represents a recurrent issue. In those cases, in fact, classification models typ-
ically struggle to classify correctly the observations belonging to the minority
class. A popular approach to tackle this issue is to add synthetic observations
to the minority class, commonly referred to as oversampling. One of the most
known oversampling approaches is the Synthetic Minority Oversampling Tech-
nique (SMOTE) [3]. SMOTE creates new observations by selecting two existing
minority class observations, and sampling a new synthetic point from the straight
line segment that connects them. However, this approach relies heavily on the
set of points that are used for resampling. GM4OS integrates the representation
power of Genetic Algorithms (GAs) and Genetic Programming (GP), to look for
the most appropriate resampling set and resampling function at the same time.
GM4OS individuals, in fact, are represented as pairs of objects, one of which is a
GP-like function, while the other one is a GA-like string. The GP part strongly
resembles the recently introduced vectorial GP approach [15,16] and combines
two vectors (existing observations) to generate a new single vector (synthetic
observation), while the GA part controls which existing minority class observa-
tions will constitute the resampling set. GM4OS was experimentally compared
with a simple Logistic Regression (LR) [17] and SMOTE combined with LR, on
ten imbalanced binary classification test problems, taken from the Penn Machine
Learning Benchmarks library [20]. The experimental results show that, on all the
studied test problems, GM4OS is able to find models that have an F1-score on
the minority class that is better, or at least comparable, to the baseline models.

Despite the positive experimental outcomes achieved, a significant scope
remains open to future research. One such avenue involves the adaptation of
the GM4OS framework to address multi-class classification problems. Another
area of investigation pertains to the exploration of alternative fitness metrics
for GM4OS, distinct from the F1-score utilized in this study. Specifically, the
pursuit of metrics that have demonstrated efficacy for GP applied to imbal-
anced classification tasks, as evidenced for instance in [12,13], holds signifi-
cant promise. Multi-objective optimization, using several fitness functions at the
same time, also deserves investigation. An additional idea for future research
is inspired by the observation that the GP component within GM4OS is sus-
ceptible to the issue of bloat, a common occurrence in GP. While the present
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work implemented a strategy to restrict tree depth to a maximum of 8, a myr-
iad of other strategies have been advanced to mitigate bloat. Notably, existing
references suggest that the introduction of a dynamic GP population size effec-
tively alleviates bloat, thereby reducing computational overhead while maintain-
ing excellent performance levels, as documented for instance in [24–26]. In light
of these findings, the incorporation of dynamic population sizing into GM4OS
presents itself as an intriguing avenue for future development. Furthermore, as a
forthcoming research endeavor, it is imperative to acknowledge that the present
study employed a Logistic Regression model to evaluate the oversampling func-
tion/resampling set pair, due to its computational efficiency [17]. Nevertheless,
the framework remains adaptable to experimentation with alternative models,
such as for instance Decision Tree classifiers [27] or many others. In this study, we
conducted a comparative analysis to assess the performance of GM4OS against
an alternative oversampling technique, namely SMOTE (Synthetic Minority
Over-sampling Technique). Our investigation aimed to elucidate the effective-
ness of these oversampling approaches in addressing the challenge of class imbal-
ance within classification tasks. Additionally, our future research endeavors will
encompass further comparisons with alternative oversampling methodologies,
including Adasyn [10] and borderline-SMOTE [9]. Lastly, an interesting prospect
for future research entails the extension of GM4OS to encompass synthetic data
generation. This extension can be realized through the modification of the resam-
pling set governed by the GA component of GM4OS, extending its influence to
the entire dataset.
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Abstract. When using a meta-heuristic based optimiser in some indus-
trial scenarios, there may be a need to amend the objective function
as time progresses to encompass constraints that did not exist during
the development phase of the software. We propose a means by which
a Domain Specific Language (DSL) can be used to allow constraints to
be expressed in language familiar to a domain expert, allowing addi-
tional constraints to be added to the objective function without the
need to recompile the solver. To illustrate the approach, we consider
the construction of staff training schedules within an organisation where
staff are already managed within highly constrained schedules. A set of
constraints are hard-coded into the objective function in a conventional
manner as part of a Java application. A custom built domain specific
language (named Basil) was developed by the authors which is used to
specify additional constraints affecting individual members of staff or
groups. We demonstrate the use of Basil and show how it allows the
specification of additional constraints that enable the software to meet
the requirements of the user without any technical knowledge.

1 Introduction and Motivation

Evolutionary Algorithms and related meta-heuristics have been developed to
solve a range of real-world problems. However, it is inevitable that an organi-
sation’s needs change over time: as a result, the constraints within the original
system may no longer meet their needs. While the users of a system may have
problem domain knowledge, they may not have any software engineering expe-
rience. Updating constraints within the system may pose difficulties, requiring a
software-engineering specialist to alter the system. This paper proposes a mech-
anism by which a user with knowledge of the problem domain can add additional
constraints to the objective function, in a manner that does not require specialist
software engineering skills, using a custom built domain-specific language (DSL)
designed and implemented by the authors.

We consider the specific case of an industrial partner within the public trans-
portation sector, who has limited software development expertise. The partner
has a requirement to provide staff training schedules within a heavily constrained
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environment. Staff must be to be allocated to training slots in a manner that
causes least disruption to the existing schedules. As with many problems that
involve the scheduling of people, many constraints exist based around the spe-
cific requirements of individuals that are not necessarily known in the original
design phase.

The contribution of this paper is to address the following research questions:

1. To what extent can constraints be expressed in a custom built DSL a manner
that is achievable by a domain expert?

2. What mechanisms could be used to evaluate constraints specified using a DSL
against candidate solutions at run time?

3. How does the evaluation time scale as more constraints are added at run-time?

The principle contribution of this paper is the development of the DSL and
the use of pattern matching to evaluate constraints.

This paper is organised as follows, Sect. 2 describes related work in the field
of optimisation. The problem domain is described in Sect. 3 and the evolutionary
algorithm used to produce solutions is described in Sect. 4. The development of
a domain specific language (DSL) specifically for this application is described in
Sect. 5 along with the mechanism by which Basil statements are compiled into
regular expressions which are then matched against the solution being evaluated.
Finally, conclusions and future work are described in Sect. 6.1.

2 Related Work

Evolutionary Algorithms and other meta-heuristics have been applied to prob-
lems related to a number of industrial sectors including timetabling [1,11], staff
scheduling, [2,3,10], vehicle routing and logistics [4,6] and job shop/factory
scheduling [5]. The domain of staff scheduling, and in particular nurse schedul-
ing has received a great deal of attention, for a recent survey of this domain the
reader is directed to [7]. Whilst some industrial scheduling problems map closely
to traditional benchmark problem types (e.g., the Travelling Salesman Problem,
Vehicle Routing Problem or Flow Shop Problems) many incorporate constraints
that are specific to the organisation who own the problem.

There exists the issue of how to specify these organisation specific constraints
in a manner that is suitable for organisations who do not have the capability
to modify the underlying software. One option is the use of a domain specific
language (DSL) to specify constraints. Regenell and Kuchcinski [8] describe the
use of an embedded DSL for combinatorial optimisation. The approach taken is
based on the Scala platform, the resultant DSL making use of the Scala syntax.
Whilst this approach has much to recommend it, not least the ability to integrate
the DSL compilation with that of the main Scala application. Constraints can
also be specified in a constraint modelling language such as MiniZinc [12].

The DSL-based approaches outlined above have the disadvantages that the
DSLs are difficult to use by domain experts who are not software engineers.
In this work, the DSL presented (Basil) is designed specifically around entities
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within the problem domain in order to make it usable by problem domain experts
within an organisation that does not have software development expertise.

3 Problem Domain

3.1 Problem Definition

A major Scottish public transport provider employs over 2,000 drivers. It is
a requirement under current UK/EU legislation that professional drivers must
undertake mandatory Certificate of Professional Competence (CPC) training [9].
Within a five-year period each driver must undertake 35 h of training: failure to
complete the required amount of training results in the drivers’ license expiring,
losing their right to drive on a commercial basis.

An existing proprietary software package is used to schedule drivers to their
routine duties, but this system does not schedule the time required for CPC
training. The policy of the organisation is that each driver is allocated one CPC
training day per year - this ensures that they will have undertaken the required
35 h within the five-year period. Each driver has a specific license expiry date
based on when they completed their initial training which specifies the deadline
by which their CPC training must have been completed within the fifth year.

A total of 2014 drivers employed are split into groups, representing the area
of the organisation that they work for (see Table 1), each driver must have one
CPC training day per year. Each training day can accommodate 12 trainees,
training takes place for 40 weeks per year for 5 days per week, creating 2400
training places. Assuming that each member of staff attends on the day that
they are scheduled then there is a 16% spare capacity. In practice this capacity
is required to cover situations such as non-attendance due to illness or where the
staff member cannot be released for training due operational requirements.

Table 1. The employee group sizes with the problem being considered. The maximum
number of employees which may be allocated to training from each group on the same
day is shown.

Group Size 50 24 750 400 450 140 140 60

Max. Trainees per Day 1 1 5 3 3 1 1 1

There are a number of constraints that govern the CPC training schedule:

1. Any driver whose license expires in the current year must have their training
day, for that year, prior to their license expiring.

2. Each driver may only attend one CPC training day each year.
3. Each training day can only accommodate 12 trainees.
4. The number of trainees on each day from a specific group must not exceed

the limit set for that group (see Table 1).
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5. In their normal duties, each week drivers are allocated to duties that are
classified as either ‘early’ or ‘late’, if possible, CPC training days should be
scheduled for drivers when they are already allocated to early duties, this
makes it easier to release them for the training.

3.2 Problem Instances

The problem instances used in this paper are generated randomly, based on
statistics supplied by the partner. This avoids having to share commercially
sensitive data during the development stage.

Table 2. The parameters used when generating the test instances.

Parameter Value

Class Size 12

Early Shift Probability 0.5

Probability license expires 0.2

Training Weeks 40

Training Days Week 5

4 Solving Using an Evolutionary Algorithm

4.1 Algorithm Description

The algorithm used within this paper is named CPC-EA and is described in
Algorithm 1, the parameters used are given in Table 3. A steady state population
is employed: within the generational loop (Lines 4–3) one new child solution is
created by either recombination of two parents (Lines 6–8) or by cloning a single
parent (Line 10). The child then replaces the loser of a tournament (Line 15)
providing the child fitness is an improvement on the loser (Lines 16–8).

Most academic use of EAs described in studies execute the EA for a fixed
number of evaluations (referred to as an evaluation budget). In this application
our aim is to produce a usable schedule for the business, so there is no require-
ment to limit the evaluations to a specific time frame, but instead the algorithm
can execute until it cannot find any more improvements to the solution. A param-
eter MAX EVALS is used to specify the maximum number of evaluations that
will be carried out in order to prevent excessively long execution times.
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Algorithm 1. CPC-EA
1: pop = initialise(POP SIZE)
2: bestSol = findBest(pop)
3: evalLeft = TIMEOUT
4: while evalsLeft > 0 do
5: if random() < XOV ERRATE then
6: p1 = tournament(pop, TOURSIZE)
7: p2 = tournament(pop, TOURSIZE)
8: child = recombine(p1, p2)
9: else if random() >= XOV ERRATE then

10: child = tournament(pop, TOURSIZE)

11: mutate(child)
12: evalute(child)
13: evals + +
14: evalsLeft−−
15: rip = tournamentLoose(pop, TOURSIZE)
16: if child.fitness < rip.fitness then
17: pop.remove(rip)
18: pop.add(child)
19: if child.fitness < bestSol.fitness then
20: bestSol = child
21: evalLefts = TIMEOUT

22: if evals > MAX EV ALS then
23: return

Table 3. Parameters used within CPC-EA in this paper.

Parameter Value

POP SIZE 100

TIME OUT 25,000

XOVER RATE 0.5

TOUR SIZE 2

MAX EVALS 250,000

Representation. Each solution comprises a list of training slots, the total
number of slots being calculated as Class Size × Training Days Week ×
Training Weeks (see Table 2), for the instances under consideration this equates
to 2400 training slots. Each slot may be empty or have a driver allocated to it.
All the drivers in the problem must be allocated to a slot for a valid solution to
exist (in our definition a valid solution is one in which all drivers are allocated
a training day regardless of any other constraints). Table 4 gives an example of
the representation used.
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Table 4. A truncated example of a solution, one entry exists for each driver which
has a training slot associated with it (labelled as <week>.<day>.<no>). As there are
more slots than drivers, a list of unused slots is also maintained.

Driver
Training

Slot

00001 2.1.1
00002 40.4.4 Unused Slots

00003 34.3.5 17.1.1
00004 21.2.1 40.4.12
00005 16.1.12 8.5.11
00006 14.5.5 16.2.8
00007 21.2.3 21.5.4
00008 22.3.4 24.5.12
00009 35.2.2 33.1.11
00010 35.4.7 35.3.1
00011 2.1.2 26.2.12
00012 9.3.12

... ...

Initialisation. When initialising the population, each solution has a random
unused training slot allocated to each driver. Algorithm 2 illustrates the means
by which each individual is initialised. The MAX TRIES variable was set to 150
in order to ensure that a reasonable proportion of training slots were potentially
tried for each driver. For drivers whose license is due to expire (Line 6), the
algorithm is biased towards finding a slot that allows training before their expiry
date (Line 7). For the remaining drivers (Line 11) the selection is biased towards
finding a training slot that coincides with an early shift pattern.

Operators. When a new child solution is created, initially no training slots
are allocated. Each driver d is then considered in turn, a parent is selected at
random, and an attempt is made to allocate the slot associated with d in that
parent. If the slot cannot be used (as it has already been allocated within the
child) then the slot associated with d on the other parent is tried. If a slot from
neither parent can be used, the d is allocated a slot chosen at random from the
list of unused slots.

Two mutation operators are used:

– Select two drivers d1 and d2 at random from within the chromosome, swap
the training slots allocated to d1 and d2.

– Select a driver d at random, move the training slot allocated to d to unused
list. Select a slot from the unused list at random and allocate that slot to d.
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Algorithm 2. Initialise Individual
1: d = 0
2: while d < drivers.length do
3: tries = 0
4: while tries < MAX TRIES do
5: slot = getRandFreeSlot()
6: if driver.expiresCurrentY ear then
7: if slot.week < driver.expiry() then
8: driver.trainingSlot = s
9: freeSlots.remove(s)

10: tries = MAX TRIES
11: else
12: if driver.getShift(slot.week) == early) then
13: driver.trainingSlot = s
14: freeSlots.remove(s)
15: tries = MAX TRIES

Objective Function. A penalty-based fitness function is used. The penalty
weights used can be found in Table 5 (these values were determined by empiri-
cal investigation). The fitness function may be divided into two sub functions:
fitness-base and fitness-dsl (see Sect. 5).

Fitness-base is hard-coded at design time and incorporates those constraints
identified during the analysis and development stage undertaken with the part-
ner. The base fitness function examines the solution for violations of constraints
1–3 (see Table 5). Fitness-dsl is used to allow the end-user to specify additional
constraints using a custom DSL (see Sect. 5).

Table 5. The penalties used within the fitness function. Note that constraints 1–3 are
evaluated by the base fitness function and 4–6 are evaluated by the extended fitness
function using. Each Basil statement is compiled into a custom constraint.

Constraint Penalty

1 Final training day after license has expired 15

2 Unbalanced training group (see Table 1) 5

3 Training scheduled during late shift 5

4 Custom Constraint (low priority) 1

5 Custom Constraint (medium priority) 5

6 Custom Constraint (high priority) 10
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4.2 Initial Results

Table 6 shows the results obtained with CPC-EA on the five test instances.
In each case the CPC-EA was run 10 times and the best result shown (best
being defined as lowest fitness). Note that in these instances no extended fitness
function was specified.

A small number of training slots violated the late shift constraint (Table 5
Item 3). Examination of the solutions suggested that in most cases this occurred
as the driver affected had a license that expired early in the year and so the
training had to take place within the first few weeks, even if that meant violating
the late shift constraint. Figure 2 shows the total number of late shift violations
by week. Note that the violations all occur before week 12 and that 60% of the
violations occur in the first two weeks. It should also be noted that every one
of the drivers whose training week clashed with a late shift had a license due to
expire in the current year.

As we are carrying out EA runs that do not have a fixed number of evalua-
tions, we should examine the relationship between performance (fitness) and the
number of evaluations used. Figure 1 plots the fitness and total evaluations for
all 40 initial runs of CPC-EA. The results of the Pearson coefficient suggest that
there is a significant small relationship, examination of the plot shows that there
are a number of runs where a smaller number of evaluations has been accompa-
nied by a low fitness, thus justifying the practice of executing the algorithm 10
times and selecting the best result achieved.

Table 6. The initial results obtained when using fitness-base only on the test instances.
Results shown are based on the best of 10 runs - the average being shown in parenthesis.

Data Set Fitness Constraint Violations

Expired License Imbalanced Groups Late Shifts

801 60 (83.5) 0 0 6 (8.1)

480 50(71.5) 0 0 10(14.3)

665 40 (58.5) 0 0 8 (11.7)

135 30 (40.5) 0 0 6 (8.1)

5 Extending the Fitness Function

5.1 Introduction

When using an Evolutionary Algorithm within an industrial environment, a
hard-coded fitness function can present a major disadvantage. As business and
operational needs change, the constraints on the problem under consideration
may change, requiring the fitness function to be modified. Modifying the fitness
function is difficult and potentially expensive, to address this, as discussed in
Sect. 4.1 we divide the fitness function into two sub functions:
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Fig. 1. A line fit plot for the fitness (x axis) versus evaluations y axis. The Pearson
correlation coefficient returns a result of r = −0.6058, p = 0.00003447, which suggests
a significant very small relationship between x and y.

Fig. 2. The total number of late shift constraint violations found within the 400 solu-
tions summarised in Table 6. In every case the driver with the constraint violation also
had a license due to expire in the current year.

– fitness-base: This function evaluates a set of constraints that are hard-coded
in Java, it is not intended to be modified by the end-user.

– fitness-dsl : This function evaluates a set of constraints specified using the DSL
by the end-user. The constraints are compiled and evaluated at run-time.

The fitness value assigned to a candidate solution is the sum of the penalty
values assigned by fitness-base and fitness-dsl. As the end users do not have
software engineering experience it is not desirable to use an existing scripting
language, we investigate the development of a domain specific language (DSL)
named Basil that allows constraints to be specified. The DSL is based around
entities within the problem domain that will be familiar to the end user, making
it easier for them to use, it is only intended for the specification of constraints for
this problem domain. Each constraint within Basil specifies whether a particular
characteristic should not appear in the solution, in this manner the constraints
specified using Basil are binary.
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5.2 The Basil Language Syntax, Compilation and Evaluation

The Basil language is a DSL used to specify constraints which the user wishes
to apply to the solution, as it is only used to specify constraints based around
entities in the problem domain, it is not Turing complete (it has no branch or
jump constructs).

A Basil script comprises a list of constraints and the priorities associated
with these constraints. A constraint specified in Basil takes the basic form:

<entity> <condition> <time> <priority>

Each constraint specifies that a particular entity (driver or group of drivers)
should be placed (or not placed) before, after or in a specific time (training
week). Optionally, a priority may be assigned to the constraint, each priority
level has a penalty value assigned to it (see Table 5 Items 4–6).

– entity The entities upon which constraints may be imposed are Drivers or
Groups. These are denoted by use of the keywords driver or group, followed
by the appropriate driver or group identifier.

– condition Each condition begins with the phrase must be (which can be
negated with the phrase must not be followed by one of the keywords before,
after or in

– time Times are specified using the keyword week followed by the week num-
ber.

– priority The optional priority may be set using the priority keyword followed
by high, medium or low. Where a priority is not specified, the constraint is
allocated a medium priority.

An example Basil script may be seen Algorithm 3.

Algorithm 3. An example of a Basil script. Line 1 is a comment, lines 2-5
describe constraints to be applied to the problem being solved.
1: #A set of test constraints
2: driver 123 must not be before week 23 with high priority
3: driver 226 must not be after week 23 with low priority
4: driver 1500 must not be in week 12 with medium priority
5: group depot1 must not be in week 35

5.3 Basil Execution

Basil is based around the concept of regular expression-based pattern matching,
each Basil constraint being compiled into a regular expression. In order to eval-
uate a solution against a regular expression each solution is converted into what
is termed an intermediate format (Fig. 3) describing the allocation of training
slots to drivers. Table 7 shows examples of Basil statements (constraints) and
their resulting Regex expressions.
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Fig. 3. An extract from the intermediate format. This format presents the solution in
a manner that supports pattern matching via regular expressions. Each line describes
the assignment of one driver to a training slot.

Table 7. Statements written in Basil are parsed and compiled into regular expressions
which are then evaluated against a solution presented in the intermediate format (Fig. 3.
The appears flag specifies if the regex expression must appear in the solution or not.
The priority weight field specifies the penalty weight to be associated with a violation.

Basil Statement Regex Appears Flag Priority Weight

driver 123 must not be before week 23 with low priority :ID:123:GR:...:WK:23:DY:.:DT:.:XW:..:FY: false low

group DP1 must not be in week 35 :ID:...:GR:DP1:WK:35:DY:..:DT:.:XW:..:FY: false medium (default)

driver 456 must be before week 23 with high priority :ID:456:GR:...:WK:23:DY:..:DT:.:XW:..:FY: true high

driver 567 must be after week 33 with high priority :ID:567:GR:...:WK:33:DY:..:DT:.:XW:..:FY: true high

5.4 Results with Basil

Basil scripts containing 10, 25, 50 and 100 constraints were generated at ran-
dom. The generation of constraints at random simulates the arbitrary constraints
which might stem from individual staff requests and organisational constraints.
Some of these random constraints will conflict with each other or with base con-
straints (Table 5 Items 1–3). Our interest is not in avoiding this conflict but in
managing it.

The results obtained may be seen in Table 8. The reader should note that
the best solutions never break the license expiry constraint: this is very desirable
given the importance to the business of ensuring that drivers’ licenses are not
allowed to expire. If we explore the relationship between the fitness of the best
solution found (over 10 runs) and the number of custom constraints, we find that
there exists a significant large positive relationship (calculated using a Pearson
Correlation Coefficient where r = 0.5651 and p = 0009). This is as we might
expect, adding more constraints results in a reduction in solution quality.

As we are examining an industrial application, we should examine the effects
of adding the additional constraints and the overhead of evaluating them. We
are not concerned with the overall run-time required, the user can adjust the
TIME OUT property to find an appropriate balance between the time they are
willing to wait and the quality of the resulting solution. In this section we are
concerned with the general effect of adding numbers of additional constraints
into the fitness function via Basil and the increased time taken to evaluate these
constraints. Figure 4 shows the average time ev (milliseconds) to evaluate 2,000
individuals we are concerned with the trend in ev, as the number constraints is
increased. Figure 4 suggests that the increase in evaluation time is super linear.
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The initial system was implemented in Java and executed on a MacBook based
round the Apple M1 CPU.

Table 8. Results obtained using up to 100 randomly specified Basil constraints.

DataSet Custom Constraints Fitness Constraints Custom Constraints

Shift Violation (late shift) Expired License Unbalanced Groups Low Medium High

135 0 Best 55 8 0 0

Avg 88.5 14.1 0 0

5 Best 2934 13 0 109 4 0 234

Avg 2663.4 15.9 0.1 109.4 4.3 0 230.7

10 Best 943 11 0 0 878 0 0

Avg 962.3 10.9 0 0 880.8 0 0

25 Best 449 9 0 0 3 70 0

Avg 485.2 14.5 0 1 3.4 77.7 0

50 Best 3815 6 0 113 566 60 218

Avg 3844.7 10.7 0 126.2 575.7 61.9 225.9

100 Best 7311 19 0 145 445 775 204

Avg 7353.4 23.1 0.2 138.3 448.4 778.2 210.9

801 0 Best 105 17 0 0

Avg 127.5 20.7 0 0

5 Best 125 16 0 0 35 0 0

Avg 145.5 16.4 0 0 36.5 0 0

10 Best 976 16 0 0 610 50 1

Avg 973.5 18.6 0 0 611.2 53.2 1

25 Best 880 17 0 17 25 16 50

Avg 913.7 21.9 1.3 21.1 26.2 17.8 53.8

50 Best 5896 20 0 177 5 144 412

Avg 5914.7 22.8 0.4 179.4 6.2 145 414

100 Best 1918 19 0 22 448 28 105

Avg 1956.9 21.4 0.1 27.7 451.4 29.5 108.7

665 0 Best 65 10 0 0

Avg 84.5 13.6 0 0

5 Best 80 13 0 0 0 0 3

Avg 100.6 14.3 0 0 0.1 3.1 0

10 Best 131 12 0 0 1 12 0

Avg 156.3 15.7 0 0 1.8 12.1 0

25 Best 954 11 0 61 22 2 54

Avg 977 16 0 61.4 23.5 2 54.1

50 Best 239 11 0 0 39 19 2

Avg 261.6 13.4 0.1 0 44.6 20.1 2.8

100 Best 8234 13 0 0 506 23 752

Avg 8250.9 15.8 0 0 507.4 23.9 753.2

480 0 Best 75 11 0 0

Avg 98.5 15.3 0 0

5 Best 644 10 0 3 19 107 1

Avg 670.6 10 0 1.7 20.1 108.3 1

10 Best 535 11 0 0 455 1 1

Avg 564.8 14.7 0 0 0 1.1 1.2

25 Best 565 15 0 8 35 1 33

Avg 581.1 18.9 0 10.5 38.1 1 37.1

50 Best 1332 15 0 0 966 7 21

Avg 1355.3 19.8 0.5 0 966.8 7.6 21.5

100 Best 3807 15 0 38 10 392 147

Avg 3838.2 18.9 0 44.7 10.7 392.4 152.7
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Fig. 4. Milliseconds per evaluation on the results obtained in Table 8 the box plots
show evaluation times for 0, 10, 25, 50 and 100 custom constraints respectively. Note
the lack of overlap between the box plots, also note that the trend in the evaluation
time versus quantities of custom constraint is super-linear.

6 Discussion and Future Work

6.1 Conclusions

The principle contribution presented in this paper is the development of the Basil
DSL and the mechanism by which constraints are evaluated at run time. The
basic problem is not novel, nor is the algorithm used to solve it. The contribution
of this paper lies the development and the use of the Basil DSL and the use
of the intermediate representation and pattern matching (see Sect. 5) to allow
evaluation of constraints at run-time.

In addressing the first research question stated in the introduction, the results
presented in Table 8 suggest that can be implemented within a DSL and eval-
uated at run time. Assessing whether the DSL is usable by a domain expert is
more difficult proposition, informal discussions suggest that domain experts can
utilise the BASIL language, future work will include a more formal evaluation
of BASIL with regards to usability through a user study.

The mechanism described in Sect. 5 highlights the use of the intermediate
representation and pattern matching as the means of addressing the second
research question. The use of regular expressions allows and existing well-proven
mechanism to be used, one which is implemented in most commonly used pro-
gramming environments. This avoids the use of more complex solutions such as
full compilation of the custom constraints into the main code base, a procedure
which also has potential security and integrity issues.
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If we consider the last question, Fig. 4 shows the increase in evaluation time
as the number of custom constraints increases. We note that further work may
be required on the execution mechanism for Basil as scripts of more than 100
constraints are not viable in terms of execution. This could be partially negated
by executing the software on more powerful hardware and examining the imple-
mentation of the regex pattern matcher.

6.2 Future Work

This paper has laid a solid foundation for future work on the problem of incor-
porating, custom constraints into a solver in a manner that is appropriate for
non-technical users. As well as more technical work in he implementation, future
work will also include the integration of Natural Language Processing into Basil
to allow constraints to be expressed in natural language. In a problem such
as this where there are many stakeholders (e.g., over 2,000 drivers) the ability
for them to articulate their constraints directly to the system would be a very
powerful feature.

Acknowledgements. The authors are indebted to management of the industrial part-
ner for their time in explaining the problem and the feedback given on the work under-
taken.
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Abstract. Machine-learning approaches to algorithm-selection typi-
cally take data describing an instance as input. Input data can take the
form of features derived from the instance description or fitness land-
scape, or can be a direct representation of the instance itself, i.e. an
image or textual description. Regardless of the choice of input, there is
an implicit assumption that instances that are similar will elicit simi-
lar performance from algorithm, and that a model is capable of learn-
ing this relationship. We argue that viewing algorithm-selection purely
from an instance perspective can be misleading as it fails to account
for how an algorithm ‘views’ similarity between instances. We propose
a novel ‘algorithm-centric’ method for describing instances that can be
used to train models for algorithm-selection: specifically, we use short
probing trajectories calculated by applying a solver to an instance for a
very short period of time. The approach is demonstrated to be promis-
ing, providing comparable or better results to computationally expensive
landscape-based feature-based approaches. Furthermore, projecting the
trajectories into a 2-dimensional space illustrates that functions that are
similar from an algorithm-perspective do not necessarily correspond to
the accepted categorisation of these functions from a human perspective.

Keywords: Algorithm Selection · Black-Box Optimisation ·
Algorithm Trajectory

1 Introduction

We are motivated by the future goal of designing optimisation systems that are
capable of learning from past experience. For example, algorithm-selection (AS)
methods such as machine-learning based classifiers [35] learn by being trained
on results obtained from solving a large set of instances, while transfer-learning
methods [3,39] reuse information extracted from one instance in solving a new
instance (e.g. warm-starting with a previous solution). In both of these scenarios,
there is an implicit assumption that if two instances are similar to each other,
then they might elicit similar performance from the same solver or that infor-
mation can be transferred from one instance to another, for example to seed or
warm-start an optimiser [20].
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Typical approaches to AS train a machine-learning (ML) model to predict
either algorithm-performance or best-solver based on a description of an instance
as input to the model in some form. There have been many advances made in
recent AS literature regarding the choice of model and in defining appropriate
model inputs [1,16]. In particular, a lot of attention has been directed towards
defining features to train a model. Human-designed features can be used, but
have the potential disadvantage of being domain-specific and often costly to
compute [21], while it has also been noted that instances that are close in human-
designed feature-spaces are not necessarily close in the performance space of
a given algorithm [33]. Defining features via Exploratory Landscape Analysis
(ELA) [22] has become a popular alternative, particularly in the continuous
optimisation domain, creating a feature-vector describing the fitness landscape
of an instance. However, there is significant overhead cost induced by the ELA
feature computation: furthermore, the sample points used to compute features
are usually discarded, hence wasting computational budget. More recent ‘feature-
free’ methods avoid calculating features altogether by directly using a description
of the instance as input, e.g. using text-based descriptions [2,35] or images [32].
However, we argue that all of the above approaches are potentially flawed in that
the model is trained on data that takes only an ‘instance perspective’ of the data
(through human-designed features, landscape features or a description of the
instance data directly): instances are described by features that are calculated
independently of the execution data obtained by any algorithm.

Some recent research [13,14,19] has begun to address this, training selection
models whose input data includes information derived from running a solver, in
addition to (or instead of) using purely instance-centric data. We continue to
push in this direction in proposing a novel method for training a selector that
uses only time-series information obtained from a probing-trajectory. A probing
trajectory is defined by either the best or current performance of a meta-heuristic
solver over its first n function evaluations on an instance, where n is deliberately
very short. We propose that an algorithm that produces similar trajectories on
two instances ‘sees’ some commonality between those instances (and vice versa).
Each trajectory (a time-series) can be used as input to an AS classification
method, either directly or using time-series features derived from the trajectory.
This use of probing-trajectories has the following benefits:

– It completely removes the need to either define or calculate features of any
type in order to create training data.

– The trajectory provides an ‘algorithm-perspective’ of an instance, in contrast
to feature-based approaches which only describe the instance (or its associ-
ated landscape) in isolation from any solver. We hypothesise that taking the
‘algorithm perspective’ might make it easier for an AS approach to learn as
the trajectory is a very close proxy to true algorithm behaviour.

– The probing-trajectory used to get a prediction from the model can be re-used
to warm-start a selected solver, hence saving budget.

We evaluate the approach using the BBOB functions [9] as a test-bed.
We show that trajectory-based algorithm-selection can outperform the classical
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landscape-aware approach in continuous optimisation. In this scenario we also
show that for sampling budgets where a landscape-aware approach cannot be
applied (i.e., when sampling budgets are too small), trajectory-based algorithm-
selection still performs well, making it a good low-budget alternative to ELA
features.

The outline of this paper is as follows. Section 2 gives an overview of the
background and related work. Section 3 describes the data used, the methods
for obtaining probing-trajectories, and describes the experiments conducted in
this paper. Section 4 describes the results obtained with the probing-trajectories
on an algorithm selection task. Section 5 provides insights into trajectory simi-
larities, while Sect. 6 exposes the pros and cons of using the probing-trajectories
Finally, Sect. 7 highlights concluding remarks and future work.

2 Background and Related Work

The majority of previous work in algorithm selection is performed using infor-
mation describing an instance, for example extracting features at the instance
level; extracting features depicting the landscape of the objective function at
hand; using feature-free Deep Learning techniques. The use of Instance features
is most common in combinatorial optimisation domains. They rely intrinsically
on the problem domain and are usually manually designed [12], differing from
one domain to the other, i.e., Travelling Salesperson Problem (TSP) features
and Knapsack features cannot be interchanged. However, the main drawback of
instance features is that they often do not correlate well with algorithm perfor-
mance data. For instance, Sim et al. [33] demonstrate in the TSP domain that
instances that are close in the feature-space can be very distant in the perfor-
mance space (i.e., the Euclidean distance between their feature-vectors is small
while the distance between the performance of two algorithms on the instances
is very large). Furthermore, they can also be computationally expensive [21].

On the other hand, the use of landscape-features is common in numerical
black-box optimisation, typically via Exploratory Landscape Analysis (ELA) [22]
which calculates landscape features. ELA has grown over the years with a gradual
introduction of new features [8,17,23]. Features are numerical values obtained by
sampling m points, x1, . . . , xm ∈ R

d in a d-dimensional search space, and com-
puting the associated objective function f(x1), . . . , f(xm). The features are then
approximated given the pairs (x1, f(x1)), . . . , (xn, f(xm)). ELA has been suc-
cessfully applied to both algorithm configuration [4] and algorithm selection [16]
on benchmark data as well as real-world optimisation problems [29]. A definition
of the most used features and their properties can be found in [27]. The main
drawback of ELA however is the overhead cost induced by the feature compu-
tation as the sample points that are usually used to compute features are then
discarded. Other work provides evidence in some domains that ELA features
need be used with care [27].

Feature free techniques avoid the problem of human-designed features by relying
on Deep Learning to extract patterns and be able to perform algorithm selection.
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Feature free approaches have been successfully applied both in combinatorial
optimisation [1] using the instance definition as input and in continuous optimi-
sation [32] using sample points in the search space. While the latter removes the
human bias from the design of features, the overhead cost of sampling the search
space on top of running the algorithm is still present. Moreover, Deep Learning
approaches reduce the understanding of the instance space and make it difficult
to truly understand algorithm behaviour.

All of the approaches just described take an instance-centric view: that is,
the input to a selector is independent of the execution of any algorithm. We
suggest this is problematic, given that previous work has suggested that there
is not necessarily a strong correlation between the distance of two instances in
a feature-space and the distance in the performance space according to a cho-
sen portfolio of solvers [33]. Some recent work has begun to address this, using
information derived from running a solver as input to a selector. For example,
recent work from Jankovic et al. [13,14] proposes extracting ELA features from
the search trajectory of an algorithm. In [13], they obtain a trajectory by using
half the available budget to run an algorithm (250 function evaluations, corre-
sponding to the ELA features recommended budget [18]) and combine this with
the state variables of the algorithm to predict the algorithm performance. Over-
all, their approach gave encouraging results but was outperformed by classical
ELA features computed on the full search space. In [14], they use trajectories of
30d points to compute ELA features to train a performance predictor in order
to choose which algorithm to warm-start. They successfully compute features
during the search of one algorithm to select the appropriate algorithm to switch
to finish the run. This 30d points budget is slightly lower than the recommended
ELA features budget of 50d points.

The work of [7] also obtain algorithm trajectories but then construct time-
series based on concatenation of statistics derived from the population and fitness
values (mean, standard deviation, minimum, maximum) at each generation to
use as input to a classifier that predicts which of the 24 BBOB function the
trajectory belongs to. The length of the trajectories obtained is 900 points on
functions of dimension d = 3. This budget is very large as it is 6 times more than
the recommended ELA features budget of 50d = 150. Their approach success-
fully outperforms ELA features extracted from algorithm trajectories but is not
compared to ELA features extracted from sample points in the full search space.
Another approach combines ELA features with time-series features extracted
from state variables of CMA-ES [19] to perform a per-run algorithm selection
with warm-starting. The results of this work shows performance on par with
ELA features on the per-run algorithm selection task. Although not specifically
concerned with algorithm-selection, the work of [26] is also worthy of mention in
taking an algorithm perspective by utilising information incorporated in CMA-
ES state variables to train a surrogate model to predict performance.

We build on the nascent line of work in also proposing a trajectory-based
approach to algorithm-selection. Specifically, we attempt to use short trajectories
that only consume a small fraction of the available computational budget, and
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that can be re-used to warm-start an algorithm predicted by a selector. Unlike
the work described in [13], we do not compute landscape features from search-
trajectories and make use of the probing trajectories both directly and indirectly.

3 Methods

3.1 Data

We consider the first 5 instances of the 24 noiseless Black-Box Optimisation
Benchmark (BBOB) functions from the COCO platform [10] as a test-bed. In
BBOB, instances are transformations of the original function such as rotations,
translations or scaling.

For each instance, we collect data from running three algorithms: CMA-
ES [11], Particle Swarm Optimisation (PSO) [15], and Differential Evolution
(DE) [36]. Each algorithm is run 5 times per instance. Thus, we have 24×5×5 =
600 trajectories. Our data is obtained directly from [37] which records search-
trajectories per run. Note that some automated algorithm configuration was
performed by the authors before they collected this data and that population
sizes are different for each algorithm, see [38] for further details.

We use data obtained from [30] on the BBOB suite to calculate ELA features.
For each feature, 100 independent values are available per function instance. The
sampling strategy used to sample points is the Soboĺ low-discrepancy sequence.
However, we use only a fraction of the available data, i.e., 10-dimensional func-
tions, a feature computation budget of 30d and the general recommendation for
feature computation 50d [18]. We tried to compute ELA features at budgets
lower than 30d but as the budget decreases, Nearest Better Clustering features
start to output Not a Number values and some Dispersion features are not com-
puted. We select 10 cheap features based on their expressiveness and invariance
to transformations. The 10 features selected are the same as in [28].

3.2 Algorithm Selection Inputs

Using the data collected in Sect. 3.1, we create three types of inputs for the
algorithm selection procedure: raw-trajectories, features extracted from the time-
series formed by the raw-trajectories and ELA features.

Raw Probing-Trajectories. A probing-trajectory consists of a time-series of values
o obtained from the first n iterations of an algorithm, where o is either the current
best fitness (coined ‘current’ in the rest of the paper) or the best-so-far fitness
values (coined ‘best’ in the rest of the paper). Points are added to the trajectory
in the order in which they are sampled1.

We evaluate three approaches to using raw probing-trajectories as input to
an algorithm-selector: (1) using two different types of probing-trajectory (best-
so-far, current); (2) using concatenated probing-trajectories from multiple algo-
rithms as input, i.e., concatenate trajectories from two or more algorithms; (3)
1 We evaluate the effect of this choice later in Sect. 4.3.
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input trajectories of different lengths. Hence, the input of the algorithm selection
procedure is a time-series with its length depending on the number of concate-
nated algorithms and its number of generations, representing one run on one
function instance.

We test the impact of the length of the trajectories on the ability to select
the best algorithm using two settings for the number of generations g ∈ {2, 7}.
The former enables us to evaluate really short trajectories obtained using only 2
generations, while the latter results in trajectories using a similar computational
budget to that used to obtain ELA features (only one setting described below
requires more evaluations than ELA features). The function evaluations budget
depends on the population size of the algorithm according to the dataset used,
i.e., 10 for CMA-ES, 30 for DE, and 40 for PSO. For a single trajectory input this
results in a budget of 20, 60, 80 for CMA-ES, DE, PSO respectively at generations
= 2, and 70, 210, 280 at generations = 7. Note that all these budgets are less than
the minimum budget of 300 at which it is feasible to compute ELA features. For
concatenated trajectories, the maximum budget is 560 when three trajectories
are joined (7 × (10 + 30 + 40)), therefore comparable to the higher 50d budget
used to compute ELA features.

Time-Series Features. We extract time-series features from the probing-
trajectories described above as in [24], including tuning the process by using
a feature selection technique. The time-series features are extracted on the
probing-trajectories using the tsfresh Python package (version 0.20.1), while the
feature selection is performed using the Boruta Python package (version 0.3).

Time-series features are extracted on the same settings as probing-
trajectories, i.e., on the ‘current’ or ‘best’ trajectories for a single or concatenated
trajectory given 2 or 7 generations. The input of the algorithm selection proce-
dure is thus a vector of features where the dimension depends on the number of
features extracted or selected, representing one run on one function instance.

ELA Features. As mentioned above (in Sect. 3.1), 100 10−dimensional feature
vectors are available for each BBOB instance. These features are computed with
30d = 300 and 50d = 500 sample points. In order to have a fair comparison
between ELA and probing-trajectories, we randomly sample 5 feature vectors
out of 100 to match the number of available trajectories by instances, i.e, 5 runs
by instances.

The input of the algorithm selection procedure is a 10−dimensional vector
of features, representing one function instance.

3.3 Algorithm Selection Methods

The algorithm selection is treated as a classification task, i.e, given an input
representing an instance, the output is the algorithm to use on that particular
instance. To train the classification models, both the trajectories and feature-
vectors are labelled with the best performing algorithm, defined as the one having
the best median target value after 100,000 function evaluations. Note that no
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single algorithm outperforms the others on all 24 functions: CMA-ES is the best
performing algorithm for 11 functions, DE for 7, and PSO for 6.

In Sect. 3.2, we described two types of input (trajectories and feature vectors),
hence two types of classifiers are used depending on the data type.

Classification with Features. Features inputs can be derived from calculat-
ing either ELA features or time-series features extracted from the probing-
trajectories. As used in [5,29], we train a default Random Forests [6] from the
scikit-learn package [25] (version 1.1.3). Separate models are trained using dif-
ferent input type, i.e., models using ELA features and time-series features are
different.

Classification with Raw Trajectories. The raw probing trajectories form a time-
series. For this type of input, a specialised time-series classifier is used, specifi-
cally the default Rotation Forests [31] from the sktime package (version 0.16.1).
This choice of classifier is motivated by its closeness to the classifier used for fea-
tures while accounting for the data being time-series. We train classifiers using
single or concatenated trajectories to predict which algorithm of the portfolio
to use, e.g., a classifier trained with ‘CMA-ES’ trajectories can predict which of
the three algorithms from the portfolio to use.

Validation Procedure. Both type of inputs have the same validation proce-
dure. As performed in [19], we perform a leave-one-instance-out (LOIO) cross-
validation and we compute the overall accuracy. Classifiers are trained using
data from all runs of the 24 functions on all except one instance. The data of
the left out instance is used as the validation set, i.e, all the runs from the 24
functions on the ID of the left out instance. Overall, 480 inputs are used to train
the model while the remaining 120 inputs are used for validation.

4 Results

In this section, we first present the results obtained with single trajectories
(Sect. 4.1), followed by results obtained from using input to a classifier that
is formed by concatenating trajectories from multiple algorithms (Sect. 4.2). In
each case, we compare the classification results using three types of input: the
raw-trajectory; a feature-vector derived from the time-series; an ELA feature-
vector. We discuss the results in Sect. 4.3.

4.1 ELA Features vs Single Trajectories

In this section, we compare algorithm-selection performed using ELA features
as input to trajectory-based inputs obtained from running a single algorithm.
For the latter, we experiment with using inputs from (1) the raw trajectory data
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and (2) time-series features derived from the trajectory. We train three separate
classifiers, using trajectories from each of the algorithms in turn2.

Algorithm trajectories are computed for 2 and 7 generations. As explained
previously, the minimum budget is 20 function evaluations for CMA-ES (2 *
population size 10) and the largest is 280 function evaluations for PSO (7 *
population size 40). As mentioned in Sect. 3.1, ELA features are extracted using
30d = 300 and 50d = 500 points to provide fair comparisons.

We observe that models trained with best-so-far trajectories outperforms
models trained with current trajectories with 2 generations and vice versa with 7
generations. Due to space limitations, we will only present best-so-far trajectories
for 2 generations and current trajectories for 7 generations. The other plots can
be found in the supplementary materials.

Figure 1 compares the classification accuracy of the classifiers trained using
probing-trajectories, time series features extracted from three trajectories and
time series feature selection.

Classifiers trained using only 2 generations (using a maximum budget of 80
evaluations) exhibit a poor accuracy (Fig. 1a). Classifiers trained on ELA fea-
tures perform better but recall that these require a minimum budget of 300
evaluations, almost 4 times the budget for the trajectories. Even with this addi-
tional budget, the median accuracy reached is relatively poor: 90% and 90.8%
for 300 and 500 function evaluations respectively. This is not unexpected and
consistent with previous literature, given that is known that ELA features are
not all invariant to function transformations [27,34]. One of the trajectory-based
classifier models exceeds the performance of the ELA trained classifier at a bud-
get of 300 samples and matches the ELA trained classifier with 500 samples,
demonstrating 90.8% median accuracy: PSO with raw probing-trajectories. In
this context, the use of a PSO probing-trajectory is clearly an asset as it requires
less than a sixth of ELA features budget to achieve the same level of performance.

When the number of generations increases to 7 (Fig. 1b), all but one of
the classifiers trained on input obtained from a trajectory outperform both the
ELA trained classifiers (budget 300, 500). A considerable increase in performance
accuracy is obtained in most cases. Once again, the PSO trajectories reach the
best performances with a peak for raw probing-trajectories at a median accuracy
of 100%. In this case, almost perfect classification is achieved with substantially
less function evaluations than needed to compute ELA features.

PSO trajectories may be more informative than other algorithms trajectories
because PSO has the largest population size and evaluates more points. As a
comparison, CMA-ES has the smallest population size and is in most cases the
algorithm providing the worse accuracies. Hence, the information contained in
the trajectories may be a matter of the number of generations and the number
of points evaluated.

2 A classifier trained only on e.g. CMA-ES trajectories can predict any of the three
solvers, etc.
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Fig. 1. Accuracy of classification on the LOIO cross-validation for best-so-far and
current probing-trajectories, time series features and time series feature selection for 2
and 7 generations. Median ELA feature accuracy is represented by lines for 300 and
500 function evaluations.

4.2 ELA Features vs Multiple Trajectories

In this section, we compare algorithm-selection performed with ELA and time
series features with classifiers using a concatenation of trajectories as input (i.e.,
the trajectories obtained from more than one algorithm are joined and used as
input to the classifier to predict the best algorithm). By concatenating trajec-
tories, we train four models named: C − P (for the concatenation of CMA-ES
and PSO trajectories), C −D (for CMA-ES and DE), D−P (for DE and PSO)
and, ALL (for the concatenation of the three algorithms). These models are also
trained for 2 or 7 generations.

As in Sect. 4.1, we observe that models trained with best-so-far trajectories
outperforms models trained with current trajectories with 2 generations and vice
versa with 7 generations. Due to space limitations, we will only present best-so-
far trajectories for 2 generations and current trajectories for 7 generations. The
other plots can be found in the supplementary materials.

Figure 2 compares the classification accuracy of the concatenation of trajecto-
ries on the LOIO cross-validation. As observed previously in Sect. 4.1, classifiers
trained using the raw trajectories outperform those trained using the time-series
features and ELA feature selection.

At 2 generations (Fig. 2a), classifiers trained on raw trajectories outperform
those trained on ELA features except in a single case (C − D). The classifiers
trained with time-series features are all outperformed by classifiers trained on
ELA features when using this low budget of 2 generations.

When the number of generations increases to 7 (Fig. 2b), the picture changes
dramatically. Classification accuracies increase and all trajectory-based classi-
fiers outperform classifiers using ELA features. Recall that the maximum budget
for the trajectory based input here is 560 (ALL) and the minimum 280 (C −P )
compared to the ELA budgets of (300, 500). While accuracies of time series-based
classifiers are comparable, the median accuracy of raw trajectories increases to
100% (with one run around 90% for all classifiers).
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Fig. 2. Accuracy of classification on the LOIO cross-validation for best-so-far and
current probing-trajectories, time series features and time series feature selection for 2
and 7 generations. Median ELA feature accuracy is represented by lines for 300 and
500 function evaluations.

4.3 Additional Insights into Trajectory Performance

Randomness in the ‘Current’ Trajectory. As noted in Sect. 3.2, the ‘current’ tra-
jectory is obtained by adding each point sampled by an algorithm to a trajectory
in the order in which they are evaluated. However, it should be clear that for
a generational algorithm, the order that solutions are evaluated in is irrelevant.
Therefore to satisfy ourselves that the particular ordering used had no influence
of the results, we perform an additional experiment in which the points within
each trajectory are randomly shuffled within a generation to obtain a new tra-
jectory. We consider trajectories of 7 generations for the three algorithms in the
portfolio. This process is repeated 5 times.

We repeat previous experiments using the raw trajectory, and time-series
features as input to a classifier. We performed a Kolmogorov-Smirnov statistical
test between the initial run and the 5 shuffled trajectories. The p-values for the
five tests performed are between 0.84 and 1. These values do not enable the null
hypothesis to be rejected at a confidence level of 0.05, thus we conclude that the
order the points are evaluated in the ‘current’ trajectories does not impact the
classification accuracy.

Order in the ALL Trajectory. In the same manner, the concatenated ALL trajec-
tories used in the experiments used a fixed ordering to obtain the concatenation,
i.e., CMA-ES, PSO, and DE (C − P − D). Therefore, we also investigate the
impact of the order used to construct the ALL trajectory to determine if it has
an impact on the classification accuracy. We evaluate the classification accuracy
of the six possible combinations for the ALL trajectory. We use the raw trajec-
tory, compute time series features and perform feature selection on the LOIO
cross-validation using the ‘current’ trajectory on 7 generations as before. We
performed a Kolmogorov-Smirnov statistical test between the combination used
in previous sections (C−P −D) and all other combinations. The p-values for the
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five tests performed are between 0.87 and 1. These values do not enable the null
hypothesis to be rejected at a confidence level of 0.05, thus we can conclude that
the order used to create the ALL trajectory does not impact the classification
accuracy.

Best-so-far vs Current Trajectories. We mention in Sect. 4.1 and Sect. 4.2, that
the ‘current’ trajectory outperforms the ‘best’ for larger number of generation
and vice versa. In Fig. 3, we display accuracy of classification of the ALL trajec-
tories for different generations from 2 to 7.

We observe that the crossing point between the ‘best’ and ‘current’ trajec-
tories happens with 4 generations. With fewer generations, the ‘best’ trajectory
outperform the ‘current’ until they reach similar accuracies with 4 generations.
Interestingly, we observe that only 3 generations are necessary for the ALLbest

to reach a median accuracy of 99.8% (with one run at 89.2%) which is 9% better
than ELA features for half their computation budget.

An explanation of the difference in performance of the two trajectories resides
in the fact that the ‘best’ trajectories can be seen as elitist (i.e., keeping only the
best value) and ‘current’ trajectories can be seen as non elitist (i.e., accepting
lower fitness values). It has been seen that elitist algorithms are outperforming
non elitist ones for small budgets and vice versa when the budget increases
(an example of this behavior can be found in [29]). Hence the ‘best’ trajectory
may contain more useful information when the budget is low whereas more
generations may be needed for the ‘current’ trajectory to reach the same level
of information.

Fig. 3. Boxplot of accuracy of classification of the ‘best’ and ‘current’ trajectory-based
classifiers on ALL trajectories from 2 to 7 generations on LOIO cross-validations.
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5 Insights into Trajectory Similarity

To understand whether similarity between trajectories correlates with similar-
ity in terms of solver performance, we project the time-series obtained into 2
dimensions using UMAP from the umap-learn Python library (version 0.5.3)
with default parameters in an unsupervised setting.

Fig. 4. UMAP 2d projection of the ALLcurrent time series of runs on function instances
for 7 generations for each algorithm and BBOB functions (560 function evaluations).

Figure 4 presents projections for the ALLcurrent time series using a budget
of 560 function evaluations to create the trajectories, i.e. 7 generations. Each
point represents a trajectory for one run on an instance. Colour labels in Fig. 4a
represent the best algorithm for the function the trajectory was obtained from,
i.e., the label used during classification for a given trajectory as in Sect. 3.3.

For a given algorithm, multiple clusters can be seen throughout the space.
This may imply that for a given algorithm, distinct types of trajectories lead to
the same choice of algorithm. However, we also observe some clusters of points
where several algorithms are grouped in the same cluster. This may affect the
accuracy of classification: in particular the figure suggests it may induce errors
between CMA-ES and DE, and between PSO and DE.

The number of clusters is lower than the number of BBOB functions, imply-
ing that from the algorithm perspective, different functions may be similar. In
order to verify the similarity of functions from the algorithm perspective, we
coloured the instance runs by function. The result is shown in Fig. 4b. From the
algorithm perspective, there are clear groups of functions won by the same algo-
rithm. Trajectories from only one function (F3) are found in different groups.
F3 belongs to two groups that are close in the space and hence may actually be
one larger group.

From a trajectory perspective, ten functions have their own group (F1, F2,
F4, F6, F10, F11, F12, F13, F16, and F21) while the others are distributed
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in groups of at least two functions. The largest groups are composed of three
functions that are similar from a trajectory point of view. For two of these
groups, all functions are won by the same algorithm: DE for F3, F18, and F22
and CMA-ES for F5, F8, and F9. Interestingly, these functions belong to different
categories (BBOB functions are divided into five categories representing function
properties) in the BBOB test-bed [10]: three different categories for F3, F18, and
F22 and two for 5, F8, and F9. Recall that these categories are human-designed:
however, the results imply that the properties of the functions that are observable
by a human do not completely reflect the algorithm perspective. This reinforces
the point made in Sect. 1 that determining instance similarity from an algorithm
perspective might prove useful in future attempts to build optimisation systems
that are capable of learning across instance sets.

6 Pros and Cons of Trajectories

The results in the previous sections show that trajectory-based algorithm selec-
tion is a good low-budget counterpart to classical approaches that tend to use
ELA features. At very low budget (2 generations, 80 evaluations), a classifier
trained on raw PSO trajectories performs on par with a classifier based on ELA
features obtained using 500 samples. Three classifiers trained with concatenated
trajectories (C−P,D−P,ALL) obtained from 2 generations with total budgets
of 100, 140, 160 respectively also outperform the ELA classifiers. Using a larger
number of generations (7), 8 out of 9 classifiers trained on single raw trajectories
or information derived from the trajectory outperforms the ELA based classifier
using 500 samples. Using concatenated trajectories from 7 generations, all classi-
fiers outperform the ELA classifiers, with the classifiers trained on concatenated
raw, ‘current’ trajectories obtaining 100% median accuracy (with a maximum
budget of 560 evaluations).

Given that computation of ELA features usually requires approximately 30d
samples and that the computation is known to fail for some features at budgets
less than this, using trajectories to train selectors is a promising way forward,
providing reasonable results even at very low budget. In addition, the trajectory
obtained to provide input to the selector can also be re-used in some cases: for
example, if a classifier trained on ‘CMA-ES’ trajectories predicts CMA-ES for
an instance, then the run can simply be continued from where it was stopped.
Furthermore, if using the ALL trajectory which contains partial runs of all
algorithms in the portfolio, then the budget is ‘virtually’ reduced by a third as
any selected algorithm can simply continue its run from the already computed
trajectory.

Comparing the results of the ALL classifiers that use three concatenated
trajectories with results from trajectories formed from pairs of classifiers raises
the question of how the method might scale with the number of algorithms
in the portfolio. For example, for a portfolio of N solvers, it is possible that
only a subset of trajectories is sufficient to train a classifier. This necessitates
consideration of how to select the most appropriate combination of trajectories,
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i.e., M < N . As the fixed evaluation budget b must be divided between N
trajectories (such that each trajectory is allocated o = b/N function evaluations),
then the influence of settings of o and N for a fixed value b should also be
studied further. Finally, further investigation of how the approach scales as the
N increases is also required.

7 Conclusion

The paper address the issue of algorithm-selection in a continuous optimisation,
specifically in a setting whether there is a fixed budget of evaluations that must
be shared between any computation required to derive input to an algorithm-
selector and in running the selected algorithm. The goal is to find a form of
input to a classifier that requires minimal computational budget, delivers high
accuracy, and views similarity from an algorithm perspective. We hypothesised
that short probing-trajectories obtained by running an algorithm for a small
number of generations could be used to train a classifier, with the added benefit
that the run used to obtain the trajectory could simply be continued for the
chosen algorithm.

We demonstrated that a time-series classifier trained on raw trajectories and
classifiers trained on features extracted from the trajectories can outperform
classifiers trained on ELA features at considerably lower budget, in the best case
using six times fewer sample points. Moreover, unlike using ELA features where
sample points used for feature computation are often discarded, points from
trajectories can be re-used if the algorithm that a trajectory belongs to is selected
or points can be re-used for warm-starting another optimisation algorithm.

Obvious next steps include testing the approach on a more complicated task
with larger algorithm portfolios as well as on different data-sets. A more thorough
evaluation of state-of-the-art time-series classifiers (and tuning of their hyper-
parameters) is also likely to improve results. Another key question lies in the
scaling of the ALL concatenation of trajectories approach: does the number of
trajectories needed depend linearly on the size of the portfolio or can judicious
selection of specific trajectories suffice? Another interesting direction for future
work is to use evaluate the use of the approach in combinatorial optimisation
domains where there is much less work in defining appropriate ELA features and
where calculation of domain-specific features is often expensive (particularly in
TSP). Furthermore, in some combinatorial domains, hand-designed features have
also been criticised for not correlating well with performance [33]. A trajectory-
based approach could therefore be a promising avenue for research.
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Abstract. Portfolio diversification is a crucial strategy for mitigating
risk and enhancing long-term returns. This paper introduces a unique
approach to large-scale diversification using Ant Brood Sorting clus-
tering, a nature-inspired algorithm, in conjunction with co-integration
measure of time series. Traditional diversification strategies often strug-
gle during uncertain market times. In contrast, the proposed method
leverages Ant Brood Sorting to group similar stocks based on the co-
integration of their closing prices. This approach allows for the creation
of diversified portfolios from a wide range of stocks. The study presents
promising results, with clusters of stocks showing both high correlation
and cosine similarity, validating the effectiveness of the approach. Sil-
houette score, a measure of cluster quality, and inter-cluster analysis
demonstrate support in validating the results of the study by displaying
similarities between the stocks being clustered and distinctiveness with
stocks in other clusters. The research contributes to the application of
nature-inspired algorithms in large-scale portfolio diversification, offering
potential benefits for investors seeking resilient and balanced portfolios.

Keywords: Ant Brood Sorting · Portfolio Diversification ·
Cointegration · Clustering

1 Introduction

Portfolio Diversification (PD) involves spreading investments across a variety
and different types of assets to reduce the overall risk of the portfolio and enhance
the potential for long-term returns. The idea behind PD is to avoid putting all
the eggs into one basket, i.e. to avoid putting the bulk of the total portfolio
budget in similar types of assets so that the risk exposure to any one kind of
asset is limited. Different asset types perform differently under diverse market
conditions. By diversifying the investments, investors mitigate the impact of
individual assets or similar kinds of assets on the whole portfolio and safeguard
the capital. While PD may not accurately predict the highest return on assets,
it spreads the risk effectively. Diversification not only helps in mitigating risk
but also provides the opportunity to reap benefits in different segments of assets,
achieving a balanced and resilient portfolio that stands the test of time.
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The process of building a portfolio involves the selection of assets and find-
ing suitable weights to allocate to each asset. PD entails the selection of assets
in order to spread the unsystematic risk of the portfolio across all the assets
in the portfolio, whereas Portfolio Optimization entails deciding the appropri-
ate weights of each asset in the portfolio to maximize the overall return of the
portfolio while minimizing overall risk. With an increase in the number of assets
under a portfolio, it becomes challenging when there is a vast number of assets
to choose from [11]. In recent years, nature-inspired algorithms have been con-
sidered on a large scale in computational finance literature [4]. The benefits of
using nature-inspired algorithms come from their ability to quickly explore the
possible solutions to a problem and efficiently exploit the solutions to improve
upon them.

The conventional way to attain diversification in a portfolio is to select stocks
from different asset classes, different industry sectors, or different geographical
regions [21]. Some of the common diversification strategies are based on concepts
such as the law of large numbers, correlation, capital asset pricing model, and risk
parity. These diversification strategies, however, have failed to work when diver-
sification was needed the most for risk aversion [12]. In this study, we present
a PD strategy to group similar types of stocks by applying a nature-inspired
heuristics called Ant Brood Sorting clustering technique on the statistical prop-
erty of stocks’ closing prices.

The remainder of this paper is structured as follows: Sect. 2 presents the
related works of using nature-inspired computing in financial time series and
discusses the motivation behind this study. Section 3 presents the definitions of
the methods used in this study. Section 4 presents the experiment setup in detail
along with the implementation of the experiment. Section 5 shows the results
obtained and Sect. 6 concludes this study.

2 Related Work and Motivation

The legacy portfolio creation used classical time series models in creating optimal
portfolios. Many professionals still use these time series models in the stock
selection process before forming a portfolio [19] despite the fact that time series
models have been shown to be inferior to computational algorithmic models [8].
Stock selection has long been recognized as a difficult and crucial task. Choosing
stocks for successful portfolio development is heavily reliant on trustworthy stock
ranking. Recent breakthroughs in machine learning and data mining have created
substantial opportunity to handle these difficulties more effectively [10]. Huang
[10] used Support Vector Regression (SVR) and Genetic Algorithms (GAs) to
create a stock selection model. Their model used SVR to forecast each stock’s
future return, while GA optimized model parameters and input data.
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Portfolio selection using nature-inspired algorithms has shown advantage over
traditional methods because of superior searching ability through the heuristics
[1]. Oduntan et al. [21] used Ant Brood Sorting clustering method to gain intel-
ligence from time series data and use that intelligence to form clusters of similar
stocks to create diversified portfolios. Liu et al. [16] used a variation of Ant Brood
Clustering (ABC) to cluster financial time series data and received a high-quality
clustering result as depicted by the intra-cluster distance. ABC Sorting has also
been found to have promising results when hybridized with other algorithms
[20].

Meta-heuristic algorithms have been proven to find the best answers for a
wide range of complex and unique portfolio models [11]. Durán et al. [5] explored
using memetic algorithm for multiobjective investment portfolio optimization
with cardinality restrictions in the context of the Markowitz model. Hasan et al.
[9] used whale optimization algorithm, a nature-inspired approach that mimics
the haunting process of the sea whale, for portfolio optimization on the data-set
of DAX-100, the German stock exchange index consisting of 100 stocks. Oduntan
et al. [20] tested using and brood sorting clustering algorithm based on grouping
of broods amongst ants, to gather financial intelligence from time-series of 30
stocks for portfolio diversification. Meng et al. [15] used grey wolf optimizer, a
meta-heuristic optimizing algorithm inspired by the hunting behavior of grey
wolves, for stock selection out of 200 stocks. Mazumdar et al. [18] used swarm
intelligence for portfolio optimization and construction from a pool of 100 stocks.
Shahid et al. [25] presented a novel portfolio selection strategy using gradient-
Based Optimizer on a data-set of 30 stocks and compared its performance with
a particle swarm optimization approach. There are about 65,000 stocks listed in
stock exchanges worldwide. To achieve an effective diversification, it is essential
to consider a vast number of stocks. A broad selection of stocks across different
sectors, industries, and market segments can help mitigate the impact of poor-
performing stocks on the overall portfolio.

To best of our knowledge, there hasn’t been any prior research that uti-
lizes a nature-inspired algorithm for selecting stocks across a wide spectrum of
stocks for portfolio diversification. Moreover, Ant Brood Clustering, one of the
interesting nature-inspired algorithms, has not been used in prior studies for
portfolio diversification with a large number of stocks, the focus of this study.
Therefore, our study represents a distinctive contribution to the application of
a nature-inspired algorithm for a large scale portfolio diversification.

3 Ant Brood Clustering

Deneubour et al. [6] proposed a computing model inspired by behavior of ant
colonies that clean their nest by collecting and organizing corpses into piles.
The core idea is that ants wander in the nest to pick corpses from isolated
areas and drop corpses where more related and similar items are, as shown in
Figs. 1 and 2, thus growing the clusters in the colony. The likelihood of ants
picking and dropping corpses are calculated mathematically. One uniqueness of



118 A. Lakhmani et al.

this clustering algorithm is that we do not predefine the number of clusters to be
formed. The algorithm is agnostic of number of clusters, it creates the clusters
as it deems necessary as per the underlying mathematical formulas.

3.1 Measuring Object Similarity for Clustering

Lumer and Faieta [17] proposed a variation of the work by Deneubour et al. [6]
by introducing a way to measure similarity between objects in the swarm when
clustering. Given a 2-d grid (m x m) of spacial terrain where elements/objects
are laid out randomly, ants, also referred as agents, perform a random walk on
the grid. When an unladen ant gets to a point in the grid which has an element
present in that grid, the probability of an ant to pick that element is given by:

Pp =
(

k1
k1 + f

)2

(1)

whereas when a laden ant reaches to an empty point in the grid, the probability
of that ant to drop the element is given by:

Pd =
(

f

k2 + f

)2

(2)

where k1 and k2 are constants. f is the similarity density measure and is calcu-
lated as:

f(oi) =
1
s2

∑
oiεNeigh(s∗s)(r)

[
1 − d(oi, oj)

α

]
if f > 0 (3)

Otherwisef(oi) = 0

where d(oi, oj) is a measure of the similarity distance between the object oi

and another object oj within its neighborhood, s ∗ s is the number of grids in
the neighborhood of object oi, and α is a parameter used to define the scale
for dissimilarity, i.e. how close two items should be to be considered close. The
similarity measure that we use in this study is the level of co-integration between
the stocks and is described in detail in the following subsection.

Clustering algorithms are techniques used to group similar items together.
We apply ant brood sorting clustering to identify group of similarly behaving
assets for portfolio diversification, which will help in constructing diversified
portfolios.

3.2 Co-integration

Co-integration refers to a long-term statistical relationship between two or more
time series that move together in a stable way, though the time series indi-
vidually may have short-term fluctuations or trends. Co-integration shows the
equilibrium connection between different individual time series and helps explain
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Fig. 1. Ant Brood Clustering Process (Adopted from [6])

Fig. 2. Clusters of similar kind of items formed (Adopted from [6])

their behavior over time. The concept of co-integration was introduced by Engle
and Granger [7] and is commonly known as Engle-Granger co-integration theory.
This concept is heavily used in the finance industry, predominantly in a trading
strategy called pair-trading [13,24,26], and [14].

Engle-Granger cointegration test performs the following two-step process
that determines if there is co-integration between two time series [3]:

Step-1 Augmented Dickey-Fuller(ADF) Test: Conduct unit root test of
both time series to determine if both time series have the same order of integra-
tion. The ADF test is applied using the model:

ΔYt = α + βt + ω.Yt−1 +
k∑

i=1

δiΔYt−1 + εt (4)

The null hypothesis of the ADF test is that ω = 0, which implies the presence
of a unit root (non-stationarity), and evidence that ω < 0 implies stationarity.
Perform the ADF test for each time series and record the ADF test statistics
using Eq. (5) and check if the null hypothesis can be rejected.

DFτ =
ω̂

SE(ω̂)
(5)
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Step-2 Estimate the Co-integration Relationship Between Both Time
Series: Use the standard Ordinary Least Square (OLS) regression and test
for the stationarity in the residuals obtained by Eq. (6). OLS regression is a
widely used statistical method for finding the best-fitting straight line as close
as possible to the data-points in a linear regression model. It finds the estimated
values of α and β by minimizing the error term εt. If the statistics value are
lower than a critical value (usually 0.01 or 0.05) in the stationarity test (Eq. 7),
we say that two time series are co-integrated.

Yt = α + βXt + εt → εt = Yt − α − βXt (6)

Check : εt ∼ I(0) (7)

For this study, we use an open-source python library [23] that runs the co-
integration between two time series and provides t-statistic of unit-root test on
residuals and P-value as results. We use the P-value, the measure of probability
of cointegration between two time series as the similarity measure d(oi, oj) in
Eq. (3).

4 Dataset, Algorithm and Experiments

This study focuses on employing a nature-inspired algorithm to choose stocks
from a broad range of options for the purpose of portfolio diversification.

4.1 Dataset

We use the individual stocks from the S&P 500 index for this study. The S&P
500 index is widely regarded as a benchmark for the overall performance of the
United States of America (U.S) stock market. It consists of 500 large, established
companies from various sectors, representing a good portion of the total market
capitalization in the United States. It comprises companies from different sec-
tors, including technology, finance, healthcare, consumer goods, etc., therefore,
allowing us to examine the clustering on a broad scale of stocks. We use yfinance
python library to download the daily adjusted closing prices of individual stocks
of S&P 500 index for the past 8 years, from July 2015 to June 2023. We compute
the P-value of all the pairs of stocks from these 500 stocks and save them in the
cache memory to use in our experiment.

4.2 Implementation

We first implement the Ant Brood Sorting coupled with the co-integration test’s
P-value to test if this experiment can create cluster stocks of similar types of
stocks. Algorithm 1 illustrates the steps that we did in this experiment to cluster
similar types of stocks. We begin with initializing a 2-D grid (m x m) and place
stocks and ants randomly on the grid. The value of m can be user-defined, we
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use Boryczka’s [2] recommendation of m =
√

10 ∗ n, where n is the number of
stocks to be clustered.

Next, until the iteration termination condition is met, we keep looping
through all the ants in each iteration. We check for each Ant if it’s unladen
and if there’s a stock present at Ant’s current location. If both conditions are
true, we calculate the probability of Ant picking up that stock by comparing the
similarity of the stock at Ant’s location with stocks in its neighborhood. Simi-
larly, if Ant is laden and its current location is free of any stock, we calculate
the probability of Ant’s dropping the laden stock by comparing the similarity
of the stock with stocks in the neighborhood. If the probability is greater than
a pre-determined user value, the ants pick or drop the stock at their position,
respectively.

After picking/dropping the stock, the ants randomly move to a new spot
in the grid within a predefined neighborhood. If the ant is laden, the priority
is given to an empty site, and if the ant is unladen, we give priority to a site
occupied by a stock. If no desirable sites are available, ant moves to any random
site in the neighborhood.

To handle a situation of overlapping of a site that already has a stock with
a laden ant moving to this site, we keep the stock laden by the ant hidden so
that no other ant can pick this already laden stock and we also restrict the laden
ant from dropping the stock at that site so that the site doesn’t have two or
more stocks at a single site. The neighborhood that the ants explore for their
next step is bigger than the neighborhood used for calculating the probability
of pick-up/drop-off actions. This improves the ants’ ability to navigate through
the spatial terrain for better and more efficient exploration of sites to pick/drop
stocks. Ants move along the grid and perform pick-up and drop-off of stocks
during each iteration based on the availability of stocks, empty sites, probabil-
ity, and similarity/dissimilarity of stock within the neighborhood. The iteration
terminates if, for a user-defined number of consecutive times, there is no pick or
drop performed by the ants and all the ants are unladen. This termination con-
dition makes sure that the iterations terminate when global optima is obtained.
At the end of the iterations, we observe the resulting clusters and check for the
validity of clusters if they have similar kinds of stocks.

4.3 Parameter Tuning

k1 and k2 are the threshold constants for picking and dropping, respectively,
in Ant Brood Clustering. The value of these constants will have to be set in a
way that when f (similarity measure) is << k1 then probability of picking up an
item is close to 1, whereas when f << k2 then probability of dropping an item is
close to 0. Rp and Rd are comparator probability of pick and drop actions of the
ants. These values are user-defined between 0 and 1 and are used to accelerate
or brake the pick/drop speed of ants in the grid. We set these parameters in
a way that the picking and dropping are set in a controlled yet loose fashion.
We didn’t intend to keep the movement too tight or too loose as it may cause
a bottleneck or wandering explosion. The main objective of this algorithm is to
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see if it can cluster similar kinds of stocks, so we need a good flow of picking and
dropping for forming clusters. For the process termination, we check for 1000
iterations for no pick or drop performed by the ants.

Algorithm 1. Ant Brood Clustering
INITIALIZE: Stocks and Ants randomly on the 2-d grid.
while Iterations termination condition is False do

for each ant i do
if Ant is unladen and the site at current location of ant has a stock then

Compute f(Oi) in the neighborhood using equation (3).
Compute probability of picking up the item (Pp) using equation (1).
Predetermine a pick-up probability comparator Rp between 0 and 1.
if Rp < Pp then

Ant picks up the stock.
end if

else if ant is laden and the site at current location of ant is empty then
Compute f(Oi) in the neighborhood using equation (3).
Compute probability of dropping the item (Pd) using equation (2).
Predetermine a pick-up probability comparator Rd between 0 and 1.
if Rd < Pd then

Drop the item at ants current site.
end if

end if
Move the ant to next random site in the exploration neighborhood as per (4.2)

end for
Check for iteration termination condition mentioned in 4.2.

end while
Plot the clusters formed by final locations of stocks.

5 Results and Discussions

After parameter tuning and the successful termination of iterations, we capture
the results of three random scenarios as shown in Fig. 3. The left sub-figures
show the initial distribution of stocks and ants on the grid and the right sub-
figures show the final results of the experiment. The blue scatters in the grid are
stocks and the reds are ants. In Fig. 3, we provide results with 3 different random
scenarios and it can be observed from the sub-figures that our experiments are
successfully clustering a large number of stocks.

5.1 Heatmap and Cosine Similarity Results

The next step is to analyze the clusters to validate the clustering results. We use
the correlation of each pair of stocks within individual clusters for validation.
Figure 4 shows the heatmap of clusters from the results. It can be observed that
at least 85% of the pairs of stocks within each cluster have a positive correlation.
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Fig. 3. Initial grid of ants and stocks (left) vs Final Clsuters obtained (right) in 3
random scenarios. Blue scatters represent stocks and red scatters represent ants. (Color
figure online)

This explains that more than 85% of the stocks within each cluster have a similar
magnitude. Since the clusters are made of time series, we use another validation
measure known as cosine similarity. Cosine similarity is a measure of cosine of
the angle between two vectors and is a measure of similarity in the directions of
vectors [27]. Unlike Euclidian distance, cosine similarity is not highly sensitive
to slight deformations such as seasonality in time series. The range of cosine
similarity values typically falls between −1 and 1, where −1 suggests that the
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two vectors are diametrically opposed whereas 1 indicates that the two vectors
being compared are identical in direction.

The average cosine similarity of stock pairs within each cluster is more than
0.9. For the three scenarios in Figure 3(a)-(c) the actual values are: 0.9221, 0.9319
and 0.9319 respectively. This validates our experimental results that not only the
magnitude but also the directions of stocks within each cluster are similar.

5.2 Silhouette Score

To conduct a comprehensive validation of the end results, we also computed
the Silhouette score of clusters formed as an alternative method to validate our
results from multiple vantage points. Silhouette score [22] is a measure of the
quality of clusters that is based on the tightness and separation of clusters. Sil-
houette score is calculated for each data point (stock in our case) by calculating
the similarity of the data point with other data points in the same cluster and
the dissimilarity with data points in other clusters. One importance of using
silhouette scores for cluster validation is that they rely solely on the actual
arrangement of items in clusters and are not influenced by the clustering algo-
rithm used. Equation (8) presents the calculation for the Silhouette score s(i)
for a stock i where a(i) is the mean distance between i and all other stocks in
the same cluster and b(i) is the mean distance of i from all stocks in the nearest
neighbor cluster. We used Euclidean distance between stocks’ closing prices to
calculate the distance metric. The score ranges from −1 to +1, where a score
near to +1 signifies a strong match of an item with its own cluster and a poor
match to the neighbor cluster whereas a score near −1 means that the item is
a better match for the neighbor cluster. We calculated the silhouette score for
each individual cluster by taking the average silhouette score of all the stocks
in that cluster. Table 1 shows the silhouette score obtained for the clusters of
all 3 random scenarios presented in this study. The average silhouette scores for
all 3 scenarios obtained are 0.43, 0.30, and 0.36. In general, a silhouette score
of 0.30 and above is considered relatively moderate-high and indicates that the
stocks within the clusters are relatively similar and there is a decent separation
between clusters. This shows a positive validation for clusters formed, in that
the clustering is effective and that the clusters are distinct.

s(i) =
b(i) − a(i)

max(a(i), b(i))
(8)
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Fig. 4. Heatmap of Clusters
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5.3 Inter-cluster Analysis

Table 2 presents an inter-cluster analysis of the results obtained in three (3)
random scenarios. For all three (3) scenarios, we calculated the mean annualized
returns of stocks within each cluster and the percentage of stock returns falling
with one standard deviation of that mean. The analysis shows that the mean
returns of different clusters in each scenario are significantly different from each
other. For example, returns for clusters in scenario 1 range from 12% to 30%,
from 10% to 30% in scenario 2, and from 9% to 23% in scenario 3. This validates
that the clusters formed are different from each other in terms of annualized
returns. It can also be observed that about 70%, on average, of the stocks’
returns in each cluster fall within one standard deviation of the mean return of
that cluster. In a normal distribution, about 68% of the data falls within one
standard deviation of the mean, our result of 70% indicates that the standard
deviation for stock returns in the clusters obtained are closely packed around the
mean and show relatively little dispersion, thus asserting that the stocks within
a cluster are close to each other.

5.4 Additional Discussion

To the best of our knowledge, the existing number of studies on the application of
Ant brood sorting clustering for portfolio diversification for a direct comparison
of results is limited, with no common metrics to compare this study. Oduntan
et al. [21] clustered 30 stocks by running the experiment for 100,000 iterations.
In their experiment, it was found that ants exhibited a tendency to allocate a
significant portion of their time to random walks rather than effectively moving
objects [16]. The number of actual iterations taken by our experiment prior to
termination in all three (3) scenarios is less than 800, which explains that our
experiment was efficient in clustering a large number of stocks.

Drawing a direct comparison of this heuristics-based study with deterministic
clustering approaches such as K-Means, DBSCAN, etc., is not a sound approach
due to their inherent differences. The data used by deterministic approaches
generally contain multiple observations along with multiple features for each
particular object, whereas we used just the time series of daily closing prices of
stocks for this experiment so using the same data for deterministic methods will
not be effective in generating and comparing results with deterministic meth-
ods. Deterministic methods aim to find accurate solutions, whereas Heuristics
are typically used for complex problems where finding an optimal solution is
computationally expensive or infeasible.
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Table 1. Silhouette score for all 3 scenarios

Scenario 1 Scenario 2 Scenario 3

Cluster ID (a) (b) Score (a) (b) Score (a) (b) Score

1 8470.66 5708.33 −0.33 1999.85 3376.69 0.41 2435.90 4079.50 0.40

2 3472.41 5708.33 0.39 9809.93 6521.73 −0.34 2300.42 3992.17 0.42

3 1908.44 5140.44 0.63 2399.20 3516.97 0.32 2127.45 3943.08 0.46

4 11195.34 7274.37 −0.35 1084.84 3074.51 0.65 2336.09 4082.30 0.43

5 2119.12 5164.97 0.59 1843.80 3348.83 0.45 2394.16 4092.61 0.42

6 1932.78 5103.87 0.62 2326.67 3472.49 0.33 1704.42 3814.09 0.55

7 2480.60 5374.99 0.54 2210.69 3449.42 0.36 5858.34 5329.69 −0.09

8 3184.92 5615.96 0.43 1593.67 3193.63 0.50 1681.57 3808.00 0.56

9 1872.99 5067.09 0.63 4726.10 3904.11 −0.17 2220.68 4020.99 0.45

10 1562.36 4960.98 0.69 2409.21 3511.90 0.31 5073.02 5329.69 0.05

11 3297.26 5597.41 0.41 2399.16 3510.56 0.32 2311.66 4022.25 0.43

12 1586.83 4955.55 0.68 3146.70 3904.11 0.19 3838.80 4700.80 0.18

13 2496.12 5374.92 0.54 1874.68 3293.18 0.43 974.01 3666.49 0.73

14 2374.82 5256.36 0.55 2292.58 3461.15 0.34 1438.64 3689.59 0.61

15 2807.78 5588.30 0.50 1727.58 3270.06 0.47 7620.32 6239.00 −0.18

Avg. Score 0.43 0.30 0.36

Table 2. Inter-cluster analysis

Scenario 1 Scenario 2 Scenario 3

Cluster ID Returns % within 1 std Returns % within 1 std Returns % within 1 std

1 21.48 71.43 18.67 60.00 16.86 76.92

2 30.30 57.14 18.27 72.73 23.38 57.14

3 17.38 76.47 18.18 70.59 15.49 73.33

4 18.57 70.83 19.31 76.92 19.13 67.35

5 15.37 69.23 14.31 68.57 15.54 72.41

6 17.40 73.91 10.51 69.44 21.45 77.59

7 17.93 66.67 19.14 76.47 13.81 66.67

8 22.30 76.32 15.01 83.33 11.11 64.00

9 18.13 72.92 17.89 72.22 21.82 76.32

10 12.08 70.37 27.75 74.29 8.89 69.23

11 12.88 71.43 15.48 67.74 19.23 65.85

12 16.36 72.73 14.39 71.11 13.99 75.00

13 27.31 73.68 30.87 81.25 12.60 63.33

14 13.22 64.71 12.53 80.00 21.08 69.23

15 15.75 79.59 18.90 68.57 9.42 66.67
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6 Conclusion

This study offers a unique contribution to the field of nature-inspired computa-
tion for large-scale portfolio diversification using Ant Brood Sorting clustering in
conjunction with the co-integration of time series. The results demonstrate the
algorithm’s ability to effectively cluster stocks based on their similarity and the
feasibility of using this method to create diversified portfolios from a large pool
of stocks. This study represents a unique and valuable contribution to the field
of portfolio diversification, offering a scalable approach to enhance risk manage-
ment and potentially improve portfolio performance.

The correlation analysis demonstrates that over 85% of stock pairs within
individual clusters exhibit positive correlations and an average cosine similarity
of more than 0.9 further reinforces the consistency of stock behavior within
clusters, thus validating the quality of the clusters formed and indicating that
stocks within each cluster exhibited both similar magnitudes and directions. The
Silhouette score analysis adds an additional layer of validation, affirming that
the clusters are tightly packed and well-separated, with average scores exceeding
0.30. The inter-cluster analysis supports the validation of distinctiveness between
each cluster by showcasing significant differences in mean annualized returns
between clusters and more than 70% of stocks’ returns in each cluster falling
within one standard deviation of the cluster mean. This further confirms that
the stocks within each cluster share similar financial performance characteristics
and that the clusters are distinct from each other.

This approach holds promise for investors seeking to bring more robust and
resilient diversification within their portfolios in diverse market conditions. For
future studies, we intend to use the stocks from clusters formed in this study to
create diversified portfolios and optimize the weights of the stocks using another
nature-inspired algorithm called Particle Swarm Optimization. Further research
in this study may also explore incorporating the seasonality factor of time series
to update the clusters accordingly.
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Abstract. The hybrid modelling framework of gene regulatory networks
(hGRNs) is a functional framework for studying biological systems, tak-
ing into account both the structural relationship between genes and the
continuous time evolution of gene concentrations. The goal is to identify
the variables of such a model, controlling the aggregated experimental
observations. A recent study considered this task as a free optimisation
problem and concluded that metaheuristics are well suited. The main
drawback of this previous approach is that panmictic heuristics converge
towards one basin of attraction in the search space, while biologists are
interested in finding multiple satisfactory solutions. This paper inves-
tigates the problem of multimodality and assesses the effectiveness of
cellular genetic algorithms (cGAs) in dealing with the increasing dimen-
sionality and complexity of hGRN models. A comparison with the second
variant of covariance matrix self-adaptation strategy with repelling sub-
populations (RS-CMSA-ESII), the winner of the CEC’2020 competition
for multimodal optimisation (MMO), is made. Results show evidence
that cGAs better maintain a diverse set of solutions while giving better
quality solutions, making them better suited for this MMO task.

Keywords: cellular genetic algorithm ⋅ epistatic and multimodal
optimisation problem ⋅ RS-CMSA-ESII ⋅ hybrid GRN ⋅
chronotherapy ⋅ real-world application

1 Introduction

Studying the dynamics of gene regulatory networks (GRNs) aims to understand
the various cellular processes and pathways that empower a living organism to
carry out essential functions, such as metabolic processes and the ability to adapt
to environmental disturbances. Modelling such GRNs allows novel and better cog-
nisance of disease initiation and progression, opening new perspectives in phar-
macological fields such as chronotherapy, which can be viewed as the practice of
administering medication at specific times during the day, taking into account
the body’s natural rhythms and the varying effects of the treatment. By logically
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following the activation or inhibition of genes and proteins under different con-
ditions, biologist modellers can create models of these complex systems based on
actual knowledge. That led to numerous modelling GRN frameworks such as dif-
ferential, stochastic or discrete ones [22], each of them presenting its advantages
and drawbacks. Whereas it is not too difficult to enumerate the different genes
playing a role in a particular context as well as the known regulations between
them, the common impediment remains the identification of the variables that
govern the GRN dynamics.

In the present work, we consider hybrid frameworks [7] called hGRNs. They
add to the discrete ones the time spent in each discrete state, allowing experimen-
tal observations to be represented as irregularly spaced time series of observable
events. It has been shown that the hybrid model can exhibit these events in
the same order and at the right time only if the dynamic variables that con-
trol the model behaviour satisfy a set of constraints. The design of these min-
imal constraints on the hGRN variables has been automated. An attempt has
been made to use a continuous Constraint Satisfaction Problem (CSP) solver to
extract solutions but faced difficulties when the number of variables increased [8].
Recently, [17] showed that the CSP, exhaustively characterising the set of solu-
tions, can be expressed as a free optimisation problem (FOP) by indirectly han-
dling constraints thanks to metaheuristics. The CSP was transformed into a
non-separable, non-trivial, continuous, and single objective problem in which the
search space increases exponentially with the number of genes in the hGRN. One
limitation of this approach is that such algorithms are panmictic and can only
identify one basin in the search space. From a modelling perspective, exhibit-
ing a diverse sampling of biologically satisfactory solutions allows biologists to
reason not only on one possible identification but also on a set of sensible ones.
Therefore, this work focuses both on validating the previous approach on hGRNs
involving more genes and complex dynamics and on the multimodal aspect of the
identification problem. RS-CMSA-ESII is a new niching method for MMO that
emerged as the most successful available method when robustness and efficiency
are considered at the same time and does not make any assumptions such as
distribution, shape, and size of the basins [2]. This CEC’2020 top niching-based
algorithm is the logical choice to be tested as a baseline to gain more insights
on its ability to find a set of solutions without having any assumptions on the
modes. In the meantime, cGAs are well-known heuristics to tackle epistatic and
multimodal tasks [4,5] since the diversity maintenance is guaranteed thanks to
the structure and ratio of the population, unlike RS-CMSA-ESII which employs
mechanisms with different sub-populations running in parallel. So, this research
aims to address the problem of the hGRN variables identification to obtain a
diverse set of quality solutions for increasingly complex models while seeking to
identify the most suitable method for achieving these goals.

To meet these objectives and based on the research hypotheses set out above,
the article is organised as follows: Sect. 2 describes the hGRN continuous optimi-
sation problem by detailing: (i) the definition of the hybrid model along with its
dynamics, (ii) the experimental observations that serve as input, and (iii) how
this problem has been treated as an FOP. Section 3 encompasses an overview
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of RS-CMSA-ESII and cGAs from a multimodal perspective. Section 4 proposes
experiments comparing CMA-ES, GA, multiple cGAs with varying ratios and
structures, and RS-CMSA-ESII on three different hGRNs of increasing com-
plexity. Experimental results and statistical tests are presented and discussed.
Finally, conclusions are drawn in Sect. 5.

2 hGRN Variables Optimisation

2.1 Hybrid Gene Regulatory Networks

Hybrid modelling of gene regulatory networks (GRNs) aims to describe the
effect of regulations between genes in a biological system by taking into account
the continuous time component. Traditionally, a GRN is a directed graph in
which vertices express abstractions of one or multiple biological genes (v1, v2),
and edges that act as either activation (→) or inhibition (⊣) represent regula-
tions (Fig. 1a). This static representation seems of limited interest since it does
not integrate any dynamics. However, from Fig. 1a, the corresponding discrete
dynamics (Fig. 1b) can be built. First, grey boxes are obtained from the previ-
ous GRN by enumerating all possible states S: each grey square box identifies a
discrete state η ∈ S defined by the level of the GRN genes. If we suppose that
the maximum level of each gene vi is 1, then the top right box is the state where
each gene is expressed at its maximum level and is denoted by η = (ηv1

, ..., ηvn
).

In Fig. 1, this state is η = (ηv1
, ηv2

) = (1, 1). From this first step, transitions
between discrete states can be drawn (black arrows) and symbolise the discrete
evolution of the concentration of the gene products. Although the obtained dis-
crete state graph of Fig. 1b is deeply interesting for logical reasoning about regu-
latory changes, it disregards temporal information, which is nevertheless crucial,
for example, for optimising medical treatments by taking account of biological
rhythms.

Fig. 1. Example of a GRN depicted as a directed graph (a), its discrete state graph
(b), and a possible dynamic of its hybrid state graph (c) (taken from [17]).
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The hybrid modelling framework adds the notion of temporal continuous
evolution to the previous dynamics by adding linear continuous trajectories (red
straight lines) to the discrete transitions of a GRN (pictured with dotted red
lines in Fig. 1c). On a trajectory, a point is called a hybrid state and given by its
position π within a discrete state η. As an example, the initial hybrid state hi

in Fig. 1c has the coordinates ((ηv1
, ηv2

)
t
, (πv1

, πv2
)
t
) = ((0, 0)t

, (0.25, 0.25)t
).

To determine a complete trajectory through a set of discrete states, hGRN mod-
els require an initial hybrid state hi and a vector of the evolution of concentra-
tions in each discrete state, called celerity vector. This vector gives the direction
and celerity of each gene v ∈ V in a discrete state η ∈ S, e.g. the celerity of v1
in η = (0, 0) is denoted Cv1,(0,0). In the general case, the celerity of v in η is a
floated value defined as Cv,η.

The aim is to identify celerity vectors to generate valid hGRN models of the
biological system under study. Such a determination could help biologists make
new interpretations about the possible dynamics of the system.

2.2 Biological Knowledge

The identification process requires some input data, which allows the modeller
to validate or not a possible valuation of continuous variables. While much
work [10,18,20,21] is based on gene expression data, our approach takes into
consideration already-formalised information analysed by biologists derived from
both biological data and expertise.

The formalism abstracts the knowledge extracted from biological experiments
under the form of constraints on the global trajectory: it must (i) start from
an initial hybrid state hi = (ηi, πi), (ii) verify a triplet of properties in each
successive discrete state (Δt, b, e) where Δt expresses the time spent; b delineates
the observed behaviours during the continuous trajectory; e specifies the next
discrete state transition, and (iii) reach the final hybrid state hf = (ηf , πf). Let
us detail the biological knowledge (BK) used for the example of Fig. 1c:

{hi}
⎛
⎜⎜
⎝

5.0
noslide (v2)

v1+

⎞
⎟⎟
⎠
;
⎛
⎜⎜
⎝

7.0
slide

+
(v1)

v2+

⎞
⎟⎟
⎠
;
⎛
⎜⎜
⎝

8.0
noslide (v2)

v1−

⎞
⎟⎟
⎠
;
⎛
⎜⎜
⎝

4.0
slide

−
(v1)

v2−

⎞
⎟⎟
⎠
{hf}

hi = ((0, 0)t
, (πv1

, πv2
)
t
) represents both the initial and final state (hi = hf ).

Starting from hi, the time spent by the trajectory inside the discrete state
η = (0, 0) is approximately 5 h (Δt = 5.0). Within this state, the celerity should
move towards the next discrete state of v1 (v1+) so as to increase the concentra-
tion level of gene v1 until it reaches the right border without touching either the
top or the bottom border (noslide(v2)) and then jump into the neighbour state
η = (1, 0). In this new discrete state, the trajectory evolves for 7 h (Δt = 7.0)
in the direction of ηv2

= 1 (v2+) but, this time, the trajectory reaches the
right border, which corresponds to the maximum admissible concentration of v1
(slide

+
(v1)). This process continues until the trajectory reaches hf . Any valua-

tion of dynamic variables, i.e. celerity vectors, leading to a trajectory satisfying
this BK is considered admissible.
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2.3 Single Objective and Multimodal Optimisation Problem

Searching for celerity values that satisfy BK initially led to characterising the
problem as a CSP and solving it by constraint-based programming [8]. On the
one hand, this constraint-based programming method was able to exhaustively
find the over-approximated sets of solutions, but as the number of dimensions
increased, such a method was unable to extract even one particular solution.

A recent attempt [17] has recently formulated the problem as being single-
objective by proposing an adequate fitness function consisting of three criteria
and testing this approach on the hGRN model of Fig. 1c (only two genes). In
this preliminary study, the decision vector to be optimised consisted of finding
the initial hybrid state hi and all celerity values of all discrete states:

hi, {Cv,η∣v ∈ V, η ∈ S} (1)

Thus, for example, finding an admissible valuation of Fig. 1c satisfying BK was
equivalent to finding the optimal parameter set of:

x = (hi;Cv1,(0,0);Cv2,(0,0);Cv1,(1,0);Cv2,(1,0);Cv1,(1,1);Cv2,(1,1);Cv1,(0,1);Cv2,(0,1)).

In this previous work, the fitness function is defined as the sum of three distances,
each corresponding to one of the criteria associated with BK:

f(x) = ∑
η
dΔt(tr, BK) + db(tr, BK) + de(tr, BK) (2)

where dΔt(tr, BK) is the distance between the expected time given by BK (Δt)
and the time spent in the current state by the considered trajectory; db(tr, BK)
represents the distance between the trajectory behaviour inside the discrete state
and the property of BK; and de(tr, BK) compares the expected next discrete
state according to BK with the discrete state into which the considered trajectory
enters. The function domain is (∏v∈V [0, bv]) × [0, 1]n× R

∣C∣ where n is the
number of genes and ∣C∣ is the total number of celerities to identify, i.e. the
length of the decision vector. The codomain is R

+.
Minimising these three criteria led to the identification of admissible celerity

values. However, the optimisation problem becomes increasingly complex when
considering hGRN models with many genes. It implies more celerity values to
identify and more complex interactions, leading to harder implicit constraints.
The continuous CSP solver was unable to extract even one particular solution
when considering a model with five genes, leading to 240 variables in the decision
vector. Furthermore, the task is multimodal: it is interesting to find diverse solu-
tions to provide biologists with evidence for different interpretations of hGRN
dynamics. The approach proposed by [17] did not address this issue. The pecu-
liarities of this optimisation problem are: (i) there is an infinite number of solu-
tions that satisfy the BK constraints, and (ii) the optima solutions lie on a neutral
landscape, i.e. a plateau. Indeed, solutions form a measure zero set due to the
equality constraints on the time criterion in the fitness function. Therefore, the
optimisation procedure requires the ability to sample, in a continuous landscape,
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global and local optima plateaus of measure zero. These considerations specific
to this optimisation problem cannot be addressed only by panmictic schemes.
Therefore, the limits of the mentioned approach are tested by introducing exper-
iments with well-known multimodal heuristic algorithms on higher dimensional
hGRNs.

3 RS-CMSA-ESII and cGAs for MMO

RS-CMSA-ES [1] was designated the most successful niching method for the
CEC’2013 MMO test suite. In this initial version, several parallel subpopulations,
each following the evolution scheme of CMSA-ES [9], aim at finding distinct global
minima. CMSA-ES is an adapted version of CMA-ES [14], diminishing the com-
plexity of the adaptation process and implying fewer hyperparameters tuning. RS-
CMSA-ES gathers several techniques and encompasses them as a new algorithm
for MMO without making any assumption about the fitness landscape: taboo
points (points from which the offspring of a subpopulation must maintain a suffi-
cient distance, i.e. the centre of the fitter subpopulations and the previously iden-
tified basins), the normalised Mahalanobis distance, and the Ursem’s hill-valley
function [23]. The new variant RS-CMSA-ESII [2] introduces an update of the
adaptation schemes for the normalised taboo distances, new termination criteria
for subpopulation evolution, and an improvement of the time complexity thanks to
(i) a new initialisation strategy of subpopulations, and (ii) a more accurate metric
for the determination of critical taboo regions thanks to the properties of Maha-
lanobis distance. The RS-CMSA-ESII superiority over successful niching methods
in static MMOs made it an ideal candidate for this study.

cGAs are well-known methods for addressing multimodal and epistatic prob-
lems [4,5]. They are a subclass of GAs in which the population is structured in
a specified topology, allowing individuals to interact only with their neighbours.
The topological structure defines a connected graph where a vertex represents
an individual, and an edge represents the possibility of interaction between two
individuals: each individual, in this graph, can only mate with its neighbours.
Therefore, in a cGA, the choice of the population topology and the neighbour-
hood are two parameters that guide the search and control the solutions’ diffu-
sion speed along the graph. The radius introduced in [5] directs the dispersion
strength based on the chosen neighbourhood: the higher the radius, the more
spread out a neighbourhood’s pattern is, and so the easier a good solution will
reach other individuals of the population because there will be less intermedi-
ate individuals to the most distant individual. Furthermore, [19] introduced the
ratio measure controlling the balance between exploration and exploitation. It is
defined as a trade-off between the radii of the neighbourhood and the population
structure: reducing the ratio leads to the promotion of exploration. Overlapping
neighbourhoods also help to explore the search space because the slow diffusion of
solutions through the population allows exploration by preserving diversity [3,4].
On the one hand, this leads cGAs to find several optima compared to GAs and
to be well suited for complex problems. On the other hand, this is often at the
expense of slower convergence towards global optima.
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Fig. 2. Interaction graphs of the 2G (a), 3G (b), and 5G (c) hGRN.

Table 1. Description of hGRN models.

Name Nb. genes Decision vector len. BK

example cycle (2G) 2 8 Given in Sect. 2.2
circadian cycle (3G) 3 20 [7]
cell cycle (5G) 5 240 [6]

In the following section, tests have been set up to compare the RS-CMSA-
ESII performance along with cGAs to demonstrate which method is best suited
to our multimodal task. Different structure and ratio values for cGA are exper-
imented with to evaluate their performance. We compared all the results with
standard panmictic metaheuristics on three hGRN models of increasing com-
plexity to assess the suitability of their diversity mechanism for such MMO
problems.

4 Experimental Study

The three hybrid models of GRN are depicted in Figure 2 and described
in Table 1 in terms of (i) the number of genes, (ii) the length of the decision
vector to optimise, and (iii) constraints from BK utilised for evaluating candi-
date solutions.

4.1 Optimisation Methods and Parameters Search

The comparison is carried out between (μ+λ) GA, CMA-ES, six synchronous
cGAs with different ratios and neighbourhood structures, and RS-CMSA-ESII.

The two continuous metaheuristic implementations come from PyMoo [11],
and each of the hyperparameters chosen is identical to those detailed in [17].
Their population size is also 500. Since we were interested in observing the influ-
ence of the cGAs parameters to find those most suitable for solving the different
hGRN problems, multiple sets of parameters were tested (listed in Table 2). The
names of the neighbourhoods follow the classical notation: the label Ln (linear)
for the neighbourhoods composed by the n nearest neighbours in a given axial
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Table 2. Description of tested cGAs parameters.

Name Population Neighbourhood Ratio

cGAL5 5× 10 L5 0.279
cGAL9 10× 10 L9 0.367
cGAL29 15× 15 L29 0.719
cGAL41 21× 21 L41 0.851
cGAL13 7× 7× 7 L13 0.607
cGAC9 7× 7× 7 C9 0.408

direction (north, south, west and east) while the label Cn (compact) designates
the neighbourhoods containing the n − 1 nearer individuals to the considered
one (in horizontal, vertical, and diagonal directions). The population size and
the neighbourhood structure vary so that we can test (i) low ratio cGAs with a
small population size and, conversely, (ii) high ratio cGAs with a larger popu-
lation, both in a toroidal 2G square grid, and (iii) 3G neighbourhood structure.
To ensure fair results, their implementation is also based on the standard GA
implementation provided in PyMoo. RS-CMSA-ESII implementation is taken
from [2] with the control parameters set to their default values.

Each experiment is run 50 times to obtain statistically significant results.
The termination criteria chosen is the number of function evaluations (NFE):
100, 000 for 2G and 3G and 200, 000 for 5G. These values were chosen based on
the relative complexity and the decision vector length.

4.2 Results

For each algorithm, problem dimension and at each generation, we compute the
best candidate solution so far, repeat executions 50 times, and compute the
Mean Best Fitness (MBF). The monotonic evolution of all algorithms is shown
in the left column of Fig. 3. It can be observed that (i), as expected, panmictic
metaheuristics perform worse than cGAs in all cases since they reach a plateau
faster and attain a higher fitness score after convergence; (ii) cGAL13, cGAL29,
and cGAL41 stand out among the algorithms tested since, on the one hand,
they have a slower convergence, and on the other hand, even when the maximum
budget is attained, their curves show that the search process could have pursued
its convergence; and (iii) RS-CMSA-ESII performs worse than CMA-ES.

In addition, Cumulative Distribution Function (CDF) curves are constructed
on the right side of Fig. 3 for each hGRN considered. Each CDF curve describes
the probability of finding a solution at, or below, a given fitness score. For
instance, in 3G, there is almost an 80% probability that a user will obtain a
solution with a fitness score less than or equal to 10−4 with cGAL9 given 100,000
NFE. From these plots, (i) cGAs don’t often find the overall best solution (the
one with the lowest fitness score) but results are rarely unsatisfactory (>1), (ii) in
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all cases, CMA-ES can deliver top results (satisfactory and precise solutions) as it
is of poor performance (not solving the problem), (iii) RS-CMSA-ESII similarly
to CMA-ES has mixed performance and does not find any single satisfactory
valuation in 5G.

In MMO, the chi-square-like performance statistic and maximum peak ratio
are common measures to identify a maximum number of optima (local and
global). However, both of these measures assume the number and locations of
the global optima are known a priori. This assumption does not hold in our case,
so the scoring function used is introduced in [16] and defined as:

sc(P, θl, θu) = ∑
Bj∈Bink(clustσ(P ),θl,θu)

wj∣Bj∣ (3)

This alternative performance measure suggests the selection of a threshold
interval [θl, θu] covering all fitness score values considered interesting by an
expert. θl is the ideal point while θu is an upper bound below which fitness
values are judged satisfactory. In our case, θl = 0 and θu = 10−2. 10−2 is a pre-
cision error coherent with biological expertise. For instance, a trajectory which
would slide in a state during a fraction of seconds (<θu) before going to the

Fig. 3. Monotonic evolution of MBF values (left) and CDF curves of overall best results
(right) for the three hGRNs.
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next discrete state is a satisfying trajectory despite BK stating noslide(v). The
score measurement uses density-based clustering with parameter σ to remove
redundancy between candidate solutions clustered closely around the same local
optimum. In this study, DBSCAN [13] is parametrised with σ = 10−1 which is the
maximum Euclidean distance between two samples for one to be considered as
in the neighbourhood of the other. Equidistant binning is then used to adapt the
distribution weights: more emphasis is put on higher quality optima than lower
ones. The number of bins is kept at 16. This score assesses the combined quality
of the found candidate solutions while it is not prone to be misled by redundancy.
Table 3 shows numerical values for the mean scores where bold results highlight
the best performance for each model dimension. The comparison indicates that
small ratio cGAs (cGAL9 and cGAL5) are to be preferred for 2G, whereas cGAs
with a higher ratio perform better in the 3 and 5G cases, as shown by cGAL41
and cGAL29. It should also be noted that, in 5G, the extrema ratio values
(cGAL5 and cGAL41) are penalised for being too exploratory or exploitative.
cGAC9 has interesting results in all three cases but never stands out.

Table 4 summarises statistics of the last population clustered: it contains only
the fitness values of the best candidate solutions (<θu) gathered around each
distinct optima found by clustering. The best results (column by column) are
shown in bold. The average of the mean and standard deviation of the clustered
results is reported, as well as the overall minimum fitness scores (the reader can
refer to the leftmost point of each corresponding CDF curve). When considering
one particular run, it may appear that an algorithm did not find any solution
below θu. In such cases, the maximum value θu is considered: this results in a
normalised average with the ideal value being θl, and θu the nadir one. It can
be observed that cGAL9 finds, on average, higher quality optima than other
algorithms in 2 and 5G. In 3G, cGAL29 identifies satisfying solutions with a
lower fitness score on average.

Table 3. Overview of the average performance measurement over 50 runs.

Algorithms 2G 3G 5G

GA 12.13 148.09 8.29
CMA-ES 3e-3 0.275 29.32
cGAL9 19.99 63.47 21.11
cGAL5 16.82 30.07 2.04
cGAL13 7.33 290.59 0.03
cGAC9 13.78 162.28 34.11
cGAL29 13.90 182.18 49.81
cGAL41 1.56 311.07 0.0
RSCMSAII 1e-2 0.275 0.0
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Table 4. Summary of clustered results.

Algorithms 2G 3G 5G
mean ± std min mean ± std min mean ± std min

GA 1e-3 ± 2e-4 4e-8 4e-4 ± 2e-6 5e-8 99e-4 ± 94e-4 6e-3
CMA-ES 98e-4 ± 96e-4 2e−11 7e-3 ± 2e-13 1e-13 9e-3 ± 9e-3 1e−5

cGAL9 8e−4±8e−4 3e-7 1e-4 ± 7e-6 8e−14 85e−4±7e−3 2e-4
cGAL5 1e-3 ± 9e-4 3e-7 9e-4 ± 2e-4 1e-9 95e-4 ± 94e-4 3e-3
cGAL13 6e-3 ± 2e-3 4e-4 3e-4 ± 4e-4 5e-6 1e-2 ± 98e-4 7e-3
cGAC9 1e-3 ± 1e-3 3e-6 1e-4 ± 8e-6 4e-9 9e-3 ± 8e-3 3e-4
cGAL29 3e-3 ± 2e-3 3e-5 9e−7±1e−5 1e-9 79e-4 ± 7e-3 2e-4
cGAL41 8e-3 ± 3e-3 2e-3 2e-3 ± 16e-4 5e-5 1e-2 ± 0 1e-2
RSCMSAII 8e-3 ± 1e-20 8e-8 7e-3 ± 2e-13 1e-13 1e-2 ± 0 1e-2

4.3 Statistical Analysis

A statistical validation campaign was conducted to evaluate the observed differ-
ences in the reported performance values of all algorithm pairs for each different
hGRN. We consider two null hypotheses H

1
0 which states that the observed per-

formance scores are equal, and H
2
0 which states that the average fitness scores

obtained by clustering are similar. These null hypotheses are duplicated for each
of the hGRN dimensions considered. To test them, we first employed the Fried-
man rank-sum test to assess whether at least two methods exhibit significant
differences. The p-values for the null hypotheses show, at a α = 5% confidence
level, that the differences are significant. The choice between parametric and non-
parametric tests is made according to the independence of the samples (seeds
are different), whether or not the data samples are normally distributed, and the
homoscedasticity of the variances [12]. As neither normality nor homoscedasticity
conditions required for the parametric tests application hold, the non-parametric
Wilcoxon signed-rank test was performed. In a complementary way, to reduce
the issue of Type I errors in multiple comparisons, the Bonferroni correction
method was applied. [15] gives the score +1 (resp. -1) for the superior (resp. infe-
rior) algorithm whenever the considered null hypothesis could be significantly
rejected. A score of 0 is assigned when neither algorithm is significantly better
than the other. Since we have three different case studies (2G, 3G, 5G), for each
pair of algorithms and each null hypothesis, we sum the three obtained scores
to estimate which one is globally better considering the three hGRNs. Table 5
(resp. Table 6) show these sums according to the pairwise Wilcoxon tests (resp.
Bonferroni correction): a positive number for algorithm in line l shows that it
was significantly better than the algorithm in column c (considering the three
hGRNs). For example, according to the Bonferroni correction applied on H

1
0 , we

can state that cGAL29 is significantly better than RS-CMSA-ESII for the three
study cases but compared to cGAL41, we can only say that it is globally better:
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Table 5. Pairwise Wilcoxon statistical tests of H1
0 (left) and H

2
0 (right).

CMA-ES cGAL9 cGAL5 cGAL13 cGAC9 cGAL29 cGAL41 RSCMSAII

GA +2 +2 0 −2 0 +1 0 +1 −2 −1 −2 −1 0 +2 +2 +2

CMA-ES −2 −2 −2 −2 −1 −1 −2 −2 −2 −2 −1 −1 0 +1

cGAL9 +3 +2 +1 +3 0 +1 0 0 +1 +3 +3 +3

cGAL5 0 0 −1 0 −1 −1 0 +2 +2 +2

cGAL13 −1 −3 −1 −3 0 +2 +2 +2

cGAC9 −1 −1 +1 +3 +3 +3

cGAL29 +1 +3 +3 +3

cGAL41 +2 +1

Table 6. Bonferroni post-hoc analysis of H1
0 (left) and H

2
0 (right) with bolded differ-

ences compared to Table 5.

CMA-ES cGAL9 cGAL5 cGAL13 cGAC9 cGAL29 cGAL41 RSCMSAII

GA +2 +2 0 0 +1 0 0 +1 0 0 −1 0 0 +2 +2 +1
CMA-ES −2 −2 −2 −2 −2 −2 −2 −2 −2 −2 −2 −2 0 0
cGAL9 +1 +1 0 +2 0 0 0 +1 0 +2 +2 +2
cGAL5 0 +1 −1 −1 −1 0 0 +2 +2 +1
cGAL13 0 −2 −1 −3 0 +2 +2 0
cGAC9 0 0 0 +2 +2 +2
cGAL29 +1 +3 +3 +3

cGAL41 +2 0

cGAL29 may have scored +2 and cGAL41 +1 or cGAL29 may have scored +1
and cGAL41 0.

If we analyse the conclusions supported by the tests, based on the acceptance
or rejection of the above hypotheses, we arrive at the following findings: on the
different tasks, cGAL9 and cGAL29 are more competitive in finding more optima
than other algorithms with better fitness values on average. RS-CMSA-ESII lags
as the panmictic algorithms maintain greater diversity in their population across
different hGRN landscapes.

4.4 Visualisation

Figure 4 shows the diversity of solutions of cGAL9 tested on hGRNs with 2,
3 and 5 genes. Please note that three different graph types are modelled to
emphasize the same phenomenon: the evolution of gene products concentration.
In 2G (Fig. 4a) and 3G (Fig. 4b), the discrete states can be represented as squares
and cubes. However, in 5G (Fig. 4c), the choice has been made to represent the
evolution of concentration (in y-axis) as a function of the time spent (in x-axis)
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for the different genes. This visually confirms that the application of evolutionary
computation allows us to exhibit very different solutions, each consistent with
BK.

Fig. 4. Admissible trajectories obtained with cGAL9 on the 2G (a), 3G (b), and 5G
(c) hGRN.

5 Conclusion

hGRN variable identification is framed as an ideal tool to help biologists develop
hypotheses and facilitate the design of their experiments. This study proposes
an improvement to [17] since (i) it shows that evolutionary computation can
outperform constraint-based approach by dealing with higher dimensional mod-
els, the 5G cell cycle in this study, and (ii) it is now able to find a diverse
set of optima solutions instead of a unique one. CGAs have shown superiority
over the best available niching-based algorithm (RS-CMSA-ESII) by maintaining
diversity within the population structure. Surprisingly, RS-CMSA-ESII does not
ensure diversity in the results: only one solution is found. In our case, optima are
located on a neutral landscape: there is an infinite number of solutions forming
a null set. Therefore, for sampling a continuous landscape with global and local
optima plateaus of measure zero, the mechanisms employed by RS-CMSA-ESII
are not suitable. Because the Ursem’s hill-valley test fails, it ensures that only
one subpopulation at a time evolves, leading to a single solution. That entails
the degenerate use of the metaheuristic, explaining the disappointing results of
RS-CMSA-ESII. In the case of cGAs, maintaining diversity through population
structure helps to preserve diversity in the parameter space and thus enables
us to obtain a diversity in the phenotype space. Future works will consider the
development of specific diversity mechanisms to better leverage the multimodal-
ity issue on a neutral landscape: the design of an appropriate self-adaptive cGA
to obtain quality results while maximising the number of optima. At the same
time, introducing larger biological systems will lead to applying large-scale opti-
misation.



144 R. Michelucci et al.

Acknowledgments. This work has been supported by the French government,
through the France 2030 investment plan managed by the Agence Nationale de la
Recherche, as part of the “UCA DS4H" project, reference ANR-17-EURE-0004.

References

1. Ahrari, A., Deb, K., Preuss, M.: Multimodal optimization by covariance matrix
self-adaptation evolution strategy with repelling subpopulations. Evol. Comput.
(2017). https://doi.org/10.1162/evco_a_00182

2. Ahrari, A., Elsayed, S., Sarker, R., Essam, D., Coello, C.A.C.: Static and dynamic
multimodal optimization by improved covariance matrix self-adaptation evolu-
tion strategy with repelling subpopulations. IEEE Trans. Evol. Comput. (2021).
https://doi.org/10.1109/TEVC.2021.3117116

3. Alba, E., Dorronsoro, B.: Solving the vehicle routing problem by using cellu-
lar genetic algorithms. In: European Conference on Evolutionary Computation
in Combinatorial Optimization (2004). https://doi.org/10.1007/978-3-540-24652-
7_2

4. Alba, E., Dorronsoro, B.: Introduction to cellular genetic algorithms. In: Cellular
Genetic Algorithms (2008). https://doi.org/10.1007/978-0-387-77610-1_1

5. Alba, E., Troya, J.M.: Cellular evolutionary algorithms: evaluating the influence
of ratio. In: International Conference on PPSN (2000). https://doi.org/10.1007/3-
540-45356-3_3

6. Behaegel, J., Comet, J.P., Bernot, G., Cornillon, E., Delaunay, F.: A hybrid
model of cell cycle in mammals. In: 6th International Conference on Com-
putational Systems-Biology and Bioinformatics (2015). https://doi.org/10.1142/
S0219720016400011

7. Behaegel, J., Comet, J.P., Folschette, F.: Constraint identification using modified
Hoare logic on hybrid models of gene networks. In: Proceedings of the 24th Int.
Symposium TIME (2017). https://doi.org/10.4230/LIPIcs.TIME.2017.5

8. Behaegel, J., Comet, J.P., Pelleau, M.: Identification of dynamic parameters for
gene networks. In: Proceedings of the 30th IEEE International Conference ICTAI
(2018). https://doi.org/10.1109/ICTAI.2018.00028

9. Beyer, H.G., Sendhoff, B.: Covariance matrix adaptation revisited - the cmsa evo-
lution strategy. In: International Conference on PPSN (2008). https://doi.org/10.
1007/978-3-540-87700-4_13

10. Biswas, S., Acharyya, S.: Neural model of gene regulatory network: a survey on sup-
portive meta-heuristics. Theory Biosci. (2016). https://doi.org/10.1007/s12064-
016-0224-z

11. Blank, J., Deb, K.: pymoo: Multi-objective optimization in python. IEEE Access
(2020)

12. Eftimov, T., Korošec, P.: Statistical analyses for meta-heuristic stochastic opti-
mization algorithms: GECCO Tutorial (2020). https://doi.org/10.1145/3377929.
3389881

13. Ester, M., Kriegel, H.P., Sander, J., Xu, X., et al.: A density-based algorithm for
discovering clusters in large spatial databases with noise. In: KDD (1996)

14. Hansen, N., Auger, A.: Cma-es: evolution strategies and covariance matrix adap-
tation. In: Proceedings of the 13th Annual Conference Companion on Genetic And
Evolutionary Computation (2011). https://doi.org/10.1145/2001858.2002123

https://doi.org/10.1162/evco_a_00182
https://doi.org/10.1109/TEVC.2021.3117116
https://doi.org/10.1007/978-3-540-24652-7_2
https://doi.org/10.1007/978-3-540-24652-7_2
https://doi.org/10.1007/978-0-387-77610-1_1
https://doi.org/10.1007/3-540-45356-3_3
https://doi.org/10.1007/3-540-45356-3_3
https://doi.org/10.1142/S0219720016400011
https://doi.org/10.1142/S0219720016400011
https://doi.org/10.4230/LIPIcs.TIME.2017.5
https://doi.org/10.1109/ICTAI.2018.00028
https://doi.org/10.1007/978-3-540-87700-4_13
https://doi.org/10.1007/978-3-540-87700-4_13
https://doi.org/10.1007/s12064-016-0224-z
https://doi.org/10.1007/s12064-016-0224-z
https://doi.org/10.1145/3377929.3389881
https://doi.org/10.1145/3377929.3389881
https://doi.org/10.1145/2001858.2002123


cGAs for Identifying Variables in hGRNs 145

15. Kronfeld, M., Dräger, A., Aschoff, M., Zell, A.: On the benefits of multimodal
optimization for metabolic network modeling. In: German Conference On Bioin-
formatics (2009)

16. Kronfeld, M., Zell, A.: Towards scalability in niching methods. In: IEEE CEC
(2010). https://doi.org/10.1109/CEC.2010.5585916

17. Michelucci, R., Comet, J.P., Pallez, D.: Evolutionary continuous optimization of
hybrid gene regulatory networks. In: EA 2022. https://doi.org/10.1007/978-3-031-
42616-2_12

18. Mitra, S., Biswas, S., Acharyya, S.: Application of meta-heuristics on reconstruct-
ing gene regulatory network: a bayesian model approach. IETE J. Res. (2021).
https://doi.org/10.1080/03772063.2021.1946433

19. Sarma, J., De Jong, K.A., et al.: An analysis of local selection algorithms in a
spatially structured evolutionary algorithm. In: ICGA, pp. 181–187. Citeseer (1997)

20. da Silva, J.E.H., Betnardino, H.S., Helio J.C., B., Vieira, A.B., Luciana C.D., C.,
de Oliveira, I.L.: Inferring gene regulatory network models from time-series data
using metaheuristics. In: IEEE CEC (2020). https://doi.org/10.1109/CEC48606.
2020.9185572

21. Sun, J., Garibaldi, J., Hodgman, C.: Parameter estimation using meta-heuristics
in systems biology: a comprehensive review. IEEE/ACM Trans. Comput. Biology
Bioinform. (2012). https://doi.org/10.1109/TCBB.2011.63

22. Tenazinha, N., Vinga, S.: A survey on methods for modeling and analyzing inte-
grated biological networks. IEEE/ACM Trans. Comput. Biol. Bioinform. (2011).
https://doi.org/10.1109/TCBB.2010.117

23. Ursem, R.K.: Multinational evolutionary algorithms. In: Proceedings of CEC
(1999). https://doi.org/10.1109/CEC.1999.785470

https://doi.org/10.1109/CEC.2010.5585916
https://doi.org/10.1007/978-3-031-42616-2_12
https://doi.org/10.1007/978-3-031-42616-2_12
https://doi.org/10.1080/03772063.2021.1946433
https://doi.org/10.1109/CEC48606.2020.9185572
https://doi.org/10.1109/CEC48606.2020.9185572
https://doi.org/10.1109/TCBB.2011.63
https://doi.org/10.1109/TCBB.2010.117
https://doi.org/10.1109/CEC.1999.785470


Evolving Artificial Neural Networks
for Simulating Fish Social Interactions

Lea Musiolek1,5(B) , David Bierbach2,5 , Nils Weimar3, Myriam Hamon4,
Jens Krause2,5 , and Verena V. Hafner1,5

1 Adaptive Systems Group, Humboldt-Universität zu Berlin, Berlin, Germany
lea.musiolek@hu-berlin.de

2 Department of the Biology and Ecology of Fish, Humboldt-Universität zu Berlin,
Berlin, Germany

3 Zoology Department, Universität Bonn, Bonn, Germany
4 Bernstein Center for Computational Neuroscience, Berlin, Germany

5 Science of Intelligence, Research Cluster of Excellence, Marchstr. 23, 10587 Berlin,
Germany

https://www.scienceofintelligence.de

Abstract. Can we use computational modeling to infer whether fish can
remember or anticipate each other’s movements? What minimum of tem-
poral input and internal complexity is sufficient to model a specific fish, or
to produce generally “fish-like” behavior? Agent-based modeling to emu-
late biological behavior has been used to great effect, both in real-world and
simulated experiments. We present feedforward neural network architec-
tures for simulating fish social interactions, evolved using evolution strate-
gies in two different experiments. Evolution of the temporal input of the
partner fish’s positionwhen testingmodels on labeled data uncovers antici-
pation ormemory capacities used by a focal fish.When testing via a general
discriminator for fish-like trajectories, the right neural network architec-
ture and temporal input are shown to be a necessary, but insufficient con-
dition for highly lifelike simulations. Lifelike simulations for some datasets
are possible as simple functions of the input, showing variability in the com-
plexity of individual fish’s social behaviors.

Keywords: Evolution Strategy · Fish · Social Interactions ·
Agent-Based Modeling · Artificial Agents

1 Introduction

Can a small freshwater fish anticipate a partner’s movements in social interac-
tion? Does it need to, in order to behave “like a fish”? Finding the answers is
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not as easy as it sounds. It has been shown through tailored biological experi-
ments that Poecilia reticulata (guppies) are capable of leading and following each
other, socially learning food locations, anti-predator behavior and other useful
skills [7], choosing interaction and mating partners based on past observations of
conspecifics [3], and learning another’s movement patterns in order to precede it
to a goal destination [2]. However, inferring from such behaviors that the fish are
socially anticipating requires making many assumptions about their motivations
and information processing. Pezzulo [17] and others define anticipation as using
“predictive capabilities to optimize behavior and learning to the best of [one’s]
knowledge”. In this study we show how computational modeling and evolution
strategies can be leveraged to find out how guppies use temporal information
about a partner to inform their actions a posteriori from recordings of freely
moving fish pairs, without experimental manipulation or additional assump-
tions. Evolving model architectures by using certain fitness functions enables
us to draw conclusions similar to those of evolutionary biologists based on real
animals’ anatomies. To our knowledge, a similar approach has only been tried
by Olivares et al. [16] in recent years.

We take inspiration from the long tradition of using simple circuits and rules
to model animal behavior in response to certain stimuli, both in real-life and
simulated experiments. Grey Walter’s work on the Machina speculatrix and the
Machina docilis [24] showed that very simple electronic circuits can be sufficient
to produce some behaviors reminiscent of innate animal behaviors and even clas-
sical conditioning. Note that the “learning circuits” were the result of an analysis
of the operations “involved in establishing a connection between different stimuli
to achieve a conditioned response”. This means that they tell us something about
the behaviors that can be achieved with simple circuitry, but not much about
the way animal bodies and brains achieve similar behavior. Another example
are Braitenberg vehicles. Initially conceived as a thought experiment, they are
minimal robots whose wheel actuators are directly coupled to simple sensors. By
varying the sensor-actuator connections, they can be made to show behaviors
associated with living organisms, such as an enduring attraction or aversion to
a light source, obstacle avoidance and chemotaxis [5,22].

This naturally leads to the question of how architecturally complex agents
even need to be in order to show successful behaviors in their environment,
including the social environment. Simulations of simple recurrent neural net-
works with two or three hidden nodes which control Braitenberg-like agents
emitting acoustic signals have shown that social interaction itself can increase a
network’s complexity (as measured by the entropy between the internal nodes)
and lead to interesting (though not necessarily lifelike) behavior patterns when
two such agents interact [9,18,19].

To our knowledge, most of the work done in this area uses present-time
sensory input and, if at all, introduces a temporal aspect through the use of
recurrencies in the artificial neural network architecture. In Couzin et al.’s [11]
zone model of fish social behavior, individual fish react almost instantaneously
to others’ movements. However, possible memory or prediction capabilities of
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individual fish are not examined. On the other hand, Murakami, Niizato and
Gunji [15] as well as Strömbom and Antia [23] model swarm dynamics using
anticipation.

Given our interest in memory and anticipation of a social partner’s actions,
we are looking for a way in which temporal dynamics (such as delayed or antic-
ipatory reactions to a partner’s actions) may be detectable from an outside
perspective in pre-recorded behavior data, without needing to experimentally
manipulate the behavior. In addition, we want to find out what role such dynam-
ics play in producing lifelike simulations of fish movements.

Based on the work reviewed so far, we decided to simulate fish interactions
using minimal (at least at first) feedforward artificial neural networks and treat-
ing memory and prediction capacities as external “modules” rather than as prop-
erties of the neural architecture or internal model (as do, for example, Blum,
Winfield and Hafner [4]. This is in line with Reynolds’ [20] approach of giving
his artificial agents “approximately the same information that is available to a
real animal as the end result of its perceptual and cognitive processes” (more
details in the Methods section). This comes with the drawback of not being able
to simulate two partners freely interacting: In order to have “predictions” of a
partner, the focal agent model must interact with a pre-recorded one. However,
this allowed us to directly compare the individual performance of models with
the exact same partner and based on the exact memory/prediction timesteps
they are receiving as input, while keeping their neural architecture simple.

The presence or absence of the temporal input modules were determined by
an optimization process. In this process, the complexity of the neural network
architecture (as measured by the number of hidden layers and their respective
nodes) would be adapted in order to better approximate the “decision making
function” mapping input states to motor actions. As target functions to optimize,
we used two different measures in two separate experiments: In experiment 1, we
used the framewise deviation of a model’s predictions from the original fish track
it was trained on. In experiment 2, we used the “fish-likeness” of a model’s simu-
lation, as rated by a long short-term memory (LSTM) discriminator trained for
this purpose. Both were traded off against the number of trainable parameters
in the models in order to encourage simplicity. By thus tweaking our modeling
choices and examining the best fitting models, we hoped to answer the follow-
ing questions: Experiment 1: Can we show in how far a given fish predicts or
remembers another’s movements and changes its behavior accordingly? Experi-
ment 2: What minimum of temporal input and internal complexity (taking into
account Occam’s razor [6]) is sufficient to model a specific fish, or to produce
generally “fish-like” behavior? In keeping with the origin of the biological agents
we were modeling, we chose to use a custom Evolution Strategy [1] in order to
optimize our model architectures while keeping them simple.

2 Methods

Please find a diagram of our workflow in Fig. 1c.
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2.1 Ground Truth Data

Our efforts in both experiments were aimed at successfully modeling existing
data from five live pairs of Trinidad guppies, filmed and tracked while moving
freely in an experimental tank. Their movements were filmed in a white square
tank of 88 cm width and 7.5 cm water depth (see Fig. 1a) and tracked at 30
frames per second (fps) using the BioTracker movement tracking software [14].
In every evolution run, one of the two fish per pair (the “focal fish”) was used as
ground truth data to be modeled, while the other live fish’s trajectory functioned
as the “social partner”.

2.2 Neural Network Models

We configured all models as multi-layer perceptrons using Keras [10]. Indepen-
dently of the number of layers and the number of nodes in each layer, all hidden
layers were densely connected and used leaky ReLU with an alpha of 0.01 as an
activation function. The case of 0 hidden layers implemented a linear mapping
of input to output (please see supplementary material for an illustration), with
one output being clipped to minimum 0 (ReLU). All models were trained using
the Keras adaptive moment estimation (“Adam”) optimizer with a clipping norm
of 2.0, a maximum of 100 epochs but early stopping in the case of stagnant vali-
dation loss (with a patience parameter of 5). The two output nodes represented
1) the length/magnitude of the predicted movement, and 2) a change in heading
direction in 2-argument arctangent (atan2), respectively. The movement length
node was a ReLU to prevent “negative” (backwards) movements. The direc-
tion change output node was not regularized. We used polar coordinates as this
was computationally easier when using a field of view. Please see Fig. 1b for an
example. If used for simulation, the predictions of the network were transformed
into x and y displacement coordinates in the global cartesian coordinates. This
was done by a custom function which also clipped the maximum length of the
movement to 4cm to regularize the simulations and prevent “jumps” across the
tank.

2.3 Input Information

We implemented the inputs to the network as higher-level “spatial awareness”
modules: a wall detection module and a partner detection module. We decided
to “outsource” the fish’s awareness of walls and partners in this way and give
the model precise information in the same spatial format as the required output
instead of, say, using simulated raycasting to detect walls and partners and
letting the model combine the ray information into a spatial representation to
act upon. This meant that a model only had to make the movement prediction,
saving it some computation and eliminating one potential source of error. Input
information was precise within a field of view of 172◦ on each side (which is
realistic for this species of fish). For information on wall vision, please see the
supplementary material. Figure 1b illustrates our input modules.
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Partner Detection Module (Partner). The partner detection module com-
puted the position of the partner fish from the simulated fish’s point of view and
passed the polar coordinates as input to the neural network. It implemented
the capability to “remember” or “predict” the partner fish’s position at other
points in time. Given an integer −a, the module would compute the position
of the partner fish a timesteps in the past relative to the current position of
the focal fish, essentially allowing the model to remember past positions of the
fish from its current perspective. Given an integer a, the module would compute
the position of the partner fish a timesteps in the future (this information was
available as our tracks were pre-recorded), allowing the model to predict the
partner’s position from the perspective of the present. One model could use this
module with more than one timestep at once depending on its hyperparameters,
adding 2 input nodes (for the two coordinates) to the model per timestep used.
The timesteps used by a given model were encoded as a list of integers in the
hyperparameter “genome” which was subject to our evolutionary strategy.

2.4 Evolution Strategy for Neural Network Architecture Search

Evolution strategies are a class of optimization methods first developed in the
1960s by Rechenberg and others [1]. Like other evolutionary computation meth-
ods, they use ways of “reproducing” and “selecting” artificial entities based on
certain traits across multiple loops or “generations”, inspired by natural evolu-
tion. Unlike other methods, they usually evolve the entities’ mutation rates along
with the other traits. The model hyperparameters subject to our evolution strat-
egy were the following:

– The entirety of hidden layers and the number of nodes in each layer
– The partner perception timesteps used by the agent
– The presence or absence of wall input
– The magnitude of the noise added to all model inputs (more precisely, the

factor by which the standard deviation of the entire input for a given feature
was multiplied to form the standard deviation of a Gaussian with mean 0 to
draw noise samples from)

– The noise level added to model outputs when simulating (more precisely,
the factor by which the standard deviation of the original framewise fish
movements was multiplied to form the standard deviation of a Gaussian with
mean 0 to draw noise samples from)

These hyperparameters indirectly encoded the model architecture, and each
model was trained using gradient descent with randomly initialized weights
before testing it for selection. The outcomes we aimed to minimize simulta-
neously were a) the testing loss as measured in two different ways and b) the
number of trainable parameters in the model (its complexity).

Reproduction. As is recommended for a combinatorial task [1], we used a
(μ + λ) evolution strategy, in which μ parents are used to create λ offspring in
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Fig. 1. a) Test tank for filming fish movements. b) Focal fish (red) and example input
from partner fish (blue) d1, d2 and β1, β2: Partner distances and angles for two example
timesteps. e1 and γ1: Wall distance and angle (only one wall shown). c) Workflow for
both experiments. d) Example feedforward neural network (FNN) with several partner
input timesteps, wall vision and hidden layers [2, 4]. e) Performance of lifelikeness dis-
criminator: Relative frequency histogram of the ratings of the discriminator on unused
real, scrambled and switched data. (Color figure online)
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each generation, and the parents and offspring are then pooled and tested for
selection. We did not use recombination to produce the offspring, but rather
each selected parent was copied into the next generation (not the trained model
but the hyperparameter “genome”), in addition to two mutated versions. Thus,
μ = 8 and λ = 16. All copies and mutant versions of the selected parents
were then built as feedforward neural networks (FNNs) and trained via gradient
descent using pre-labeled data. Afterwards, they were tested for selection as
described below. In the first generation, μ = 8 default models were initiated
according to the settings in Table 1, and two mutant versions created for each to
form the initial population. The mutation itself was governed by two “strategy
parameters” (mutation rate and strength) which were part of the model genome,
and evolved along with it.

Mutation. Mutation was carried out as follows. In addition to the model hyper-
parameters (or “object parameters” in ES speak), we evolved two “endogenous
strategy parameters” of each model: its mutation strength s and its mutation
rate p. The mutation strength was a factor applied to mutation steps in real-
valued model parameters, and the mutation rate used as p for sampling from a
Bernoulli distribution to determine whether a binary mutation would take place
or not. For creating each mutant version of a parent, we randomly increased or
decreased s by 1 (and then clipped it at a minimum of 1), randomly increased
or decreased p by 0.1 (clipped to stay between 0.1 and 1), flipped wall input
on/off with probability p, added a new partner perception timestep randomly
chosen from −150,150 with probability p, randomly subtracted or added s to
a randomly chosen existing partner time step, removed one randomly chosen
partner timestep with probability p, randomly increased or decreased the input
noise factor by s/20, randomly increased or decreased the motor noise factor by
s/20, added a hidden layer with s+1 nodes with probability p, added a node to
a randomly chosen hidden layer with probability p, and removed one randomly
chosen hidden layer with probability p (provided there was one). In order to
avoid duplicate partner timesteps, the set of partner timesteps was used after
mutation.

Table 1. Hyperparameters of default model.

Hyperparameter Value

Partner timesteps [0]
Wall vision False
Input noise factor 0.0
Motor noise factor 0.0
Hidden layers [0]
Mutation rate 0.3
Mutation strength 1
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Selection. We performed two neuroevolution experiments, using two different
forms of testing loss according to the different study aims. In both methods,
the testing loss was traded off against the number of model parameters to select
models for reproduction. All our datasets were used in both experiments. In
experiment 1, we used the loss from testing each model on prelabeled, unseen
data from the same dataset. This served to gauge in how far the models were
able to approximate the framewise movement “decisions” of the original fish, as
the model received input based on the original fish’s real positions. The model
architectures evolved by this method served to illuminate the individual behavior
of the respective fish, and its unique dynamics with the partner fish. For each
dataset, we did one evolution run using the first fish as the focal fish, and another
using the second fish. In experiment 2, we used the negative ratings of the
discriminator model described in Sect. 2.8 as the testing loss. Only the first
fish of each dataset was used here. Each model was still built and trained on
prelabeled data in the same way as in experiment 1, but then made to freely
simulate 400 frames of fish track given the original partner input, to be rated by
the discriminator. This served to select for models what were able to produce
the most fish-like trajectories and interactions with the partner fish, thus giving
us more general insights about the behavior of these guppies.

In both experiments, at each generation of an evolution run we computed
the Pareto optimal model genomes according to both minimal testing loss and
minimal number of trainable parameters in the model. A (strongly) Pareto opti-
mal data point in a two-dimensional feature space is one where, if there exists
another data point with a better value on one feature, that data point must rate
worse on the other feature [13]. This allowed us, in the first round, to select mod-
els according to both our desired outcomes (low testing loss and low complexity)
without having to weigh them against each other. However, as the number of
Pareto optimal models (also called the Pareto front) is not necessarily = μ, we
used the average of the min-max scaled test loss and complexity for each model
as a secondary criterion for ranking the models, and then used the μ best models
for reproduction, making this an elitist selection technique. The procedure was
repeated for 70 generations per run.

2.5 Data Labels

We trained all models in both experiments using labels based on the ground truth
data. The labels represent the direction change of the original fish in radians and
its movement length in cm at each frame, with the mean squared error of both
output nodes as the loss function for each one. As the two outputs were roughly
on the same scale (movement length in cm and direction change in radians were
both expected to be in [0, 1]), we weighted the output nodes equally for the final
model loss. Training loss was defined as the deviation of the predicted move
from the ground truth of the recorded focal fish. While this is obviously not
biologically realistic as no animal has a deterministic trajectory to follow, our
whole study rests on the assumption that a fish’s framewise movements can be
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at least partly predicted based on its perception of the partner’s position and
the tank walls.

2.6 Simulation

Each trained model could be used to simulate a fish trajectory given the partner
and wall input suitable to its input configuration. Together with the partner
trajectory, this could then be passed to a pre-trained discriminator model to
be rated for “lifelikeness”. The framewise outputs of the simulator model would
be transformed into movement coordinates. A movement was only performed
if the resulting fish position was inside the tank walls of the dataset currently
used; if not, the simulated focal agent simply remained in the same place but
the simulation continued, feeding it new input for new potential movements.

2.7 Analysis of Evolution Results

As it was difficult in our application to verify the correct running of the Evolu-
tion Strategy objectively, we relied on the testing loss development across gen-
erations. Runs in which testing loss did not sink towards the final generations,
did not reach levels below 0.5 or oscillated greatly throughout were regarded as
“not converged”. However, by analyzing the best and worst performing models
across all generations, we can still glean some cautious insights into the solu-
tions found by these runs. Comparing the best models for the two fish in each
dataset allowed us to draw inferences about the dynamic between the two fish.
What all the evolution runs seemed to have in common was a marked bimodal
distribution of testing loss across generations and model hyperparameters (see
plots in the supplementary material). Given this pattern in the testing loss, we
decided to compare the ensembles of the 30 best performing and the 30 worst
performing models for each fish with two-sample t tests to gain information
on the hyperparameter choices for modeling that fish. Comparing the partner
timestep histograms between the best and worst models for each fish provides
information on the partner timestep input likely used by that fish. While exper-
iment 2 was more exploratory, we formulated specific predictions for experiment
1: If both fish in a pair mostly ignored each other, we would expect the timestep
histograms to be inconclusive for both fish respectively, as the evolution strat-
egy would not find an adequate model of either fish’s movements based on the
other one. If one fish in a pair mostly remembered or anticipated the other’s
movements but was itself largely ignored, then the timestep histograms for the
first fish should show a predominance of the best models within a certain time
range. The other, “careless” fish in this scenario should either have inconclusive
timestep histograms, or a predominance of timesteps exactly the opposite of
the first fish. If both fish coordinated their movements closely, with one mostly
reacting and the other mostly anticipating, we would also expect a “mirrored”
pattern in their timesteps. Such a mirrored pattern would therefore be difficult
to interpret causally, while the other patterns would present a clear picture.
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2.8 Simulation Discriminator

In order to be able to automatically evaluate the lifelikeness of a simulated fish
pair trajectory, we built a discriminator LSTM model trained to distinguish
real pre-recorded fish pairs from a) datasets with scrambled frames (i.e. com-
pletely un-fish-like trajectories) and b) real focal and partner fish trajectories
switched between different datasets (i.e. fish-like but not interacting). It was
loosely inspired by the discriminator part of Gupta et al.’s [12] Social GAN for
producing socially acceptable walking trajectories. The discriminator contained
one densely connected layer of 64 LSTM cells and one output node regularized
with a sigmoid function. We trained using binary cross entropy loss and the
“Adam” optimizer. The discriminator was trained on 35 datasets of recorded fish
pairs not used in the later study. When testing on unused cuts of the training
data sets, the discriminator did a good job separating the real fish pair data from
scrambled and switched tracks (see Fig. 1e). For additional information, please
see the supplementary material.

CodeAvailability. All our code is available at gitlab.com/leamusi/
fish_simulation (main project code) and gitlab.com/leamusi/fish_movements
(additional tools for processing fish movements).

3 Results

3.1 Experiment 1: Selection Through Testing on Prelabeled Data

For each dataset of two fish interacting, we did one evolution run using the first
fish as the focal fish, and another using the second fish. Please find detailed
results and plots in the supplementary material. For all runs, the majority (at
least 60%, usually more) of the best performing models had no wall vision.
Results on motor noise are not reported when testing on labeled data, as they
only come to bear when testing in simulation. For dataset N07P3, convergence
was unclear while evolving models for either fish. Partner timesteps 50 frames in
the future were advantageous for modeling the first fish, while input 50 frames
from the past helped the best models of the second fish. For N12P4, the evolution
processes for both fish achieved solutions with comparatively low testing loss.
The best models of the first fish were dominated by inputs 50–100 frames or 1.6–
3.3 s in the past, while the temporal inputs for the second fish were inconclusive.
For dataset N13P3, it appears that only the evolution process for modeling
the first fish converged on good solutions. The timestep results for both fish
were inconclusive. In dataset N13P4, only the evolution strategy for the first fish
achieved solutions with low loss. The first fish’s temporal input was dominated by
information 0 to 100 frames in the future, while the second fish’s was dominated
by past input (100 to 0 frames back). For dataset N16P4, convergence of the
evolution process was unclear for the first fish, but achieved good solutions for
the second one. The results regarding temporal input were inconclusive for both
fish.

https://gitlab.com/leamusi/fish_simulation
https://gitlab.com/leamusi/fish_simulation
https://gitlab.com/leamusi/fish_movements
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T tests on the other hyperparameters between the best and worst performing
models were generally nonsignificant except for input noise factor (which was
always lower in the best models) and the number of hidden nodes (which was
significantly higher in the best models for several fish).

3.2 Experiment 2: Selection Via Discriminator Ratings

Fixed Strategy Parameters. The performance of the evolution strategy using
discriminator ratings fell short of our expectations as we had reached ratings of
up to 0.9 in a pilot study with 40 generations and fixed strategy parameters: the
mutation strength was set at 1 and the mutation rate at 0.3. We therefore report
a selection of these results here (Fig. 2a–d), including the resulting simulations
(see Fig. 2g–h). For dataset N07P3, there was no significant difference on any
hyperparameter except input noise factor (δ = −0.09, t(58) = 2.4, p < 0.05),
while both the best and the worst models had an average of 31 hidden nodes and
20 partner timesteps. Timestep distributions of the best and worst models were
identical. For dataset N12P4, there was no significant difference on any variable,
no clear picture in the timestep distribution, and some of the best rated models
had 0 hidden nodes and a minimum of 7 partner timesteps. The best models
for the other datasets only achieved top ratings of 0.4. For the results obtained
using evolving strategy parameters, please see the supplementary material.

4 Discussion

4.1 Experiment 1

The bimodal distribution of the testing loss seems to indicate that for each
dataset, there are two attractors for a model’s testing loss to gravitate towards,
with the lower one being a natural baseline loss. This baseline may be due to the
fact that a) there may be systematic input factors or modeling choices which our
study does not account for or b) no focal fish’s behavior is entirely deterministic,
and therefore no model can be expected to recreate it perfectly. The absence of
wall vision in most best performing models may be easily explained by the fact
that partner fish (like focal fish) usually stayed close to the walls, meaning that
information about the walls was contained in partner input, and wall vision
input would thus have been redundant. The partner timestep results for both
fish in dataset N07P3 clearly mirror each other. This makes it difficult to state
whether one fish was anticipating the other, the second fish was following the
first reactively, or both. However, it is clear that the two fish’s movements have
a strong temporal connection. The results for N12P4 suggest that the first fish
appears to have used its memory to follow its partner, while the partner itself
was not minding the first fish at all. In N13P4, the temporal results again mirror
each other, making causal inference difficult but showing a clear temporal link
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Fig. 2. a)–d): Results of neuroevolution using selection via discriminator with fixed
strategy parameters. Left column: Change of testing loss (blue) and model complex-
ity (trainable parameters, red) across evolution generations. Right column: Histograms
of partner input timesteps for the 30 best (blue) and the 30 worst (orange) models.
a)–b) Dataset N07P3. c)–d) N12P4. e)–h): Simulations by different models: original
focal fish in green, partner in blue, simulation in red. e) Simulation by one of the
best 30 models for the first fish of dataset N07P3 evolved using prelabeled data. f)
Simulation by the best model for the dataset N12P4 evolved using the discriminator,
with evolving strategy parameters. Discriminator rating 0.5. g) Simulation by the best
model for dataset N07P3 evolved using the discriminator, with fixed strategy param-
eters. Discriminator rating 0.91. h) Simulation by the best model for dataset N12P4
evolved using the discriminator, with fixed strategy parameters. Discriminator rating
0.92. (Color figure online)
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in the pair’s behavior. From the lack of convergence and inconclusive histograms
for the two fish pairs in datasets N13P3 and N16P4, it appears that the two
partners did not mind each other much in either case, which is reflected in a
visualization of the raw data (see supplementary material, Fig. 1).

The results also indicate that models seem to benefit from a low input noise
factor when tested on labeled data, although the average input noise factor in
the best models was still nonzero for all datasets. This suggests a sweet spot for
input noise, at which the noise increases model robustness but does not distort
predictions too much. Apart from this, the results on the general hyperparam-
eters suggest an advantage of having more hidden nodes for modeling some
datasets. Taken together, these results show how evolving the architecture and
input configuration of an FNN can be used to infer the interaction dynamics of
fish pairs. It must be remarked that even the best models evolved with this selec-
tion method did not produce very realistic-looking simulations (see Fig. 2e). This
is likely due to the fact that training and testing were done on input computed
frame-wise from the perspective of the pre-recorded focal fish. When simulat-
ing freely, the agent may move into positions relative to the partner fish that
would be unusual for the real focal fish, meaning that the model did not have
“experience” with such input, and was not selected or trained for it.

4.2 Experiment 2

Using the simulation discriminator for selection in the evolution strategy means
that the results cannot tell us much about the individual datasets being modeled.
The discriminator rates the partner trajectory together with the simulated focal
fish on how much they resemble a real fish pair, but we cannot say for certain
what this rating captures, or what influence the specific partner trajectory has.
Therefore, the best performing genomes can teach us something about creating
lifelike fish simulations in general, but not about imitating a specific focal fish. We
therefore interpret the results jointly, without focusing on each specific dataset.

With Fixed Strategy Parameters. The similarity of the best and worst model
architectures is an astonishing result. It indicates that the only thing which
made a difference here was the random weight initiation when compiling the
models, which led some to learn very high quality simulation skills, while others
possibly got caught in a local minimum. This leads us to the conclusion that a
suitable model architecture is a necessary but not a sufficient condition for good
model performance, and that the contribution of the model training should not
be underestimated. While in experiment 1 specific timesteps and low input noise
were advantageous for modeling specific fish, it appears that something else is
necessary (but not sufficient) when trying to fool a discriminator: the number
and variety of partner timesteps. Given this, hidden nodes may not even be
necessary, and a very simple function of the partner input may produce highly
lifelike simulations.
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5 Summary

We show that by evolving model architectures and input configurations in exper-
iment 1, we can capture how some guppies’ movements can be predicted through
their memory and others’ through their anticipation of a partner’s movements,
with the input-output relationship flexibly determined by an FNN as a function
approximator. In general, more hidden nodes in an FNN did not necessarily seem
to bring an advantage in all pair interactions: the behavior rules leading from
partner perception to the fish’s own behavior can be very simple, confirming the
findings of previous models of fish behavior. For future studies, being able to
infer the temporal dynamics between two fish without experimental manipula-
tion means that we have a new, more efficient way of gauging aspects of a fish’s
social personality (does it tend to react or anticipate?). When attempting to
build socially competent fish robots, we can then adapt their behavior to what
we already know about the specific social partner. Just as in experiment 1, the
results of experiment 2 show that very simple fish behavior models can produce
lifelike simulations. We also learn from this experiment that the architecture itself
does not determine model performance: rather, the right architecture seems to
be necessary but training is key.

6 Limitations and Outlook

One obvious limitation of our study is the fact that our models do no guarantee
causality: finding out that a given FNN approximates the function connecting
hypothetical visual input received by a fish to its movements does not mean that
the real fish was actually using such inputs and performing such computations.
In the case of partner input from the future, for example, it is theoretically
possible that rather than the focal fish predicting the partner’s future position,
the partner is systematically positioning itself a certain way in relation to where
it saw the focal fish looking seconds ago. However, the benefits of such behavior
would be unclear. Another limitation of our approach should be addressed, as
it arises naturally from the work we reviewed above: Our models are clearly
not embodied (not even within the simulation), and we do not account for the
physical dynamics of fish movements at all. This means that our study is only a
first step towards building accurate models of fish movement, which also happens
to answer some more questions about the original data. In future, our models
could undergo further evolution when combined with a model of fish’s bodies
and movement dynamics. An example for this could be the models of burst-coast
swimming dynamics presented by Calovi et al. [8] and Sbraraglia et al. [21]. It
is to be expected that such a joint evolution of social and physical movement
dynamics may produce different solutions than this study, and produce new
insights.
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Abstract. The Bin Packing Problem (BPP) is an optimization problem
where a number of objects are placed within a finite space. This prob-
lem has a wide range of applications, from improving the efficiency of
transportation to reducing waste in manufacturing. In this paper, we are
considering a variant of the BPP where irregular shaped polygons are
required to be placed as close to the center as possible. This variant is
motivated by its application in 3D printing, where central placement of
the objects improves the printing reliability. To find (near) optimum solu-
tions to this problem, we employ Evolutionary Algorithms, and propose
several heuristics. We show how these heuristics interact with each other,
and their most effective configurations in providing the best solutions.

Keywords: Bin Packing Problem · Heuristics · Evolutionary
Algorithms

1 Introduction

The Bin Packing Problem (BPP) is an optimization problem in which a num-
ber of objects are placed within a space to maximize a certain objective func-
tion. The BPP has a wide range of applications in many fields. Some examples
include: reducing material cost in both additive and subtractive manufacturing
(for arranging object placement in 3D printing or cutting sheet material) [17,18],
reducing costs in transportation (for arranging packages in shipping containers)
[14], and warehouse optimization (for optimal placement and storage of goods)
[21].

The dimensionality of the BBP problem, in terms of space and objects, can
differ depending on the nature of the application domain. In this paper, we
consider the field of Fused Filament Fabrication (FFF) 3D printing for additive
manufacturing where three-dimensional irregular shaped objects are placed on
a printing build plate. The objective in this case is to place the objects as close
to the center of the placement area as possible. Due to mechanical limitations of
non-industrial and non-professional FFF 3D printers, the heated build plate is
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sensitive to convection and thermal expansion. This causes heat dissipation and
warping of the printing build plate. This effect is observed at the edge of the build
plate the most. This is shown to be one of the major causes of printing failure
[23,27]. As the popularity of FFF 3D printing has been increasing in recent
years, there is a need for more convenient and effective methods for more reliable
printing [20]. In this paper, we focus on a possible solution to this problem, where
a variant of the BPP aims to place the objects as close to the center as possible.
Other possible applications of this problem could also be found in areas such as
electronic manufacturing, design of circular circuit boards and urban planning.

Our use case is concerned with the placement of irregular polygons at the
center of a printing build plate. Therefore, we formalize this problem as the
2D Irregular Centered BPP (2DICBBP). An example illustration of results from
two commonly used software, in comparison with the results of our approach, are
shown in Fig. 1. A clear distinction between these results is that, the algorithm in
Fig. 1a can handle only convex shapes, whereas, the algorithm in Fig. 1b can also
handle concave shapes. In Fig. 1c, we show the results of our proposed approach
that can yield placement that appears visually denser than the others.

Fig. 1. Visual comparison of the auto-arrange functionality between two currently
available slicer software, and a solution found by the methods proposed in this research.
Each example is over the same concave shapes.

The BBP is difficult to solve computationally. Finding an optimal arrange-
ment is NP-hard [10]. Since computing the optimal solution is challenging,
heuristic search algorithms, such as Evolutionary Algorithms (EA) [4], become
feasible alternatives for reducing computational time and finding approximate
solutions [26].

Many 2DBPP solving methods only focus on packing rectangles of vary-
ing dimensions [15]. However, some solving methods are designed for irregular
shapes, including concave, convex and non-symmetric polygons of varying num-
ber of vertices [24]. The most common application for the 2DBPP is found in
industrial environments such as production (which requires the efficient cutting
of materials), warehouse management, and transport [8,22]. Due to the nature
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of these applications, the vast majority of the 2DBPP solving methods attempt
to leave as much unused space as possible on one of the sides of the “bin”, while
packing as densely as possible from the opposite side. For these reasons, the
heuristics such as the “bottom-left” heuristic where the placement of objects
starts from the bottom-left and proceeds to top-right, have been used widely
[5,6,16].

Guo et al. (2022) presents an extensive review of the decades of research and
literature on the 2D Irregular Bin Packing Problem (2DIBPP) [13]. The wide
range of environments, methods, and parameters across the literature demon-
strate the variability within the 2DIBPP, as well as the wide range of applica-
tions. The designed application of the BPP variation is in essence a 3D packing
problem simplified to a 2D environment. Because of this, it shares similarities
with both 2D and 3D related work. The applications of the 2DIBPP generally lay
in removing/cutting material (such as CNC machining or cutting wood, paper,
sheet metal, etc.), with the intended purpose being to minimize waste material
[19]. The applications of the 3DBPP and 3DIBPP tend to arrange objects (such
as filling containers), with the intended purpose being to maximize the transport
efficiency [11,12]. While the methods in this paper present a solution in a 2D
environment, the underlying purpose is similar to that of a 3D BPP, which is
to place items. Additionally, the goal is to place finite number objects within a
space, as close to the center as possible. However, we are only concerned with a
single bin, thus, placement of the objects in multiple bins is beyond the scope of
this paper.

Currently, slicer software for 3D printers attempts to tackle this problem
through auto-arrange features. However, this process is not optimized. UltiMaker
Cura and PrusaSlicer (Fig. 1) are considered to be two of the most popular slicer
software. Cura has millions of users, according to UltiMaker [3]. Both of these
slicers use the same fundamental process for this auto-arrange feature, libnest2d
[1,2]. While relatively simple and low computational cost, this implementation
is non-optimal and inherently flawed when applied to irregular polygons. For
instance, this method is unable to utilize the space within a concave shape, and
will always use a convex bounding box of each shape [19]. During the course
of this research, a new version of PrusaSlicer was released which tackles this
exact problem (version 2.6.1). Through the use of numerous optimizers, the
newly improved auto-arrange feature is much more effective and can utilize con-
cave shapes, but still shows room for improvement. The recency of this feature
demonstrates how improvements on the BPP around a center point are currently
in development, in demand, and being utilized.

The 2DBBP with the object of center placement remains largely unexplored.
One of the variations of the BPP that shares similar characteristics is referred to
as the Circle Packing Problem (CPP). The CPP packs circles within a bin, and
in some cases, this bin is also circular. In these cases, the objective is to minimize
the size of the circular bin, similar to our objective. Evolutionary methods such
as genetic algorithms and differential evolution have shown to be effective for this
problem [9]. Additionally, the load-balanced BPP attempts to pack items in such
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a way that the center of mass of all the items in the bin is as close to the center
of the bin as possible, for which a hill-climbing search method is used [25]. This
is one of the few BPP variations for which the item’s relation to the center of the
bin plays a role in the objective. Thus, extending this literature, in this work,
we investigate several heuristics combined with the Evolutionary Algorithms to
find effective solutions for the 2-Dimensional Bin Packing Problem for irregular
shapes that are required to be placed as close to the center as possible. We
focus on four-sided irregular polygons to strike a balance between complexity
and feasibility.

2 Method

The problem we tackle in this paper is a version of the BPP where we aim
to place polygons within a 2D space such that their distances to the center is
minimized. This 2D space will be referred to as the bin. In addition, the polygons
should not overlap. Thus, we can state this problem formally as:

Let n be the number of polygons. Each polygon is represented as Pi for i
in [1, n]. Each polygon Pi has vertices represented as Vij for j in [1, k], where k
is the number of vertices in polygon Pi. Let (xij , yij) represent the coordinates
of the j-th vertex of i-th polygon. Let (Xc, Yc) represent the coordinates of the
center of the bin. The objective function can be formulated as:

Minimize D = max(
√

(xij − Xc)2 + (yij − Yc)2) for all i in [1, n] and all j in
[1, k].

Subject to:

– The polygons do not overlap.
– The polygons are within the bin.

To find a (near-)optimum solution to this problem, we use EAs in combina-
tion with a set of heuristics we proposed. In the context of the EAs, we refer to
a candidate solution as PolyGroup, which encodes an arrangement of the poly-
gons. We can generate new PolyGroups from existing ones using evolutionary
operators that are informed by our proposed heuristics.

To calculate the fitness of a PolyGroup, an important evaluation metric is
the distance from the center to the furthest coordinate of the polygons within
the PolyGroup. This distance can also be described as the radius of the circle
that circumscribes the PolyGroup (see Fig. 3 for an example illustration, where
circumscribed circles of PolyGroups are shown in red). As a fitness value, it
is more meaningful to have an indication of the density of the polygons, as
opposed to an absolute value such as this distance/radius. This can help with
comparison of performance of two different evolutionary processes that involve
different shape initializations. Therefore, to reduce differences in fitness across
the use of different polygons, and to gain more insight on the packing density
instead of absolute distance, another method is used. The fitness is calculated
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as the ratio between the surface area of the polygons, and the surface area of
the circumscribed circle.

fitness =
surface area of polygons

surface area of circumscribed circle
(1)

Within a run, the surface area of the polygons will remain constant. The
surface area of the circumscribed circle should decrease, resulting in a higher fit-
ness value. Compared to using the absolute value of the distance to the furthest
away coordinate, this ratio method performs the crucial part of improving when a
desired change is made (a change which brings the furthest coordinate(s) closer),
while additionally providing insight into the density and allowing for more accu-
rate comparisons between runs with different shapes. For comparing the results
of different heuristics, while testing over the same shapes, simply using an abso-
lute value would still show the same performance difference. However, this fitness
method has as added value that it could somewhat be compared with tests using
completely different scales or sizes.

The genotype representation of a PolyGroup encodes the four coordinates of
each polygon on 2-dimensions. We also add a rotation parameter to specify the
rotation angle of polygons. We fix the number of polygons to 5 and thus the
representation of a PolyGroup consists of 45 real-valued numbers.

2.1 Baseline EA

Baseline EA provides a bare minimum algorithm for building our heuristics. This
also provides a point of comparison for the success of the proposed heuristics.
The algorithm consists of the following steps that are standard in EAs:

Initialization. An initial population of PolyGroups is generated by loading
in a pre-generated random set of polygons for each PolyGroup. Not only does this
random polygon selection contain the data of the polygon shapes, but also the
positional and orientation data which is used as the initial placement, in order
to make the experiment repeatable. For a different run, a different randomly
generated set of shapes (and starting positions) is initialized, in order to examine
the EA behavior over altered starting conditions.

Evolutionary Operators. The Baseline EA involves only the mutation
operator to keep it as simple as possible. Other operators, such as recombination,
are implemented and discussed in the Heuristics section. Through the mutation
operator, a new PolyGroup is generated by duplicating a random PolyGroup
from the initialization, or from the survivors of the previous generation. This
newly created PolyGroup will then attempt to undergo mutations in the form
of changing the position and orientation of the polygons within this duplicate.
These changes in position and orientation are made randomly within pre-defined
bounds. Only the mutations which do not cause any overlap between the poly-
gons are accepted. A limited number of mutation attempts are made per polygon
(i.e., 10 attempts), in order to prevent exceedingly long runtimes when one or
more polygons have a small chance of mutating to an unoccupied space, as a
result of being surrounded by other polygons. In the instance that none of the
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mutations are accepted, the duplicate PolyGroup will have identical polygon
placement and orientation as the PolyGroup it was originally duplicated from.

Selection. We use a (μ+λ) selection strategy where λ number of offspring are
generated from μ number of parents, the new generation is formed by selecting
top μ individuals (ranked based on fitness) from the concatenated set of these
two populations [7].

2.2 Heuristics

We propose four heuristics. Each of them is expected to have a positive effect on
the overall performance. However, the exact effect of the heuristics may change
when applied in combination with one or multiple other heuristics.

Recombination. The Recombination heuristic creates a new PolyGroup
from two randomly selected parents. The resulting child PolyGroup is a mix
between its two parents. Each polygon in the child receives a center coordinate
and a rotation value in between the center and rotational values of the corre-
sponding polygon of the parents. The shape of the corresponding polygon is
then built at the assigned center point with the assigned rotation. This allows
the Recombination heuristic to place the child polygon at a location and orien-
tation depending on the location and orientation of the corresponding polygon
of the parents, while preserving the shapes encoded into the genotypes.

Formally, the Recombination heuristic can be stated as follows: let G be a
PolyGroup, containing an arranged set of polygons. Let n be the number of
polygons in the PolyGroup. Each polygon Pi for i ∈ [1, n] consists of a set of
four tuples and a rotation value. Each tuple contains the x- and y-coordinate of
a vertex of the polygon. These four vertices can be used to calculate a center
coordinate, which combined with the rotation value forms (xi, yi, ti). A new
PolyGroup G′, consisting of polygons P ′

i each with a center coordinate and a
rotation in degrees (x′

i, y
′
i, t

′
i), is generated from two parents G(1) and G(2) as

follows:
x′
i = x

(2)
i + (x(1)

i − x
(2)
i )/2 + r(x(1)

i − x
(2)
i )/2,

y′
i = y

(2)
i + (y(1)

i − y
(2)
i )/2 + r(y(1)

i − y
(2)
i )/2

where r is a random value sampled from a triangular distribution between −1
and 1. For t′i in P ′

i , a similar calculation is used, using the same value for r,
but utilizing additional steps to ensure the polygon rotates the direction that
is shortest (clockwise or counter-clockwise), depending on the shortest rotation
between t

(1)
i and t

(2)
i . After the generation of the center coordinate and the

rotation value for each P ′
i in G′, the shape of the corresponding Pi of either parent

G(1) or G(2) is imposed on the center coordinate, to regenerate the coordinates
of the four vertices of P ′

i .
As the creation of polygons P ′

i does not check if the newly created polygons
are overlapping with any other polygons in G′, additional steps are required to
correct any overlapping polygons, and to ensure none of the polygons in G′ are
overlapping. These additional steps are similar to the random mutation operator,
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except for a distinct difference. The random mutation would only attempt a
number of times to move and rotate a polygon randomly within the pre-defined
range, the additional steps to separate any overlapping polygons will continue
until no polygons are overlapping, and can move polygons beyond the pre-defined
range. Instead of reverting the polygon back to its original position after a failed
mutation attempts, such as done by the random mutation, these additional steps
continue to move the polygon from its new still overlapping position, after every
failed mutation. Through this method, an overlapping polygon will randomly
“wander” its vicinity until it no longer overlaps with any other polygons.

Mutation Direction. The mutation operator implemented in Baseline EA
moves and rotates each polygon randomly within given parameters. However,
this mutation method can be altered to improve the fitness. The Mutation Direc-
tion heuristic performs a local search on a polygon based on its local fitness, and
accepts solutions only if the local fitness is improved. The local fitness is the
fitness of an individual polygon, which is defined as the maximum distance from
a vertex of the polygon to the center of the bin. Identical to the mutation opera-
tor, the Mutation Direction heuristic has a fixed number of attempts. However,
with the Mutation Direction heuristic, only the mutations which improve the
local fitness of the polygon are accepted.

The local fitness of a polygon is calculated as: each polygon P has vertices
Vi = (xk, yk) for k in [1,m] where m is the number of vertices of each polygon.
Let (Xc, Yc) represent the coordinates of the center of the bin. For all i in [i, n]

fitnesslocal = max(
√

(xk − Xc)
2 + (yk − Yc)

2), for all k ∈ [1,m].

Mutation Order. For most operations, the order of the polygons and Poly-
Groups is changed to prevent any unintentional biasing. However, the Mutation
Order heuristic offers a different approach. The heuristic sorts polygons by their
local fitness (the distance from the center to the furthest coordinate) in ascend-
ing order before mutation. This is thought to enhance performance as central
polygons can move inward first, freeing up space for outer polygons. For instance,
if polygon A is blocked by polygon B from moving closer to the center, polygon
A cannot move inward. But if polygon B had moved inward first, polygon A
could have followed suit. This heuristic aims to improve such situations where a
movable polygon blocks another polygon’s mutation. By mutating polygons in
ascending local fitness order, polygons closer to the center mutate first, poten-
tially creating space for outer polygons to move inward.

Variable Step Size. The translation and rotation amount for each mutation
is random, within bounds. This random mutation strength is then multiplied by
the step size. The step size can be adjusted to strengthen or weaken the max-
imum amount by which a polygon can be mutated. For the Baseline EA, this
step size remains constant throughout all generations. The Variable Step Size
heuristic introduced a step size which changes depending on the current gener-
ation number. The variable step size is determined according to the following
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formula:
variable step size =

absolute initial step size√
current generation number + 1

(2)

The result of this variable step size formula is that the step size will decrease
over the course of the generations. The step size will be the largest for the first
generation, and will be most drastically reduced over the first few generations,
after which the reduction in step size will become less drastic.

3 Experimental Setup

Each of the mentioned heuristics can be active or inactive, regardless of the
activation state of the other heuristics. Therefore, to examine the effect of each
heuristic on the fitness of the EA, as well as examining the effect in combination
with other heuristics, a binary decision table can be constructed with 16 configu-
rations for the four heuristics. This can be seen in Table 1. We run 30 independent
evolutionary processes for each configuration for 500 generations with a popula-
tion size of 50. Using our implementation, a single evolutionary process, of 500
generations, over one configuration, resulted in a runtime between 30 and 120 s
depending on the number of heuristics used. Our implementation is on Python
3.10, and ran on an AMD Ryzen 5 3600X processor, without parallelization. The
algorithm could further be optimized to increase the speed. In comparison, other
available software packages (demonstrated in Fig. 1a and 1b) were implemented
using C++ and can provide results in seconds. However, they do not employ an
evolutionary optimization approach to provide better placement.

During the initialization process of each run, all configurations are initialized
with the same set of randomly generated shapes and starting positions. There-
fore, all configurations within a run share the exact same starting parameters.
For each different run, a different set of random shapes and starting positions
is used. All starting conditions are equal within a run, but are different across
runs.

The final fitness value of the 30 runs of a configuration, can be compared to
the 30 final fitness values of another configuration using the Wilcoxon signed-
rank test. This test can be used to compare each configuration with every other
configuration, and examine its statistical significance.

4 Results

4.1 Configuration Performance Results

After running each configuration, fitness progression plots have been created for
each individual configuration. The fitness plot of each individual configuration,
along with their average final fitness (AFF - average of final fitness value at
the end of the evolutionary processes), and the standard deviation range of the
30 runs, can be found in Supplementary Material. Additionally, the complete
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Table 1. The Configurations Setup table shows the properties of each configuration.
The name of each configuration is shortened to config and a number. When a heuristic
is stated as True, it is applied to that configuration. When a heuristic is set to False,
it is not.

Configurations Setup

Configura-
tions

Recombi-
nation

Mutation
Direction

Mutation
Order

Variable
Step Size

config 1 False False False False

config 2 False False False True

config 3 False False True False

config 4 False False True True

config 5 False True False False

config 6 False True False True

config 7 False True True False

config 8 False True True True

config 9 True False False False

config 10 True False False True

config 11 True False True False

config 12 True False True True

config 13 True True False False

config 14 True True False True

config 15 True True True False

config 16 True True True True

evolutionary process of a single run over all configurations can be seen in this
video: https://rb.gy/7i9diu.

The numerical results can be found in Table 2, sorted by (AFF) in descending
order. The results show emerging groups of four configurations, which each have
similar average final fitness values, and share heuristic properties. Configurations
10, 12, 2, and 4 form Group A, and have the highest AFF. All four configurations
of Group A have Mutation Direction set to False, and Variable Step Size set to
True. Configurations 14, 16, 15 and 13 form Group B. All configurations in Group
B have Recombination and Mutation Direction set to True. Configurations 5, 6,
7 and 8 form Group C. All configurations in Group C have Recombination set
to False and Mutation Direction set to True. Finally, configurations 11, 1, 9 and
3 form Group D. All configurations in Group D have Mutation Direction and
Variable Step Size set to False.

Figure 2 shows the average fitness trends during the evolutionary pro-
cesses. It is clear that each configuration within a group shows similar behav-
ior/progression as the other configurations in its group. Additionally, each group
shows different behavior/progression compared to the other groups. Group A
and D show similar behavior, as they both show relatively slow progression over

https://drive.google.com/file/d/14Gr01ZVGyLyoxbzBh3SmiHrZOpbroBCJ/view?usp=sharing
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Table 2. The numerical results of the runs from Fig. 2, sorted by AFF in descending
order. The column labeled as “Statistical Test” shows the statistical significance of
the results relative to the first row (“=” and “+” representing statistical similarity or
difference respectively) based on the Wilcoxon signed-rank test, and a p-value of 0,05.
The groups are defined based on the ranking on the AFF of the configurations.

Configurations Results by AFF

HeuristicsConfigura-
tions Recom-

bination
Muta-
tion
Direc-
tion

Muta-
tion
Order

Variable
Step
Size

AFF Std
Range

Statis-
tical
Test

Group

config 10 True False False True 0,633 0,108

config 12 True False True True 0,624 0,084 =

config 2 False False False True 0,611 0,1 =

config 4 False False True True 0,609 0,077 +

A

config 14 True True False True 0,562 0,121 +

config 16 True True True True 0,546 0,117 +

config 15 True True True False 0,529 0,144 +

config 13 True True False False 0,518 0,122 +

B

config 5 False True False False 0,483 0,123 +

config 6 False True False True 0,481 0,135 +

config 7 False True True False 0,48 0,117 +

config 8 False True True True 0,476 0,128 +

C

config 11 True False True False 0,453 0,089 +

config 1 False False False False 0,441 0,076 +

config 9 True False False False 0,439 0,074 +

config 3 False False True False 0,427 0,065 +

D

the evaluations, but continue to increase throughout all 500 generations. The
main performance difference between Group A and D is that Group A has a
much stronger fitness increase in the first few generations. The only difference
in heuristics between these two groups, is that Group A has Variable Step Size
set to True, while Group D has Variable Step Size set to False. Both overlap in
sharing Mutation Direction to be set as False. Group B and C also show compa-
rable differences in their behavior. Both show a very strong increase in fitness in
the first few generations. The configurations in these groups increase their per-
formance to such an extent that their fitness temporarily surpasses the fitness of
the configurations in Group A (which will in later generations overtake Group
B and C in fitness). The only difference in heuristics between Group B and C is
that Group B has Recombination set to True, while Group C has Recombination
set to False. Both overlap in sharing Mutation Direction as True.

To have a visual understanding of the difference in performance between each
group, the polygon positioning of the first and last generation can be observed
for a configuration of each group in Fig. 3. The example configurations are config
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Fig. 2. The average fitness of each configuration, using 30 runs per configuration.
Each run lasted 500 generations (25000 evaluations in total for population size of 50).
Using evaluations on the x-axis allows for more accurate plot comparison when other
parent/children sizes are used.

12 for Group A, config 16 for Group B, config 6 for Group C and config 1 for
Group D. These configurations are the second best in each group, to represent the
average performance of the group. The visualizations of the polygon positioning
of all configurations, in addition to the group examples of two other runs, can
be found in Supplementary Material.

The Std range of each configuration, as seen in Table 2, gives an indication as
to the consistency between runs. This shows how sensitive the configurations are
to changes in the shapes/initial positions, and how much a configuration relies on
randomness and its vulnerability towards local maxima. The Std range between
the configurations within each group tends to be similar. The average Std range
for groups A, B, C and D are 0.092, 0.126, 0.126 and 0.076 respectively.

4.2 Individual Heuristic Effects

While the results in Fig. 2 and Table 2 show which combinations of heuristics
result in the highest fitness value, the effect of the individual heuristics must also
be examined. For example, when examining the effect of Recombination, one of
the pairs to examine is the pair of config 1 and config 9. As seen in Table 1, these
configurations share the same heuristics, but config 9 is with the Recombination
heuristics whilst config 1 is without. Pairs such as these can be examined to gain
better insight into what the effect is of each individual heuristic on different
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Fig. 3. The polygon positioning of the first and last generation of one configuration
per group. Each of the visualizations is over the same run (run 1), therefore having the
same shapes and starting position.

heuristic configurations. These pairs, and the effect of each individual heuristic,
can be seen in Table 3.

Table 3a examines the effect of the Recombination heuristic. For each use
of the Recombination heuristic, it shows a positive or insignificant effect. This
indicates that the Recombination heuristic as implemented in this research did
not have a measurable negative effect, and only had a positive or insignificant
effect. Only one of the configuration pairs between 1–4 has a significant positive
effect, while all configuration pairs between 5–8 have a significant positive effect.
This would seem to indicate that the effect of the Recombination heuristic is
influenced by the presence of the Mutation Direction heuristic. Table 3b examines
the effect of the Mutation Direction heuristic. The effect of this heuristic is
significant for each configuration pair, indicating it has a strong effect on the
performance, regardless of the other heuristics. However, whether the Mutation
Direction heuristic has a significant positive or negative effect seems to be reliant
on the presence of other heuristics. For configuration pairs 1, 3, 5 and 7, the
heuristic has a significant positive effect, while for pairs 2, 4, 6, and 8, the
heuristic has a significant negative effect. This clearly shows that the Mutation
Direction heuristic as implemented in this research is heavily reliant on the
Variable Step Size heuristic. When the Variable Step Size heuristic is False, then
the presence of the Mutation Direction heuristic shows a significant positive effect
on the final fitness. However, when the Variable Step Size heuristic is True, then
the presence of the Mutation Direction heuristic shows a significant negative
effect on the final fitness. Table 3c examines the effect of the Mutation Order
heuristic. The Mutation Order Heuristic has no significant effect for configuration
pairs 1–4, while showing more significant effect in configurations 5–8. The only
two configuration pairs with a significant positive effect, pair 5 and 7, seem to
indicate that the Mutation Order heuristic only has a somewhat significant effect
when there is Recombination and no Variable Step Size present.

Finally, Table 3d examines the effect of the Variable Step Size heuristic. The
results clearly demonstrate that the Variable Step Size heuristic only has a pos-
itive effect on the final fitness when the Mutation Direction heuristic is False. If
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Table 3. Each sub-table shows the numbers of configuration pairs which are identical,
besides being with or without a single focused heuristic. The presence of this focused
heuristic either has a positive (P), negative (N), or statistically insignificant (I) effect on
the AFF. The non-focused heuristics are kept constant between the two configurations
of each pair. The heuristics are shortened to a letter for compactness. Recombination
(R), Mutation Direction (D), Mutation Order (O), Variable Step Size (V). The use of
these heuristics is denoted as either True (T) or False (F).

Pair
nr.

Without With D O V Effect
on
AFF

1 config 1 config 9 F F F I

2 config 2 config 10 F F T I

3 config 3 config 11 F T F P

4 config 4 config 12 F T T I

5 config 5 config 13 T F F P

6 config 6 config 14 T F T P

7 config 7 config 15 T T F P

8 config 8 config 16 T T T P

(a) Focused heuristic: Recombination

Pair
nr.

Without With R O V Effect
on
AFF

1 config 1 config 5 F F F P

2 config 2 config 6 F F T N

3 config 3 config 7 F T F P

4 config 4 config 8 F T T N

5 config 9 config 13 T F F P

6 config 10 config 14 T F T N

7 config 11 config 15 T T F P

8 config 12 config 16 T T T N

(b) Focused heuristic: Mutation Direction

Pair
nr.

Without With R D V Effect
on
AFF

1 config 1 config 3 F F F I

2 config 2 config 4 F F T I

3 config 5 config 7 F T F I

4 config 6 config 8 F T T I

5 config 9 config 11 T F F P

6 config 10 config 12 T F T I

7 config 13 config 15 T T F P

8 config 14 config 16 T T T N

(c) Focused heuristic: Mutation Order

Pair
nr.

Without With R D O Effect
on
AFF

1 config 1 config 2 F F F P

2 config 3 config 4 F F T P

3 config 5 config 6 F T F I

4 config 7 config 8 F T T I

5 config 9 config 10 T F F P

6 config 11 config 12 T F T P

7 config 13 config 14 T T F I

8 config 15 config 16 T T T I

(d) Focused heuristic: Variable Step Size

the Mutation Direction heuristic is True, then the Variable Step Size heuristic
has no significant effect.

5 Discussion

In conclusion, the 2DICBPP, as implemented in this paper, demonstrates con-
sistent positive and negative changes when certain heuristic combinations are
applied. However, these effects are not always the same, and can vary greatly
depending on the presence of other heuristics. Each heuristic impacts the perfor-
mance and behavior of the EA differently. Additionally, the effect of the heuristics
themselves are impacted by the behavior of the EA.
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The Recombination heuristic has only shown positive or insignificant effects.
Its positive effects are most notable when the EA without the Recombination
heuristic is prone to getting stuck at a local optimum. This indicates that the
main positive effect of the Recombination heuristic comes from introducing ran-
domness and new variations. The effect of the Mutation Direction and Variable
Step Size heuristics showed high dependence on the presence of one another. The
presence of the Mutation Direction will make the effect of the Variable Step Size
insignificant, which otherwise would be positive. The presence of the Variable
Step Size will make the Mutation Direction have a negative effect, which would
otherwise have a positive effect. The Mutation Order heuristic generally had a
very insignificant and mild effect, but seems more influential in EAs with more
variety among the population.

These findings demonstrate how the effect of individual heuristics on the per-
formance of the EA can be highly dependent on the presence of other heuristics,
within the confines of the 2DICBPP.

6 Conclusion

The objective of this paper is to formalize a variant of a 2-dimensional bin
packing problem that can be applied to 3D printing for object placement to
improve efficiency and reliability. We propose several heuristics within the EAs
to improve the placement of polygon shaped objects as close to the center as
possible, in order to reduce the effect of mechanical limitations.

We demonstrate the effects of the proposed heuristics, when they are applied
individually or in combination. Each heuristic contains some variables or design
decisions, which may or may not form an accurate representation of similar
heuristics. Additional research that can examine varieties of other types of heuris-
tics may lead to new insights or allow for heuristic combinations that can have a
positive impact. Although our visual inspection of the results of the existing soft-
ware packages indicated that they could be improved, quantitative assessment
of their performance and comparing to our results can provide further insights.

The main comparison between the configurations was using the fitness val-
ues after 500 generations. While it is likely that many applications which require
some solution for the 2DICBPP have the time to run an extensive EA with hun-
dreds of generations, some applications may be more time sensitive and require
a much shorter run. Researching the result of the heuristics on multiple gener-
ation intervals may give additional insights into effective heuristics for different
use cases.

Finally, an optimization problem such as the 2DICBPP may benefit from
stepping away from traditional EA implementations and applying more versatile
methods. For example, the Mutation Direction heuristic may be used mutualis-
tically with the Variable Step Size heuristic, or a type of shuffling/randomization
heuristic, when being alternated at crucial moments. EAs which apply different
heuristics throughout the same run, depending on generation intervals or if cer-
tain triggers are met, may result in more efficient solving methods, but will need
further research.
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11. Gonçalves, J.F., Resende, M.G.: A biased random key genetic algorithm for 2d and
3d bin packing problems. Int. J. Prod. Econ. 145(2), 500–510 (2013). https://doi.
org/10.1016/j.ijpe.2013.04.019

12. Griffiths, V., Scanlan, J.P., Eres, M.H., Martinez-Sykora, A., Chinchapatnam, P.:
Cost-driven build orientation and bin packing of parts in selective laser melting
(SLM). Eur. J. Oper. Res. 273(1), 334–352 (2019). https://doi.org/10.1016/j.ejor.
2018.07.053

13. Guo, B., Zhang, Y., Hu, J., Li, J., Wu, F., Peng, Q., Zhang, Q.: Two-dimensional
irregular packing problems: a review. Front. Mech. Eng. 8, August 2022. https://
doi.org/10.3389/fmech.2022.966691

14. Kang, K., Moon, I., Wang, H.: A hybrid genetic algorithm with a new packing strat-
egy for the three-dimensional bin packing problem. Appl. Math. Comput.219(3),
1287–1299 (2012). https://doi.org/10.1016/j.amc.2012.07.036

15. Kao, C.Y., Horng, J.T.: On solving rectangle bin packing problems using genetic
algorithms. In: Proceedings of IEEE International Conference on Systems, Man
and Cybernetics (1994). https://doi.org/10.1109/icsmc.1994.400073

16. Laabadi, S., Naimi, M., Amri, H.E., Achchab, B.: A binary crow search algorithm
for solving two-dimensional bin packing problem with fixed orientation. Procedia
Comput. Sci. 167, 809–818 (2020). https://doi.org/10.1016/j.procs.2020.03.420

17. Lamas-Fernandez, C., Bennell, J.A., Martinez-Sykora, A.: Voxel-based solution
approaches to the three-dimensional irregular packing problem. Oper. Res. 71(4),
1298–1317 (2023). https://doi.org/10.1287/opre.2022.2260

https://github.com/tamasmeszaros/libnest2d
https://github.com/tamasmeszaros/libnest2d
https://github.com/Ultimaker/pynest2d
https://ultimaker.com/software/ultimaker-cura/
https://ultimaker.com/software/ultimaker-cura/
https://doi.org/10.1162/evco.1993.1.1.1
https://doi.org/10.1162/evco.1993.1.1.1
https://doi.org/10.1162/evco.1993.1.1.1
https://doi.org/10.1057/jors.1987.70
https://doi.org/10.1287/opre.1060.0293
https://doi.org/10.1109/cec.2002.1006216
https://doi.org/10.1287/ijoc.2020.1014
https://doi.org/10.1007/978-3-7091-2748-3_8
https://doi.org/10.1016/j.ijpe.2013.04.019
https://doi.org/10.1016/j.ijpe.2013.04.019
https://doi.org/10.1016/j.ejor.2018.07.053
https://doi.org/10.1016/j.ejor.2018.07.053
https://doi.org/10.3389/fmech.2022.966691
https://doi.org/10.3389/fmech.2022.966691
https://doi.org/10.1016/j.amc.2012.07.036
https://doi.org/10.1109/icsmc.1994.400073
https://doi.org/10.1016/j.procs.2020.03.420
https://doi.org/10.1287/opre.2022.2260


Evolutionary Optimization for the Centered Bin Packing Problem 177

18. Lodi, A., Martello, S., Vigo, D.: Approximation algorithms for the oriented two-
dimensional bin packing problem. Eur. J. Oper. Res. 112(1), 158–166 (1999).
https://doi.org/10.1016/s0377-2217(97)00388-3 ¡error l=”308” c=”Invalid ¡error
l=”306” c=”Invalid ¡error l=”307” c=”Invalid
command: paragraph not started.” /¿ command: paragraph not started.” /¿
command: paragraph not started.” /¿ ¡error l=”308” c=”Invalid ¡error l=”306”
c=”Invalid
command: paragraph not started.” /¿ command: paragraph not started.” /¿
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Abstract. Behaviour trees (BTs) are commonly used as controllers in
robotic swarms due their modular composition and to the fact that they
can be easily interpreted by humans. From an algorithmic perspective,
an additional advantage is that extra modules can easily be introduced
and incorporated into new trees. Genetic Programming (GP) has already
been shown to be capable of evolving BTs to achieve a variety of sub-
tasks (primitives) of a higher-level goal. In this work we show that a hier-
archical controller can be evolved that first uses GP to evolve a repertoire
of primitives expressed as BTs, and then to evolve a high-level BT con-
troller that leverages the evolved repertoire for a foraging task. We show
that the hierarchical approach that uses BTs at two levels outperforms
a baseline in which the BTs are evolved using only low-level nodes. In
addition, we propose a method to improve the quality of the primitive
repertoire, which in turn results in improved high-level BTs.

Keywords: Swarm-robotics · Quality-Diversity ·
Genetic-Programming

1 Introduction

Collective intelligence arises in a swarm via the interaction of multiple agents
that act individually according to their current perception of the environment.
Many approaches to designing a control mechanism that results in a desired
behaviour at the swarm level exist in the literature. A common means of con-
trol is to use a hierarchical controller in which a set of low-level control modules
referred to as primitives are combined into a complex controller, referred to as an
arbitrator [6,11,14,21]. The low-level modules (primitives) can either be hand-
designed [11] or auto-designed, e.g. using evolution to evolve a neural-network
controller [6,14] or a behaviour-tree (BT) [24]. Quality-diversity approaches such
as MAP-Elites and Novelty search are increasingly being used to generate reper-
toires of primitives: Montague et. al. [24] use genetic programming combined
with MAP-Elites to generate BT primitives for a foraging task, while in [8,15]
a repertoire of neural controllers is generated using novelty-search and neuro-
evolution. Arbitrators can also take many different forms: the AutoMoDe family
of controllers mainly uses probabilistic finite-state machines (PFSMs) [15], while
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S. Smith et al. (Eds.): EvoApplications 2024, LNCS 14634, pp. 178–193, 2024.
https://doi.org/10.1007/978-3-031-56852-7_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-56852-7_12&domain=pdf
http://orcid.org/0000-0002-5405-4413
http://orcid.org/0000-0002-4841-0805
https://doi.org/10.1007/978-3-031-56852-7_12


A Hierarchical Approach to Evolving Behaviour-Trees for Swarm Control 179

BTs are used in [17–19,21]. Neural networks can also be evolved as arbitrators,
e.g. [13].

It is clear from the above that in developing a hierarchical controller, there
are many choices in terms of the representation of both primitives and arbitra-
tors. We suggest that BTs are an obvious choice for describing both primitives
and arbitrators. A BT is itself a hierarchical model which consists of actions,
conditions, and operators connected by directed edges [4]. They are modular in
the sense that the set of actions available to the tree can be easily modified, any
part of the tree can be extracted and reused, and the modules themselves can be
generated by multiple means. In addition, although neural controllers are more
common, they are not well-suited to crossing the reality-gap (i.e. obtaining con-
sistent performance between a simulated experiment and a physical experiment)
due to the fine-tuned precision obtained in simulation. Conversely, Francesca et.
al. [11] propose that increasing bias by constraining the evolutionary search to
pre-defined behaviour modules reduces variance and therefore sensitivity to the
reality gap. Furthermore, a neural network can also be difficult to analyse or
modify whereas BTs are human-readable and therefore go some way towards
being explainable [16].

In this paper, we build on an existing line of work in hierarchical controller
development by using evolutionary methods to develop a hierarchical control sys-
tem for a swarm which has an interpretable controller. Specifically, we use two
evolutionary methods to learn a hierarchical controller whose primitives and
arbitrator are both represented as BTs: to the best of our knowledge, there is no
existing hierarchical controller of this form. We leverage a set of primitives which
are evolved to fulfil several manually defined objectives for this purpose, using
(1) a multi-task version of GP (MTGP) and (2) MAP-Elites, both described
by [24]. We first extend the work of [24] in improving the quality of the prim-
itive set learned by MTGP by introducing the notion of compatible objectives
(see Sect. 3.2). We then use GP to evolve a BT arbitrator for a foraging task,
comparing the use of the different primitives’ repertoires evolved in the previous
step as input. We find that the arbitrator using primitives as nodes significantly
outperforms a learned controller that uses low-level behaviours directly. Sec-
ondly, our results demonstrate that using a repertoire that contains multiple,
diverse versions of each primitive leads to higher performing arbitrators than
using a repertoire containing only a single high-performing primitive for each of
the desired sub-behaviours.

2 Background

Hierarchical forms of control in which a desired task is decomposed into a set of
simpler sub-tasks are common in many areas of robotics. Typically, an arbitrator
is designed that selects primitives that execute individual behaviours, where
the arbitrator can be informed by inputs from the environment or the robot’s
perceptions.
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A long line of work in developing hierarchical controllers was spawned with
AutoMoDe [11] and its sequence of successors [3,10,19–22]. This family of meth-
ods almost all generate probabilistic finite-state machine (PFSM) arbitrators,
optimised using iterated F-race [23], with some exceptions e.g. IcePop [20] which
uses Simulated Annealing as the optimiser.

In another example Cully et. al. [6] evolve a large set of walking gaits using
a quality-diversity algorithm (MAP-Elites) for a legged robot, and an arbitrator
(using Bayesian optimisation) selects the most appropriate primitive given the
state of the robot and environment. Duarte et. al. [7] propose EvoRBC which
also uses a QD algorithm (Novelty-Search) to first evolve a repertoire of low-
level locomotion patterns (represented as vectors of parameters supplied to the
robot’s actuation system), and then to evolve a neural-network which acts as
an arbitrator. EvoRBC-II extended the EvoRBC approach to include the use
of closed-loop primitives. In the previously mentioned work, the goal of each
primitive is hand-designed: that is, the decomposition of the desired high-level
behaviour into primitives is performed by a human with knowledge of the desired
task, e.g. for a foraging task, specifying primitives such as ‘go-to-food’ or ’go-
to-nest’. In [15], a new approach is proposed which is mission agnostic, i.e. does
not rely on the definition of task specific primitives. Their framework ‘Nata’
automatically generates probabilistic finite-state machines (arbitrators) in which
states are selected from a repertoire of neural networks, and transition conditions
are selected from a set of rules based on the sensory capabilities of the robotic
platform considered [15]. A QD method is again used to generate a repertoire,
after which Iterated F-Race [23] is used to assemble them into PFSMs.

Many of the methods just mentioned use neural network controllers either
to create the repertoire of primitives or as the arbitrator. However, some con-
cerns have been raised that such finely tuned precision is not suited to crossing
the reality gap [11] while an additional concern is that a neural-network is a
black-box, i.e. it is difficult to analyse or modify. PFSMs go someway towards
addressing this criticism but require a compromise between reactivity and mod-
ularity: they cannot easily be broken down into their constituent parts because
of dependencies between components and they do not scale well as the num-
ber of states grows [5]. On the other hand, Behaviour Trees (BTs) have an
inherent capacity to reproduce the same functionality as PFSMs [4], but they
maintain independence between components which removes these trade-offs and
constraints. As noted by [16], they are also human-readable and therefore can
be useful in explaining behaviours. Montague et. al. [24] proposed a method of
evolving BT primitives using GP, exploring a multi-task GP method as well as
MAP-Elites, but did not extend this to evolving an arbitrator. MAPLE [18] and
Cedrata [19], both from the AutoMoDe family, use iterated F-Race to evolve
BT arbitrators but not primitives. In Kuckling et. al. [21], two new variants of
Cedrata are proposed, Cedrata-GP and Cedrata-GE which are based on genetic
programming and grammatical evolution, respectively. The performance of the
evolved BTs is compared against the performance of solutions created by a
human designer, showing that Cedrata finds solutions that are also reliably found
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by human designers. However, the automatic design methods fail to discover the
same communication strategies as the human designers.

In this paper we propose an approach in which for the first time both the
primitives and arbitrator are represented as BTs, leading to increased trans-
parency in interpreting them. We first extend the work described in [24] that
uses GP and QD methods to evolve a repertoire of primitives to improve the
quality of the repertoire. Then we evolve a BT arbitrator that leverages this
repertoire using GP, evaluating it on a foraging task that is common in swarm
robotics.

3 Methodology

The goal of this work is to evolve a hierarchical controller for a foraging task
which is composed of BTs at both the primitive and arbitrator level, evolved
by GP in both cases. We build directly on previous work by Montague et. al.
[24] which demonstrated that GP could be used to generate BT primitives for a
foraging task but stopped short of generating the high-level arbitrator. We make
the following contributions:

– Evolve an extended set of primitives to enlarge the repertoire available to
the arbitrator using (1) MAP-Elites in conjunction with GP (a Quality
Diversity algorithm denoted QD) and (2) a multi-task GP method (denoted
MTGP1) that simultaneously evolves for multiple task fitnesses using an
implicit diversity mechanism. Specifically, we extend the set of primitives from
increase-neighbourhood-density, go-to-nest and go-to-food to include reduce-
neighbourhood-density, go-away-from-nest and go-away-from-food.

– Propose an approach to improve the quality of the repertoires generated by
the multi-task method MTGP that only considers compatible objectives in its
task set, i.e. does not include for example go-to-food and go-away-from-food
which cannot be satisfied by the same controller.

– Use GP to evolve a high-level BT controller for a foraging task leveraging the
primitive repertoires as input, comparing repertoires created by the different
methods outlined above.

3.1 Setup

We consider a foraging task in which the objective is for each robot in the swarm
to visit the food region and then the nest region as many times as possible over
the course of each simulated trial. A more detailed description can be found in
Sect. 4.2.

As per [24], a swarm is composed of nine footbot robots (Fig. 1, [1]) deployed
in the arena shown in Fig. 2. Controllers are evaluated using the ARGoS simula-
tor [25]. We use the same set up as described in [24], where the robots navigate
1 Note that the authors in [24] referred to this method as e.g. GPO1,O2,O3 however we

believe it is more correctly described as a multi-task algorithm, e.g. [26].
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by estimating the distance and direction of points of interest using information
from their neighbours, while a blackboard provides an interface between the BT
controllers and the footbots’ sensor data. The reader is referred to the publica-
tion of [24] for full details.

In each set of experiments (to evolve primitives or arbitrators) each controller
is evaluated over ten trials with randomised starting positions divided between
two predefined arena configurations. The only difference in the way that arbitra-
tors are evaluated compared with the primitives is that the length of each trial
is increased from 20 s to 100 s.

Fig. 1. A screenshot of a footbot robot
in the arena taken in ARGoS.

Fig. 2. The arena layout, with nine
robots initialised in random starting
positions.

In all of our experiments we evolve BT controllers with GP implemented using
DEAP [9]. For the quality-diversity approach we combine GP with MAP-Elites
using QDpy2. We use the same evolutionary parameters and BT implementation
as described in [24], except that we add a new condition - ifGotFood - which
indicates whether the robot has visited the food region since its last visit to the
nest region. In doing so, we introduce a new internal state. Tables 1 and 2 list
the nodes for evolving primitives for ease of reference. The reader is referred to
[24] for detailed descriptions of the algorithms and GP implementation.

Each algorithm is run with ten different random seeds for each objective
(or combination of objectives) for 1000 generations. The GP population size
and the MAP-Elites batch size are both set to 25, while MTGP is assigned a
population of 75 to reflect that it generates controllers for three objectives at
once (therefore does not have to be run 3 times as with the other methods).
All parameter settings are taken from [24]. Performance for each primitive is
defined according to the median over 10 runs of the metrics described in [24] for
the three primitive behaviours defined in [24] and for the three new primitive
behaviours as defined in Sect. 3.2 which we introduce in this paper. The fitness
of a BT arbitrator is defined in Sect. 4.2.
2 https://pypi.org/project/qdpy/.

https://pypi.org/project/qdpy/


A Hierarchical Approach to Evolving Behaviour-Trees for Swarm Control 183

3.2 Evolving New Primitives

As noted above, we first use Map-Elites (denoted QD from herein) and MTGP to
evolve three new primitives which provide the opposite behaviour to the original
primitives, increase density, go to nest and go to food. The motivation behind
this is to increase the number of options available to the arbitrator which in
turn might find better behaviours. We opted for ‘obvious’ objectives at this
stage, but there is clearly room for considering either further hand-crafted ones
or auto-generating them in future work. These primitives are described in detail
below:

– Decrease neighbourhood density maximises the difference between the
density of neighbouring robots at the beginning and end of each trial, which
we calculate by subtracting the final density from the initial density.

– Move away from the nest region maximises the difference in distance
estimated by each robot at the start and end of each trial based on the short-
est route by hops via neighbouring robots. The difference is calculated by
subtracting the final distance from the initial distance.

– Move away from the food region maximises the difference in the robots’
absolute distance to the food region at the beginning and end of each trial,
calculated by subtracting the initial distance from the final distance.

These primitives are evolved using the same nodes as in [24], as shown in
Tables 1 and 2.

Table 1. Condition Nodes

If on food Returns success if the robot is within the food region

If food to left Returns success if the shortest route to the food region is to the robot’s
left

If food to right Returns success if the the shortest route to the food region is to the
robot’s right

If in nest Returns success if the robot is within the nest region

If nest to left Returns success if the shortest route to the nest region is to the robot’s
left

If nest to right Returns success if the shortest route to the nest region is to the robot’s
right

If robot to left Returns success if the nearest robot is to this robot’s left

If robot to right Returns success if the nearest robot is to this robot’s right

The choice of primitives to be evolved can cause issues for MTGP: at each
iteration, this algorithm randomly selects one of the objective functions and
assigns a fitness based on the chosen function. This encourages generalisation and
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Table 2. Action Nodes

Stop No movement for one tick

Forwards Move forwards for one tick

Forwards left Right wheel forwards for one tick, rotating the robot anti-clockwise

Forwards right Left wheel forwards for one tick, rotating the robot clockwise

Reverse Move backwards for one tick

Reverse left Right wheel in reverse for one tick, rotating the robot clockwise

Reverse right Left wheel in reverse for one tick, rotating the robot anti-clockwise

was shown by [24] to improve performance for some objectives compared to a GP
algorithm that evolved for each objective individually. However, it should be clear
that some objectives are incompatible as previously mentioned. We therefore
evaluate two versions of MTGP: one in which only compatible objectives are
used, and another which includes objectives which are mutually exclusive. Hence,
the following algorithms for evolving primitives are compared:

– GP: A baseline GP algorithm that evolves controllers for one objective at a
time and is repeated for each primitive.

– MTGP: An algorithm that evolves controllers for multiple objectives at once,
selecting one objective at random as the fitness function for each tournament
used to select parents. We compare its performance using both incompatible
(dubbed MTI) and compatible (dubbed MTC) combinations of objectives.

– QD: A MAP-Elites algorithm that evolves a collection of solutions for one
objective at a time whose behaviours are diverse with respect to a set of user-
defined characteristics. The characteristics which distinguish them are taken
from [24] and are: difference in the ratios of forwards and backwards move-
ment; ratios of clockwise and anti-clockwise rotations; the ratio of condition
nodes and action nodes which are executed during simulation.

We define (increase density, go to nest and go away from food) as one set of
compatible objectives, and (reduce density, go away from nest and go to food) as
another3. We also define two sets of incompatible objectives: (increase density,
go to nest and go to food) and (reduce density, go away from nest and go away
from food).

3.3 Evolving an Arbitrator

To evolve a high-level foraging behaviour that leverages a repertoire of primitives
evolved above, we use the single objective GP algorithm denoted GP above.

3 Obviously objectives such as increase density and decrease density are mutually
exclusive and therefore are never considered together.
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This is exactly the same algorithm proposed by [24] except that the low-level
action nodes are replaced by the primitives in the chosen repertoire and the
set of condition nodes is restricted. We use the same evolutionary parameters
as used to evolve the primitive repertoire, maintaining the population size of
25 individuals and running the algorithm for 1000 generations. Foraging also
requires longer simulations so we increase the length of each trial in the arena
from 20 s for primitives to 100 s for the arbitrator.

The objective function for the arbitrator rewards robots for each visit to
the nest region which follows a visit to the food region. Upon visiting the food
region, a robot is considered to be carrying food. If it then enters the nest region
it reverts back to its default state and its score is incremented by one.

The fitness score S is defined as the number of times any robot carrying food
arrives in the nest f divided by the number of robots in the arena r (which is
nine in these experiments), i.e. S = f/r

We compare the following repertoires as input to this method:

– R1: the highest performing behaviour for each primitive found by QD.
– R2: the highest performing behaviour for each primitive returned by MTGP

using compatible behaviours4.
– R3: a repertoire containing multiple diverse BTs for each primitive. This is

obtained by dividing the whole container returned by MAP-Elites into two
equally sized bins along each axis, selecting the best controller from each
of the eight resulting bins. This results in 8 behaviours for each of the 6
objectives, i.e. a total of 48 action nodes in the repertoire.

– R4: a repertoire containing eight diverse BTs for each primitive obtained by
casting all individuals found by MTGP to the same MAP-Elites grid and
dividing the axes in the same way, retrieving the best BT from each of the
resulting eight bins.

– R5: a baseline experiment which uses the low-level action nodes used to evolve
the primitives.

Note that using the repertoires of evolved primitives makes several of the
condition nodes used by [24] obsolete. For example, condition nodes concerned
only with navigation such as ‘ifRobotToLeft/Right’ are irrelevant at the arbi-
trator’s level of abstraction and are therefore removed from the condition lists.
This leaves just three condition nodes: (1) Is this robot in the food region; (2)
Is this robot in the nest region; (3) Is this robot carrying food. The mutation
operators insert condition or action nodes with equal probability.

4 Results

We first evaluate the proposed approaches for improving the primitive reper-
toires, i.e. by adding additional objectives, and using two versions of MTGP
with compatible or incompatible subsets of objectives.
4 Experiments in Sect. 4.1 showed that the performance of MTGP using compatible

objectives was often better than using incompatible objectives.
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4.1 Extending and Improving the Primitive Repertoire

Figure 3 shows boxplots of fitness over 10 repetitions of the performance of each
algorithm listed in Sect. 3.2 for each of the six primitive behaviours evolved.
To compare pairs of algorithms, a Shapiro-Wilk test was performed to check
for normality, after which either a Student t-test if the data was judged to be
normal or a Mann-Whitney test otherwise. The results of these tests are shown
in Table 3: a confidence level of 0.05 is used to test for significance.

Table 3. Statistical testing results showing pairwise comparisons for different com-
binations of objectives. Statistically significant results within a confidence interval of
0.05 are shown in bold. The type of test applied is shown in italics: italicised = Mann-
Whitney, non-italics=T-test
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vs
Q
D

Increase density 0.7913 0.0580 0.5575 0.0640 0.3847 0.0760
Go to nest 0.4727 0.0452 0.5708 0.2204 0.0757 0.0257
Go to food 0.3217 0.3240 0.0270 0.0526 0.0168 0.2199
Reduce density 0.8067 0.3838 0.0352 0.4535 0.0037 0.0018
Go away from nest 0.0172 0.0211 0.0017 0.6980 0.9482 0.6372
Go away from food 0.0009 0.0259 0.2002 <0.0001 <0.0001 0.1414

Table 4. Median values for each algorithm with the highest median in bold

GP MTI MTC QD

Increase density 0.585309 0.582788 0.594218 0.585442

Go to nest 0.826672 0.839357 0.855242 0.826128

Go to food 0.847747 0.842908 0.850078 0.856015

Reduce density 0.535612 0.533996 0.533903 0.537092

Go away from nest 0.792973 0.811753 0.803499 0.813578

Go away from food 0.624641 0.609507 0.638132 0.629626

Figure 3 shows that the highest median performance is obtained by MTC for
three objectives (increase density, go to nest, go away from food) and by QD for
the remaining three (reduce density, go away from nest, go to food). However, as
shown in Table 3, the result is not always significant5. For four objectives, the
5 Further work should increase the number of runs from the 10 performed to ascertain

whether we should be confident in this result.
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Fig. 3. Box-plots of the best fitness obtained for all three algorithms including two
variations of the multi-task algorithm (MTI/MTC). Where its three objectives are
compatible the performance is shown in blue; subsets of incompatible objectives are
shown in red. (Color figure online)
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median performance obtained from the compatible version of MTGP is higher
than that of the incompatible version, although again the difference is not signif-
icant except in the case of go away from food. Surprisingly, for the go away from
nest and reduce density objectives, the incompatible version of MTGP produces
a higher median than its compatible counterpart although its variance is much
higher. For go away from food and go away from nest, the incompatible version
of MTGP performs significantly worse than the baseline.

Based on the results just described, we decide to discard the repertoires
obtained with the incompatible version of MTGP and proceed to evolve a high-
level arbitrator using only repertoires obtained from MTC and QD. These results
are described in the next section.

4.2 Foraging Experiments

We compare BT arbitrators evolved using GP from the four different reper-
toires obtained by the methods described in Sect. 4.2. Recall that the goal is to
determine: (1) if the hierarchical approach outperforms a baseline that evolves a
single BT using the low-level nodes in Table 2; (2) which repertoire of primitives
results in the best performing arbitrator.

Figure 4 shows boxplots of results over 10 repeated experiments. Statistical
test results are presented in Table 5. It is immediately clear from Fig. 4 that all
experiments using repertoires of evolved primitives outperform the baseline6 (the
first four entries in Table 5). This confirms that a hierarchical approach which
leverages a repertoire of pre-evolved primitives is preferable to directly evolving
an arbitrator using low-level actions. The best median fitness is obtained using
a repertoire containing 8 diverse behaviours per objective (QD8). MT8 provides
similar performance, suggesting that having a diverse repository of primitives
including multiple behaviours that optimise the same primitive is preferable to
simply using the single best primitive available for an objective in the repertoire.
Recall that QD produces the highest median fitness for a behaviour for 3 prim-
itives, and MTC for the remaining three primitives. Hence it is unsurprising
that QD8 and MT8 have similar performance, as they are both able to exploit
good repertoires. In the same vein, QD1 and MT1 have similar performance in
terms of the quality of the primitives in the repertoire, leading to similar quality
arbitrators.

6 All experiments were run for the same amount of computational time taking into
account the time taken to evolve the primitives: thus the baseline experiments are
run for more generations than the arbitrator.
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Fig. 4. A baseline algorithm which evolves a foraging behaviour from primitive actions
nodes (go forwards, etc.) compared with ones that use the best of each of the sub-
behaviours from the QD and MTGP repertoires instead, and ones which use eight
versions of each sub-behaviour from each of those repertoires.

Table 5. Statistical testing results showing pairwise comparisons for foraging. Statis-
tically significant results within a confidence interval of 0.05 are shown in bold.

Comparison p-value Type of test

Baseline vs QD repertoires of one 0.0049 T-test

Baseline vs MT repertoires of one 0.0032 T-test

Baseline vs QD repertoires of eight 0.0001 T-test

Baseline vs MT repertoires of eight <0.0001 T-test

QD repertoires of one vs MT repertoires of one 0.9302 T-test

QD repertoires of eight vs MT repertoires of eight 0.9822 T-test

QD repertoires of one vs QD repertoires of eight 0.0665 T-test

MT repertoires of one vs MT repertoires of eight 0.0316 T-test

QD repertoires of one vs MT repertoires of eight 0.0312 T-test

MT repertoires of one vs QD repertoires of eight 0.0701 T-test

4.3 Readability

One of the main advantages of using BTs as opposed to NNs is that they are
amenable to being understood by humans. Figure 5b shows an example of one of
the high fitness BTs evolved, first in the full form return by the GP algorithm
and then with its redundant nodes pruned by hand. The latter can be interpreted
as follows: ‘If you have food go away from food, and then if you are not in the
nest, or you did not have food, check again if you have food. If you do then go
to food, otherwise reduce density ’.
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Fig. 5. Generated with repertoires of eight BTs per sub-behaviour from the QD reper-
toire.

A cursory examination will reveal that the use of go to food seems nonsensical.
However, there is no requirement for the arbitrator to use the sub-behaviours
for the purpose imagined by the designer or rewarded by the fitness function:
for example we could speculate that go to food in Fig. 5b is being used simply to
propel the robot forwards or backwards, since this is often what ‘going to food’
amounts to. This in itself is a useful behaviour.

5 Conclusions and Further Work

This paper builds on a line of work that uses a hierarchical method of developing
a control system for a swarm of robots. At the primitive level, a set of controllers
are created that optimise sub-tasks of the desired goal. A higher-level controller
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known as an arbitrator then combines the previously generated primitives into a
controller that executes the defined goal. Although the use of hierarchical meth-
ods is well-known (particularly regarding the AutoMoDe [12] series of control
software), previous methods have tended to use neural-networks or PFSMs as
arbitrators, with a small number of recent papers proposing BTs [21]. In this
paper, we propose a method that uses BTs at both levels of the hierarchy, i.e.
to evolve the primitives and then the arbitrator. As noted by [16], BTs offer
considerably more explanatory power than neural-networks.

Building on previous work by Montague et. al. [24] that proposed using BTs
to evolve primitives, we extend this work in several ways. First, we extended the
set of sub-tasks described in [24] to provide new primitives that could be useful
in a foraging task. Secondly we proposed an amendment to the multi-task GP
approach proposed in [24] that only considers compatible behaviours when gen-
erating multiple primitives simultaneously. Finally, we evolved an arbitrator as a
BT using GP that exploits the new evolved repertoires, showing that repertoires
that contain multiple BTs per primitive that achieve the same objective in dif-
ferent ways produce the highest performing controllers. We provide an example
of a BT to illustrate that it can be easily read and analysed to understand the
evolved behaviour.

There is much potential for future work. Rather than evolving primitives
then an arbitrator sequentially, a meta-evolutionary algorithm could be used
to search for the set of primitives that produce the best arbitrator, following a
similar process to [2]. While BTs are inherently readable, it would be interesting
to investigate the trade-off between readability and performance: replacing the
BT arbitrator with a neural-network or PFSM and repeating the experiment
would illustrate any such trade-off. The function of each of the primitives at the
lower level of the hierarchy is human-designed, as are the action and condition
nodes used by the GP algorithm to evolve primitives. A first step in removing the
need for human expertise has recently been described by Hasslemann et. al. [15]
which tries to automatically define primitives. This type of approach could also
be integrated with our proposed methodology. Finally, we proposed a first näıve
approach to selecting primitives for a repertoire from the much larger container
of solutions generated by both the QD and MTGP algorithms. An approach that
tried to maximise diversity might yield better results, or could itself be subject
to a search process, given that large containers are generated. Finally, repeating
the experiments in other collective tasks would provide further insights into the
generality of the approach.
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Abstract. The problem of finding the optimal placement of emergency
exits in an indoor environment to facilitate the rapid and orderly evacu-
ation of crowds is addressed in this work. A cellular-automaton model is
used to simulate the behavior of pedestrians in such scenarios, taking into
account factors such as the environment, the pedestrians themselves, and
the interactions among them. A metric is proposed to determine how suc-
cessful or satisfactory an evacuation was. Subsequently, two metaheuris-
tic algorithms, namely an iterated greedy heuristic and an evolutionary
algorithm (EA) are proposed to solve the optimization problem. A com-
parative analysis shows that the proposed EA is able to find effective
solutions for different scenarios, and that an island-based version of it
outperforms the other two algorithms in terms of solution quality.

Keywords: Pedestrian Evacuation · Cellular Automata · Greedy
Heuristics · Evolutionary Algorithms

1 Introduction

In the event of an emergency, the rapid and orderly evacuation of crowds from
enclosed spaces is essential to minimize casualties and ensure public safety. Need-
less to say, it can also become a critical challenge requiring meticulous planning
at different levels, in order to avoid panic, bottlenecks, and potential harm to
people in a potentially chaotic scenario [9]. There are different factors that need
being taken into account depending on the specificities of each situation (e.g.,
what the particulars of the environment are, what the typical size and composi-
tion of the crowd is, and so on), and the level at which the planning is done (e.g.,
architectural decisions, signaling, etc.). In this work we are specifically concerned
about the placement of emergency exits in the most convenient way to facilitate
the efficient evacuation of the crowd.
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In order to approach any evacuation optimization problem –such as the one
considered here– and attain safe and efficient evacuation plans, understanding
and predicting the behavior of pedestrians is of paramount importance. How-
ever, pedestrian evacuation is a complex and dynamic process, influenced by
many factors, such as the environment, the pedestrians themselves, and the
interactions among them. Therefore, modeling pedestrian evacuation is a chal-
lenging task that requires a balance between simplicity and realism. There are
different tools that can be used for this purpose, depending on the scope of the
simulation. Thus, whereas macroscopic approaches will often consider the crowd
as a continuous medium whose flow is to be modeled, e.g., see [2,8], microscopic
models will focus on the pedestrians –the individual components of the crowd–
and model the crowd behavior as an emergent property of the collective behav-
ior of those individual agents. The latter models can be further divided into two
major categories, namely models based on social forces (in which pedestrians are
particles in a continuous space, subject to different forces resulting from their
interaction with the environment and other particles, e.g., [3,12]), and cellular-
automaton (CA) models (in which the environment is modeled as a discrete grid,
and pedestrians transition between these following some predefined rules, e.g.,
[16,18]). We refer to [4,13] for a more in-depth survey of all these approaches.

We have precisely considered the CA approach in this work, and devised a
model for modeling the behavior of a crowd evacuating an indoor environment
(see Sect. 3). Using this tool, we aim to find which would be the most appropriate
location for emergency exits. This also entails defining appropriate metrics to
assess to which extent an evacuation was successful/satisfactory or not. We do
this in Sect. 2. Subsequently, we consider different algorithmic approaches to
tackle this problem. To be precise, we devise an iterated greedy heuristic and
an evolutionary algorithm (EA) for this purpose (see Sect. 4). We conduct an
extensive experimentation to analyze the performance of these algorithms (as
well as an island-based version of the EA) in Sect. 5. Our main aim in this work is
to determine the effectiveness of these approaches for this particular optimization
setting, as a stepping stone for devising more powerful approaches and tackling
more complex evacuation scenarios. We close this work with a critical outlook
of the results and an overview of the following steps in this research.

2 Problem Statement

In order to model the evacuation problem, we need to start by formalizing the
indoor space from which the evacuation is attempted. To this end, let A be this
space, which we will assume to be a rectangular area of width w and height h.
This rectangular area represents the floor plan of an enclosed space and there-
fore all its boundaries are assumed to be blocked (i.e., to be non-traversable),
except in specific locations which will be denoted as accesses. More precisely, we
can define an access α as a pair (pα, wα), where pα denotes a point along the
perimeter (i.e., a value between 0 and 2(w + h), where 0 corresponds to a cer-
tain predefined reference point (e.g., the bottom-left corner of A) of the area at
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which the access is anchored, and wα denotes the width of the access along the
perimeter, that is, the access extends from pα to pα +wα

1. Now, within A there
may be a number of obstacles. Each obstacle o ⊆ A denotes a non-traversable
region (representing real-world objects such as walls or furniture). Therefore, the
whole environment can be represented as a tuple (w, h,A,O), where:

– w and h are the width and height of A respectively.
– A = {α1, . . . , αk} is a collection of accesses.
– O = {o1, . . . , om} is a collection of obstacles.

This environment is crowded with n pedestrians (they represent the users of
said environment, i.e., residents, workers, customers, etc. depending on what
it is being modeled) distributed along traversable areas of A. At time t = 0,
an emergency is declared and the evacuation of the place begins. Let M be a
model that can be used to predict the behavior of pedestrians in this context,
and how the evacuation process would then be conducted (cf. Sect. 3). Let ρi(t)
represent the position coordinates of the i-th pedestrian at time t, and let T be
the maximum time up to which the model is simulated. Then, we can split the
collection of pedestrians into two sets:

– evacuees ξ+ = { i | 1 � i � n,∃ti � T : ∃α ∈ A : ρi(ti) ∈ α}, i.e., all
pedestrians i who manage to reach an access before T .

– non-evacuees ξ− = {1, . . . , n}\ξ+, i.e., the pedestrians who could not reach an
access before T . Given a non-evacuee i, we can define di = minα∈A‖α−ρi(T )‖,
i.e., their distance to the nearest exit at the end of the simulation.

In order to quantify the extent to which the evacuation is successful, different
metrics could be used. We consider the following hierarchy of objectives:

1. The first goal is to minimize the number of non-evacuees |ξ−|. This has the
highest priority.

The next levels of the hierarchy depend on whether the first goal could be accom-
plished or not. In the first case (ξ− = ∅), we consider:

2a. Minimize the time at which the last pedestrian left the area, i.e., minimize
t∗ = max1�i�n ti.

3a. Minimize the average time at which pedestrians left the area, i.e., minimize
t̄ = 1

n

∑
1�i�n ti.

If the evacuation was however not complete, then:

2b. Minimize the minimum distance between a non-evacuee and an access, i.e.,
minimize d∗ = mini∈ξ− di.

3b. Minimize the average distance between non-evacuees and accesses, i.e., min-
imize d̄ = 1

n

∑
i∈ξ− di.

1 Note that since the perimeter is closed, the sum is to be understood as cycling back
to 0 when reaching 2(w + h).
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This hierarchy of goals can be combined into a single numerical value by using
appropriate weights that ensure that any comparison respects said hierarchy.
To be precise, let σ(A, S) be a tuple containing the evacuation status of each
pedestrian and the corresponding value of di or ti at the end of the simulation,
given that S = [ρ1(0), . . . , ρn(0)] are the initial positions in A of the pedestrians
at time t = 0. Then, we define:

f(σ(A, S)) = |ξ−|+ [ξ− = ∅]
(

1
T max1�i�n ti + 1

nT 2

∑
1�i�n ti

)
+

+ [ξ− �= ∅]
(

1
D mini∈ξ− di + 1

nD2

∑
i∈ξ− di

) (1)

where [·] are Iverson brackets, and D =
√

w2 + h2 is the diagonal of the area.
Now, we can formally define the Optimal Evacuation Problem (OEP) as:

Instance: a tuple (A,S, k, ω), where
• A = (w, h,A,O) is the environment.
• S = {S1, . . . , Sl} is a collection of initial configurations of n pedestrians,

i.e., for all 1 � i � l, |Si| = n.
• k ∈ N is a non-zero value that indicates the number of emergency exits

whose location is sought.
• ω > 0 is the width of emergency exits.

Solution: a collection E = {e1, . . . , ek} ⊂ [0, 2(w+h)], where each ei represents
the location of an emergency exit and such that

ψ(E) =
1
l

∑

1�i�l

f(σ(A′, Si)) (2)

is minimal, where A′ is obtained from A by adding {(e1, ω), . . . , (ek, ω)} to
the existing accesses.

Having defined the problem, let us turn our attention to how pedestrian
behavior is modeled in next section.

3 A CA for Modeling Pedestrian Evacuation

Cellular automata are simple and powerful tools to simulate complex systems,
as they can capture the emergence of global patterns from local interactions. In
this section, we describe the details of our CA model for pedestrian evacuation.

3.1 State of the CA

The state of the CA is the state of each cell in the environment (represented by
a regular lattice of square cells). Each cell can be in one of three states:

– empty: The cell is empty and can be occupied by a pedestrian.
– occupied: The cell is occupied by a pedestrian.
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– obstacle: The cell is occupied by an obstacle and cannot be occupied by a
pedestrian.

Some cells in the environment are marked as exit cells. These are the cells that
the pedestrians want to reach to leave the environment. We assume that pedes-
trians are rational and will try to find the shortest path to the nearest exit.
However, the presence of obstacles and other pedestrians can affect their move-
ment and make them choose alternative paths. To capture this behavior, we
define two concepts for each cell: the static field and the crowd repulsion. The
former is a measure of how close a cell is to an exit. The latter is a measure of
how crowded the neighborhood of a cell is, taking into account obstacles and
other pedestrians. We use these two concepts to calculate the desirability of a
cell, which is the probability that a pedestrian will move to that cell.

The static field of a cell is computed using Dijkstra’s algorithm, which is
a well-known algorithm for finding the shortest path between two nodes in a
weighted graph [6]. We consider the environment as a graph, where nodes are
cells and edges are connections between neighboring cells. The weight of an edge
is the geometric distance between the cell centers, if the target cell is not an
obstacle and infinity otherwise. Formally, we define the graph as G = (V,E),
where V is the set of cells in the environment and E is the set of edges between
neighboring cells. The weight function is w : E → R

+, such that w(vi, vj) is the
geometric distance between cells vi and vj , as defined before. Let SPi,j be the
length of the shortest path from cell (i, j) to its nearest exit as computed by
Dijkstra’s algorithm. The static field of a cell (i, j) is then defined as:

SFi,j = 1 − SPi,j

SPmax
(3)

where SPmax is the larger shortest path from any cell in the environment to its
nearest exit. This definition makes the static field be in [0,1] and only depend on
the relative distance of a cell to its nearest exit. The higher the static field, the
closer the cell is to an exit. Notice that, as this field is static, it does not change
over time and is only computed once before the simulation.

The crowd repulsion of a cell is computed using the number of reachable cells
in its neighborhood. A cell is reachable if it is currently empty and not blocked
by an obstacle. For each occupied cell (i, j), let Ni,j be the set of reachable cells
in its neighborhood. The repulsion of a cell (i, j) is defined as the inverse of one
plus the number of reachable cells in this neighborhood:

Ri,j = (1 + |Ni,j |)−1 (4)

where | · | denotes the cardinality of a set. This definition makes the repulsion be
in (0,1] and depend on how crowded the neighborhood of a cell is. The higher
the repulsion, the more crowded the neighborhood is.

The desirability of a cell is computed using a combination of the static field
and the crowd repulsion. We introduce two parameters to weight the importance
of these two factors: the field attraction bias φ and the crowd repulsion bias ζ.
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The field attraction bias reflects how strongly the pedestrians are attracted to
the exit cells, while the crowd repulsion reflects how strongly the pedestrians are
repelled by the crowded cells. We firstly define the attraction of a cell (i, j) as:

Ai,j = exp(φ · SFi,j − ζ · Ri,j) (5)

In this way, the attraction of a cell is a positive number that increases with the
static field and decreases with the crowd repulsion. The higher the attraction,
the more desirable the cell is. However, we can make the pedestrian behavior
more realistic and adaptive by reducing the reliance on the global knowledge
of the environment and by making use of the information available in the local
neighborhood. As the attraction of a cell is not enough to capture this behavior,
we need to consider instead the desirability of a cell, which is defined as the
gradient of its attraction. The desirability of a cell reflects how the attraction
changes locally by comparing the attraction of the cell with the minimum attrac-
tion in its reachable neighborhood. Let Amini,j

denote the minimum attraction
in neighborhood of cell (i, j), which is defined as:

Amini,j = min
(k,l)∈Ni,j

Ak,l (6)

Then, the desirability of cell (i, j) is defined as:

Di,j = ε + Ai,j − Amini,j (7)

where ε is a small number which is added to avoid the desirability being zero
(ε = 10−5 in our implementation). In this way, the desirability of a cell is a
positive number that increases with the gradient of the attraction. The higher the
desirability, the more likely a pedestrian will move to that cell. The desirability
of a cell is the main input of the local rule that updates the state of each cell
on each time step. The local rule is based on a probabilistic transition function
that determines the probability of a pedestrian moving from one cell to another.

3.2 Update Procedure

The update procedure is the procedure that is used to update the state of the
CA on each time step. The procedure is as follows:

1. We start by marking as empty in the next state the cells that are currently
occupied by pedestrians, as they may change depending on their movement.

2. We then mark the cells that are occupied by obstacles in the current state
as obstacle in the next state. These cells will not change, as they cannot be
occupied by pedestrians.

3. We also mark the exit cells that are occupied by pedestrians in the current
state as empty in the next state. This models the evacuation of the pedestrians
through the exits. We assume that once a pedestrian reaches an exit, they
leave the environment and do not come back.
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4. For any other cell that is occupied by a pedestrian in the current state, we
compute the desirabilities of reachable neighboring cells. We use the desirabil-
ity as the probability of a pedestrian moving to that cell and randomly select
one neighboring cell according to these probabilities. If the selected cell is not
occupied by another pedestrian in the next state, we mark it as occupied by
the pedestrian in the next state. This means that the pedestrian moves to
that cell. Otherwise, we mark the current cell as occupied by the pedestrian
in the next state, i.e., the pedestrian stays in the same cell. This way, we
avoid collisions between pedestrians and ensure that each cell can have at
most one pedestrian. To ensure fairness among pedestrians, we shuffle the
order in which we process occupied cells on each time step.

We consider that each cell in the environment is a square and we denote by cl
its side length. We denote the time elapsed for each time step as Δt. The speed
of a pedestrian that moves to a neighboring cell on each time step is then cl/Δt.
We call this the reference speed of a pedestrian, and denote it by v. However,
not all pedestrians may move at the same speed (for instance, some pedestrians
may move slower than the reference speed, due to physical or psychological
factors). To model this, we introduce for each pedestrian a parameter called
velocity percent (vp), which is a percentage of the reference speed. For example,
if vp = 0.5 for a pedestrian, their speed would be 0.5v. We model this by letting
vp be the probability of a pedestrian moving to a neighboring cell on each time
step so that, on average, their speed would be vp · v.

3.3 Transition Function

The transition function is the function that determines the probability of a pedes-
trian moving from one cell to another. The function is based on the desirability
of the neighboring cells. The function is defined as follows:

T (ci, cj) =

{
Pi,j · vp, if cj is empty or an exit in the current state
0, otherwise

(8)

where ci and cj are two neighboring cells, Pi,j is the probability of agent in cell
ci to move to cell cj based on its desirability:

Pi,j =
Dcj∑

c∈Nci
Dc

(9)

and vp is the velocity percent of the pedestrian in cell ci. The transition function
returns the probability of the pedestrian in cell ci moving to cell cj on the next
time step. The function is zero if cell cj is blocked or already occupied by another
pedestrian in the current state, or if the pedestrian in cell ci does not move in
this time step, which happens with probability 1 − vp. The transition function
is applied to each occupied cell in the current state, after shuffling the order of
the cells. The result of the function and the procedure to avoid collisions (step
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Algorithm 1: Greedy constructive heuristic
Data: an instance OEP(A, S, k, ω)
E ← ∅;
η ← �2(w + h)/ω�;
for i ← 1 to k do

p ← rand(0, 2(w + h));
best ← ∞;
for j ← 1 to η do

cur ← ψ(E ∪ {p});
if cur < best then best ←cur ; e ← p;
p ← p + ω;
if p > 2(w + h) then p ← p − 2(w + h)

end
E ← E ∪ {e};

end
return E

4. in Sect. 3.2) is used to update the state of the CA on the next time step.
The update procedure is repeated until all the pedestrians have evacuated or a
maximum number of time steps (corresponding to time T ) is reached.

4 Algorithms for Emergency Exit Optimization

As indicated in Sect. 2, a solution to problem instance OEP(A,S, k, ω) is a set
E = {e1, . . . , ek} ⊂ [0, 2(w +h)]. The mapping between solutions and their asso-
ciated objective functions values is not just non-linear, but also not available in
closed form, and only computable via a stochastic simulation. Thus, it is com-
plex to design low-level heuristics to construct such solutions. We can however
engineer a constructive approach on top of the simulations, based on greedy
principles. The core of this approach is shown in Algorithm 1.

This procedure starts by picking a random initial point p along the perimeter.
Then all points p, p+ω, p+2ω, . . . , p+ηω are potential candidates to place an exit,
where the addition is assumed to wrap around the length of the perimeter, and η
is picked so as to ensure that we cover the whole perimeter. For each candidate,
we simulate the system with an emergency exit in the corresponding location (in
addition to any other exits that might have been considered in previous steps),
and keep the one that returns the best value of the objective function. This is
repeated as many times as needed (i.e., k times) to construct the solution. Notice
that this procedure involves computing the value of the objective function η · k
times. Also, this is a randomized procedure and therefore can be iterated as
many times to desired to obtain different greedy solutions. We will denote this
latter iterated procedure as greedy.

As an alternative to this greedy heuristic, we consider an EA approach. This is
a real-coded EA in which individuals are vectors of k values in the range [0, 2(w+
h)]. We can initially generate such vectors by sampling uniformly at random the
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Algorithm 2: Set-based recombination
Data: two sets E = {e1, . . . , ek} and E′ = {e′

1, . . . , e
′
k}

C ← E ∪ E′; S ← ∅;
for i ← 1 to k do

e ← pick (C); // makes random selection
S ← S ∪ {e}; C ← C \ {e};

end
return S

search space. Notice that we do not introduce any constraint regarding the non-
overlap of exits. Having two overlapping exits is equivalent within the simulation
to having a single exit of width 2ω−overlap. We pose that this is less convenient
than having two exits back to back without overlapping, or those two exits
strategically placed somewhere else. For this reason, we expect evolution will
get rid of those suboptimal solutions without the need of introducing an explicit
constraint. As to mutation, we have opted for a Gaussian perturbation of a single
exit, whose amplitude is a certain percentage γ of its current value, i.e.,

e′ ← e · (1 + γN (0, 1)) (10)

where N (0, 1) is a normally distributed random value of mean 0 and variance 1.
As usual, the value of the variable will wrap around [0, 2(w+h)]. As for recombi-
nation, we have opted for a discrete set-based approach, since standard operators
for continuous variables require a meaningful matching between homologous vari-
ables in the parental solutions which is not possible (or at least non-trivial) in
this problem. Our recombination algorithm is depicted in Algorithm 2. It creates
a set of candidate locations from the union of the individuals being recombined,
and makes a sequence of random picks without replacement from this candi-
date set. The resulting operator is therefore transmitting and assorting, but not
necessarily respectful [15]. Besides these operators, our EA uses binary tour-
nament solution, and elitist generational replacement. We have also considered
an island version of this EA [1], which divides the population into a number
of separate demes (arranged following a certain topology – a bidirectional ring
in our case) which evolve in partial isolation, and periodically migrate the best
solution to neighboring demes, who accept these in substitution of their current
worst solutions. We will denote our EA and our island-based EA as EA and iEA
respectively. All algorithms are available in our GitHub repository2.

5 Experimental Results

The different algorithms described in the previous section have been put to test
on a collection of problem instances with different features. These instances and
the remaining experimental parameters are described in Sect. 5.1. Subsequently,
the numerical results will be reported and analyzed in Sect. 5.2.
2 https://github.com/Bio4Res/pedestrian-evacuation-optimization.

https://github.com/Bio4Res/pedestrian-evacuation-optimization
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5.1 Experimental Setup

To evaluate the performance of different algorithms, we have generated several
environments that simulate evacuation scenarios. Our instance generator dis-
cretizes the evacuation area in the same fashion our CA does (see Sect. 3), and
places obstacles randomly in the domain, avoiding overlaps and ensuring a mini-
mum distance between them. The obstacles are rectangular and their dimensions
are randomly generated as follows: the width of the obstacle can be either one or
two cells, if the obstacle is vertical, or between one and 25 cells, if the obstacle
is horizontal. The height of the obstacle is inversely proportional to the width,
and it can be between one and half of the rows of the domain. The orientation of
the obstacle is also randomly chosen, with a 50% probability of being vertical or
horizontal. The position of the obstacle is randomly selected, with the condition
that the obstacle does not exceed the boundaries of the domain, and that there
is a minimum distance of two cells between the obstacle and any other obstacle,
so that the agents can always move around them. The purpose of the obstacles
is to create a realistic, diverse, and challenging environment for the agents, by
obstructing their movement and forcing them to find alternative paths.

We have generated three sets of instances, each containing five environments
with different characteristics depending on the number |O| of obstacles:
– low-density : |O| ∈ {20, . . . , 30}. A low density of obstacles implies that the

agents have more space to move and less chances of colliding with them.
– mid-density : |O| ∈ {50, . . . , 75}. A medium density of obstacles means that

the agents have less space to move and more chances of colliding with them,
but still have some room for maneuvering and finding alternative paths.

– high-density : |O| ∈ {100, . . . , 150}. A high density of obstacles results in the
agents having very little space to move and very high chances of colliding
with them, facing a lot of congestion and bottlenecks in their movement.

In all cases, the width and height are picked from [40, 50] and [20, 30], the side of
the square cells is 0.5m and no exits are initially placed. Hence, evacuation will
only proceed through the emergency exits placed by the optimization algorithms.
We consider three setting in this regard, namely k ∈ {3, 4, 5} exits. The width
of the emergency exits is set to ω = 2m. All the instances are publicly available
in our data repository [5]. For each instance, we have randomly generated 1000
initial pedestrian configurations. 20 are used as training set for the optimization
algorithms, and the remaining ones are used as test set. In every case we have
considered 100 pedestrians. Each of them has a reference velocity v = 1.3m/s,
a velocity percent vp ∈ [0.5, 1], field attraction bias φ ∈ [1.5, 2], and crowd
repulsion bias ζ ∈ [0.25, 0.5]. The simulation is run up to T = 60 s.

Regarding the algorithms, in all cases we consider maxevals = 20000. The
EA has a population size μ = 100, recombination probability pX = 0.9, mutation
probability equivalent to a mutation rate 1/ per variable, where  is the num-
ber of variables, and gaussian mutation amplitude γ = 0.05. As to the iEA, it
considers 4 islands of size μ = 25, and migration frequency of 10 generations. No
fine tuning of these parameters has been attempted. For each algorithm, floor
plan and number of exits sought, we perform 20 runs.
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Fig. 1. (a) Rank distribution of the different algorithms on the training set. (b) Rank
distribution of the best solution of each algorithm on the test set.

Fig. 2. Evolution of fitness in three of the instances. (a) low-density (b mid-density (c)
high-density

5.2 Results

Table 1 shows the summary of results over the 20 runs of the algorithms. As
it can be seen there is a general superiority of iEA over all types of instances
and number of exits, and even more clearly for k � 4 exits. This superiority is
not just clear on a head-to-head basis with respect to EA and greedy on specific
instances, but it is also globally significant. To show this, we rank each algorithm
on each problem instance, and determine the distribution of ranks – see Fig. 1a.
These ranks show statistically significant differences according to Quade test
[14] (Quade F = 37.351, p-value = 1.803e−12). Subsequently, we conduct Holm
test with Bonferroni correction [7,10] using iEA as control algorithm. The test
is passed against both EA and greedy with p-value = 7.433e−4. These results
indicate that the evolutionary search, and in particular the island-based EA,
is capable of effectively navigating the search space and finding solutions that
perform satisfactorily on the training set. Fig. 2 shows an example of the evolu-
tion of fitness as a function of the number of solution evaluations for the three
algorithms. As it can be seen, greedy often starts with good quality solutions,
typically better than those of EA and iEA for a similar computational effort.
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Table 1. Results of the algorithms (out of 20 runs) on the training set. Each column
depicts the best (x∗), median (x̃), mean (x̄) and standard error of the mean (σx̄). For
each instance, the algorithm with the best mean is marked with a star (�), and the
remaining algorithms are marked with a symbol that denotes whether the differences
are statistically significant at α = 0.01 ( ), α = 0.05 (•), and α = 0.1 (◦) according to
a Wilcoxon rank sum test [17].

instance greedy EA iEA
x∗ x̃ x̄ ± σx̄ x∗ x̃ x̄ ± σx̄ x∗ x̃ x̄ ± σx̄

low-density-1-3 8.109 8.410 8.493 ± 0.045 7.111 7.111 7.171 ± 0.023 � 7.111 7.111 7.184 ± 0.058
low-density-2-3 7.511 8.436 8.662 ± 0.216 6.417 6.467 6.520 ± 0.020 � 6.417 6.488 6.534 ± 0.024
low-density-3-3 9.462 9.584 9.606 ± 0.020 9.462 9.660 9.687 ± 0.035 • 9.409 9.660 9.598 ± 0.030 �

low-density-4-3 11.309 11.309 11.759 ± 0.115 9.259 9.556 9.657 ± 0.069 9.259 9.309 9.438 ± 0.072 �

low-density-5-3 8.510 8.862 8.867 ± 0.035 4.066 4.318 4.411 ± 0.052 ◦ 4.066 4.315 4.279 ± 0.030 �

mid-density-1-3 13.104 13.482 13.435 ± 0.039 10.709 10.709 10.894 ± 0.118 � 10.709 11.509 11.613 ± 0.210 •
mid-density-2-3 15.306 15.432 15.477 ± 0.046 14.507 14.507 14.507 ± 0.000 � 14.507 14.507 14.507 ± 0.000
mid-density-3-3 24.656 25.007 24.919 ± 0.055 15.555 15.555 15.688 ± 0.061 � 15.555 15.658 15.696 ± 0.057
mid-density-4-3 14.758 15.006 15.016 ± 0.019 11.704 12.058 12.198 ± 0.100 11.704 11.757 12.089 ± 0.128 �

mid-density-5-3 13.656 14.383 14.195 ± 0.107 12.557 12.557 12.557 ± 0.000 � 12.557 12.557 12.642 ± 0.075
high-density-1-3 16.909 17.804 17.736 ± 0.083 15.005 15.005 15.206 ± 0.126 � 15.005 15.005 15.436 ± 0.144
high-density-2-3 17.556 17.607 17.813 ± 0.110 17.556 17.556 18.034 ± 0.477 17.556 17.556 17.556 ± 0.000 �

high-density-3-3 25.757 25.982 26.055 ± 0.072 18.757 19.307 19.341 ± 0.097 18.757 19.005 19.218 ± 0.111 �

high-density-4-3 17.205 17.831 17.629 ± 0.084 15.105 15.356 15.959 ± 0.216 � 15.105 15.306 16.069 ± 0.236
high-density-5-3 13.406 13.508 13.613 ± 0.056 13.006 13.006 13.325 ± 0.095 13.006 13.006 13.129 ± 0.038 �

low-density-1-4 1.316 1.510 1.492 ± 0.025 � 1.333 1.668 1.700 ± 0.060 • 1.263 1.738 1.611 ± 0.051
low-density-2-4 3.015 3.369 3.359 ± 0.040 2.472 2.690 2.802 ± 0.084 • 2.378 2.577 2.588 ± 0.031 �

low-density-3-4 2.216 2.888 2.793 ± 0.076 1.827 2.110 2.152 ± 0.039 1.808 1.967 2.078 ± 0.131 �

low-density-4-4 2.774 3.246 3.171 ± 0.041 2.006 2.145 2.144 ± 0.024 1.869 2.122 2.123 ± 0.034 �

low-density-5-4 1.100 1.170 1.166 ± 0.009 1.100 1.189 1.205 ± 0.023 1.053 1.089 1.106 ± 0.013 �

mid-density-1-4 3.515 3.963 3.926 ± 0.041 2.867 3.342 3.367 ± 0.048 2.961 3.190 3.213 ± 0.045 �

mid-density-2-4 5.261 5.984 5.808 ± 0.078 ◦ 5.261 5.637 5.769 ± 0.118 5.261 5.470 5.618 ± 0.106 �

mid-density-3-4 6.161 6.513 6.523 ± 0.046 5.610 6.111 6.100 ± 0.041 5.610 5.860 5.870 ± 0.044 �

mid-density-4-4 5.011 5.188 5.221 ± 0.046 2.929 3.120 3.156 ± 0.026 2.666 3.062 3.005 ± 0.041 �

mid-density-5-4 5.114 5.345 5.351 ± 0.030 • 4.967 5.188 5.266 ± 0.044 4.915 5.263 5.247 ± 0.036 �

high-density-1-4 4.611 5.090 5.151 ± 0.082 4.110 4.487 4.564 ± 0.055 4.110 4.440 4.484 ± 0.068 �

high-density-2-4 7.507 7.663 7.742 ± 0.057 7.112 7.509 7.492 ± 0.047 � 7.112 7.360 8.889 ± 0.523
high-density-3-4 7.009 7.259 7.229 ± 0.041 6.859 7.209 7.189 ± 0.038 6.712 6.985 6.980 ± 0.031 �

high-density-4-4 5.206 5.487 5.614 ± 0.073 4.711 4.944 5.098 ± 0.090 � 4.519 4.786 5.424 ± 0.193
high-density-5-4 5.513 5.863 5.898 ± 0.032 5.014 5.816 5.787 ± 0.070 • 4.662 5.640 5.523 ± 0.083 �

low-density-1-5 0.985 1.053 1.055 ± 0.010 0.968 1.025 1.035 ± 0.012 • 0.948 0.979 1.005 ± 0.012 �

low-density-2-5 1.241 1.455 1.423 ± 0.017 � 1.295 1.561 1.608 ± 0.050 1.151 1.611 1.513 ± 0.052
low-density-3-5 1.417 1.691 1.707 ± 0.035 1.419 1.608 1.609 ± 0.020 • 1.352 1.531 1.520 ± 0.024 �

low-density-4-5 1.130 1.263 1.253 ± 0.019 • 1.192 1.250 1.254 ± 0.012 1.062 1.168 1.198 ± 0.028 �

low-density-5-5 0.942 0.964 0.965 ± 0.002 0.924 0.945 0.950 ± 0.005 ◦ 0.908 0.935 0.941 ± 0.006 �

mid-density-1-5 1.552 1.812 1.787 ± 0.025 1.265 1.534 1.536 ± 0.029 ◦ 1.323 1.416 1.489 ± 0.040 �

mid-density-2-5 3.520 3.971 3.980 ± 0.047 • 3.318 3.820 4.067 ± 0.120 3.272 3.744 3.838 ± 0.081 �

mid-density-3-5 3.515 4.309 4.255 ± 0.057 • 3.515 4.036 4.016 ± 0.058 3.513 3.912 3.990 ± 0.078 �

mid-density-4-5 2.064 2.380 2.355 ± 0.050 1.298 1.505 1.522 ± 0.035 ◦ 1.201 1.366 1.433 ± 0.035 �

mid-density-5-5 2.215 2.393 2.517 ± 0.063 1.467 1.771 1.774 ± 0.032 1.460 1.666 1.657 ± 0.022 �

high-density-1-5 2.112 2.411 2.419 ± 0.051 • 2.012 2.385 2.504 ± 0.084 • 1.760 2.090 2.201 ± 0.078 �

high-density-2-5 4.967 5.410 5.479 ± 0.062 4.811 5.511 5.507 ± 0.093 4.465 5.514 5.384 ± 0.101 �

high-density-3-5 4.911 5.237 5.246 ± 0.039 4.513 4.914 4.895 ± 0.045 4.113 4.611 4.655 ± 0.068 �

high-density-4-5 3.218 3.573 3.599 ± 0.044 2.010 2.511 2.468 ± 0.069 1.905 2.126 2.234 ± 0.072 �

high-density-5-5 2.060 2.410 2.363 ± 0.047 1.520 1.864 1.881 ± 0.042 1.512 1.812 1.829 ± 0.034 �
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Table 2. Test results of the best solution found by each algorithm during training.
The meaning of symbols is the same as in Table 1.

instance greedy EA iEA
x∗ x̃ x̄ ± σx̄ x∗ x̃ x̄ ± σx̄ x∗ x̃ x̄ ± σx̄

low-density-1-3 2.000 9.001 8.816 ± 0.093 0.972 8.001 7.866 ± 0.087 � 0.972 8.001 7.866 ± 0.087
low-density-2-3 2.015 8.011 8.278 ± 0.084 1.010 7.521 7.680 ± 0.083 � 1.010 7.521 7.680 ± 0.083
low-density-3-3 3.013 11.001 10.839 ± 0.098 3.013 11.001 10.839 ± 0.098 2.009 11.001 10.673 ± 0.097 �

low-density-4-3 4.067 12.026 12.687 ± 0.110 2.000 10.010 10.399 ± 0.099 � 2.000 10.010 10.399 ± 0.099
low-density-5-3 1.005 9.011 8.962 ± 0.091 0.918 6.001 5.958 ± 0.074 � 0.918 6.001 5.958 ± 0.074
mid-density-1-3 5.011 15.001 14.707 ± 0.112 3.010 11.010 11.340 ± 0.103 � 3.010 11.010 11.34 ± 0.103
mid-density-2-3 6.010 16.001 15.970 ± 0.110 5.010 15.011 15.391 ± 0.112 � 5.010 15.011 15.391 ± 0.112
mid-density-3-3 13.010 25.002 25.242 ± 0.137 8.001 17.009 17.296 ± 0.119 � 8.001 17.009 17.296 ± 0.119
mid-density-4-3 4.028 16.001 15.648 ± 0.117 4.019 13.001 12.831 ± 0.107 � 4.019 13.001 12.831 ± 0.107
mid-density-5-3 4.011 15.001 15.022 ± 0.112 3.000 13.001 12.954 ± 0.101 � 3.000 13.001 12.954 ± 0.101
high-density-1-3 7.010 17.001 16.852 ± 0.117 6.011 15.010 15.336 ± 0.108 � 6.011 15.010 15.336 ± 0.108
high-density-2-3 7.011 18.001 18.038 ± 0.118 � 7.011 18.001 18.038 ± 0.118 7.011 18.001 18.038 ± 0.118
high-density-3-3 16.001 27.002 27.097 ± 0.137 8.009 20.018 20.685 ± 0.127 � 8.009 20.018 20.685 ± 0.127
high-density-4-3 7.010 18.510 18.585 ± 0.120 7.013 17.010 17.227 ± 0.115 � 7.013 17.010 17.227 ± 0.115
high-density-5-3 5.011 14.011 14.365 ± 0.107 5.011 14.011 14.35 ± 0.109 � 5.011 14.011 14.350 ± 0.109
low-density-1-4 0.819 2.000 1.915 ± 0.035 � 0.863 2.010 2.098 ± 0.039 0.809 2.010 2.056 ± 0.037
low-density-2-4 0.896 4.010 3.982 ± 0.059 0.852 3.011 3.039 ± 0.050 � 0.874 3.011 3.144 ± 0.054
low-density-3-4 0.853 3.009 2.973 ± 0.049 0.863 2.029 2.669 ± 0.049 � 0.875 3.001 2.885 ± 0.049
low-density-4-4 0.917 4.001 3.875 ± 0.060 0.809 2.042 2.714 ± 0.049 � 0.906 3.010 3.164 ± 0.053
low-density-5-4 0.754 1.062 1.664 ± 0.030 0.754 1.021 1.422 ± 0.025 0.787 1.024 1.417 ± 0.024 �

mid-density-1-4 0.917 4.020 4.429 ± 0.063 ◦ 0.885 4.020 4.446 ± 0.064 ◦ 0.917 4.014 4.300 ± 0.064 �

mid-density-2-4 0.983 6.010 6.329 ± 0.077 � 0.983 6.010 6.329 ± 0.077 0.983 6.010 6.329 ± 0.077
mid-density-3-4 2.000 7.013 7.408 ± 0.082 1.009 6.009 6.216 ± 0.075 � 1.009 6.009 6.216 ± 0.075
mid-density-4-4 0.994 6.010 6.166 ± 0.074 0.907 4.010 4.201 ± 0.062 0.939 4.010 4.177 ± 0.062 �

mid-density-5-4 1.010 7.000 6.691 ± 0.078 0.994 7.001 6.904 ± 0.081 0.885 6.001 5.617 ± 0.070 �

high-density-1-4 0.929 5.014 5.449 ± 0.070 0.907 5.010 4.978 ± 0.068 � 0.907 5.010 4.978 ± 0.068
high-density-2-4 1.029 8.010 8.432 ± 0.088 0.972 8.010 8.251 ± 0.089 � 0.972 8.010 8.251 ± 0.089
high-density-3-4 0.962 8.009 8.281 ± 0.088 0.972 7.020 7.627 ± 0.083 � 1.090 8.001 8.035 ± 0.087
high-density-4-4 1.000 6.014 6.496 ± 0.078 0.961 6.009 6.021 ± 0.077 � 1.005 6.010 6.063 ± 0.074
high-density-5-4 1.037 7.011 7.151 ± 0.079 0.972 6.011 6.102 ± 0.073 1.000 6.001 5.851 ± 0.071 �

low-density-1-5 0.775 1.022 1.482 ± 0.026 0.754 1.010 1.242 ± 0.019 0.743 1.003 1.174 ± 0.017 �

low-density-2-5 0.743 1.041 1.570 ± 0.027 � 0.732 1.042 1.638 ± 0.030 0.786 1.042 1.630 ± 0.030
low-density-3-5 0.852 2.012 2.217 ± 0.043 0.863 2.009 2.087 ± 0.039 • 0.819 2.001 1.988 ± 0.038 �

low-density-4-5 0.797 1.027 1.486 ± 0.026 0.775 1.021 1.475 ± 0.026 � 0.743 1.027 1.540 ± 0.028
low-density-5-5 0.742 1.011 1.23 0± 0.019 0.655 0.970 1.046 ± 0.012 � 0.689 0.971 1.06 0± 0.013
mid-density-1-5 0.808 2.010 2.119 ± 0.039 0.831 2.000 1.922 ± 0.036 0.809 2.000 1.906 ± 0.036 �

mid-density-2-5 0.984 5.000 4.713 ± 0.069 0.896 4.010 4.231 ± 0.064 � 0.917 4.017 4.452 ± 0.066 •
mid-density-3-5 1.000 5.009 5.243 ± 0.069 1.000 5.009 5.243 ± 0.069 0.972 5.000 4.785 ± 0.067 �

mid-density-4-5 0.820 2.029 2.577 ± 0.046 0.797 1.044 1.703 ± 0.032 � 0.765 1.069 1.844 ± 0.035
mid-density-5-5 0.884 3.011 3.119 ± 0.052 0.830 2.011 2.182 ± 0.041 0.830 2.011 2.142 ± 0.039 �

high-density-1-5 0.863 2.022 2.514 ± 0.045 0.842 2.028 2.577 ± 0.045 0.863 2.014 2.218 ± 0.042 �

high-density-2-5 1.010 7.000 6.700 ± 0.081 0.928 6.000 5.803 ± 0.074 � 0.950 6.001 5.943 ± 0.074
high-density-3-5 0.994 6.009 6.148 ± 0.075 0.950 6.000 5.755 ± 0.073 0.929 5.009 5.201 ± 0.070 �

high-density-4-5 0.885 3.036 3.581 ± 0.059 0.896 3.000 2.802 ± 0.048 � 0.852 3.000 2.819 ± 0.049
high-density-5-5 0.830 2.021 2.436 ± 0.044 0.830 2.024 2.511 ± 0.045 ◦ 0.831 2.021 2.379 ± 0.042 �

However, in the long run the evolutionary approaches are capable of outper-
forming the greedy heuristic.
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Subsequently, we move to the test phase. To this end, we select the solution
that has the best fitness on each instance for each algorithm, and evaluate it
on all the test cases. Table 2 shows the resulting results. Note that iEA remains
superior in general, and both EAs outperform greedy. However, the differences
are less marked. This is better seen in Fig. 1b, where the rank distribution of the
different algorithms according to the performance of their solution on the test set
is shown. Again, these ranks show statistically significant differences according
to Quade test (Quade F = 50.376, p-value = 2.618e−15), and iEA remains the
algorithm with the best mean rank, so it is chosen as control algorithm for Holm
test. Now, the test is passed against greedy (p-value ≈ 0), but not against EA
(p-value = 3.428e−1). We believe this may be an indication that the training
set is not large enough and therefore iEA may be overfitting its solutions.

6 Conclusions

Optimizing the placement of emergency exits in indoor environments is not just a
problem of importance for public safety, but also poses a challenging optimization
task. We have conducted a comparative analysis of two different optimization
approaches, namely an iterated greedy heuristic and an evolutionary algorithm
(in two variants, both panmictic and island-based). This analysis indicates the
superiority of the evolutionary approaches, both on the training and test phases,
underpinning the need for powerful global optimization techniques in this con-
text. It also hints at the need of using larger training sets, which of course will
have a toll on computational cost. This makes a strong case for directing effort
into solutions of computational nature (such as parallel computing) and solutions
of algorithmic nature (e.g., lightweight simulations or surrogate models [11]).

In addition to the research directions sketched above, it is clear that the
evacuation scenario can be enriched with additional layers of complexity. While
we have here assumed situations of orderly evacuation as an initial base case, we
can go on to consider situations in which the cause of the emergency does pose a
visible threat (e.g., a rampant fire, or ongoing explosions) that might disrupt the
evacuation process or the flow of people. Such scenarios may be in need of more
sophisticated approaches, and this work has paved the way for hybrid approaches
that combine greedy components within an evolutionary search engine. Work is
in progress in this area.

Acknowledgments. The authors thank the Supercomputing and Bioinnovation Cen-
ter (SCBI) of the University of Malaga for their provision of computational resources
(the Picasso supercomputer http://www.scbi.uma.es).
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Abstract. The multi-objective pathfinding problem is a complex and
NP-hard problem with numerous industrial applications. However, the
number of non-dominated solutions can often exceed human comprehen-
sion capacity. This paper introduces a novel methodology that leverages
the concept of a Pareto graph to address this challenge. Unlike previ-
ous approaches, our method constructs a graph that relates paths where
there is potential for change between them and applies a graph com-
munity algorithm to identify solution subsets based on specific aspects
defined by a decision-maker. We describe the construction of a Route
Change Graph (RCG) to represent possible route changes. A matrix is
constructed to save the number of possible change opportunities between
two routes, which is then used to construct the RCG. We propose using
a threshold value for edge weights in the graph construction, balancing
between minimising the number of edges and maintaining connectivity.
Following the construction of the RCG, we apply a community detection
algorithm to identify closely related solutions, using Leiden algorithm
due to its efficiency and refinement phase. We propose calculating var-
ious metrics on these communities, including Density, Average Cluster
Coefficient, Group Betweenness Centrality, and Graph Degree Central-
ity, to provide insights into the network structure and interconnectivity.
This methodology offers a more manageable set of solutions for decision-
makers, enhancing their ability to make informed decisions in complex
multi-objective pathfinding problems.

Keywords: pathfinding · decision-support · Pareto graph

1 Introduction

Finding a path from one point to another while optimising multiple objectives
is known as the multi-objective pathfinding problem and is considered NP-hard
[20]. In several industries this technique can be applied, e.g., route planning,
aviation, networking or medical applications [20]. For instance, there are multiple
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objectives to consider, when planning a logistic trip for a truck, e.g., curvature of
the road, ascent and length of a route. All these objectives should be considered
simultaneously. In medical applications, inserting a needle to perform a minimal
invasive tumour therapy can include objectives such as distance to the vessel
system or damaged tissue. Often, these objectives are in conflict. Applying multi-
objective optimisation techniques to such problems, can give a decision-maker
(DM) a better insight into the problem. The result of such an optimisation is a
set of non-dominated solutions, where no solution is better than the other.

However, the cardinality of the obtained set of non-dominated solutions can
exceed the number of solutions, a DM can comprehend [20]. According to Miller,
humans can comprehend 7±2 information chunks, although more recent research
indicates that this number is lower (approx. 3 to 4 chunks) [11,16]. Various
reduction techniques have been proposed that identify important and interesting
solutions.

In this paper, we propose a new methodology that utilises the concept of a
Pareto graph [13]. In contrast to the original approach, we construct a graph
that sets paths into relation when there is the possibility to change between
them. Furthermore, we apply various graph community algorithms to identify
subsets of solution that comply with various aspects which can be given by a
DM. In contrast to other approaches, our proposed methodology does not reduce
the whole set of non-dominated solutions, but finds subsets from which DMs can
choose.

The paper is structured as follows. In Sect. 2, we describe the necessary back-
ground, while Sect. 3 is dedicated to the related work. Section 4 presents our
proposed methodology, divided into graph construction and community detec-
tion and analysis. In Sect. 5, we evaluate the results and give a conclusion and
outlook in Sect. 6.

2 Background

In this section, we present the relevant background, i.e., the multi-objective
pathfinding problem, various aspects of graph theory, including community
detection.

2.1 Graph Theory

Graphs are used to represent the relations between entities. A graph G con-
sists of a set of vertices that are the representations of such entities and a set
of edges that denote the relations. An edge usually consists of an unordered
or ordered set of two vertices. Formally, a directed graph G is a pair G =
(V,E), where V denotes the set of vertices and E is the set of edges, where
E ⊆ {

(n,n ′) | (n,n ′) ∈ V 2,n �= n ′,n,n ′ ∈ V
}
. Note that E consists of two-

element ordered subsets of V 2, which renders a graph directed. In undirected
graphs, by contrast, E consists of two-element unordered subsets of V 2 [23].
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Connected Components. For a graph G = (V,E), a connected component c
of G is a subgraph c = (V ′,E ′), where V ′ ⊆ V and E ′ ⊆ E . For any two vertices
u, v ∈ V ′, there exists a sequence of vertices (v1, v2, ..., vn) and a sequence of
edges (e1, e2, ..., e(n−1)) such that: v1 = u and vn = v (i.e., the first vertex
is u, and the last vertex is v). For each i, 1 ≤ i ≤ n − 1, ei is an edge in E’
that connects vi to v(i+1). Furthermore, we define C as the set of all connected
components. Therefore C = {ci}, with i = 1, · · · , kcomp, where kcomp is the
number of connected components [23].

Communities. Communities in graphs refer to subsets of nodes within a larger
network that exhibit higher intra-connectivity compared to interconnectivity.
The detection and analysis of communities play a crucial role in understand-
ing the structure and function of complex systems, including social networks,
biological networks, and information networks. Various algorithms and methods
have been developed to uncover communities in graphs, with the common objec-
tive of identifying densely connected subgraphs. A fundamental concept used in
community detection is modularity, which measures the quality of a partition of
nodes into communities. The modularity of a graph partition is defined as:

Q =
1

2|E |
∑

i,j

(
Aij − deg(i)degdeg(j)

2|E |
)

δ(Ci,Cj) (1)

where Aij represents elements of the adjacency matrix, deg(i) and deg(j) are
the degrees of node i and j, m is the total number of edges, Ci and Cj are the
communities of nodes i and j, and δ(Ci,Cj) is the Kronecker delta function that
equals 1 if Ci = Cj and 0 otherwise.

The modularity optimization problem aims to find the partition that max-
imizes Q, indicating strong community structure. Beyond modularity, other
methods like spectral clustering, hierarchical clustering, and random-walk-based
approaches have been developed to uncover communities. The study of commu-
nities in graphs has provided valuable insights into the organization of networks
and has practical applications in recommendation systems, information diffusion
modelling, and network analysis [12].

2.2 Multi-objective Pathfinding

The multi-objective route planning problem, hereafter called the pathfinding
problem, can be defined as a network flow problem [14,15]. The goal is to find a
set of optimal paths (routes) P∗ = {p1, · · · , pL} in a graph

G =
(
V ,E , φ, �f, ιV (P), ιE(P), ns, ne

)
(2)

where V is the set of vertices or nodes, E represents the set of edges and φ
represents a function mapping every edge to an ordered pair of nodes n and
n′; hence φ : E → {(n, n′) | (n, n′) ∈ V 2}. A path pi is the sequence of nodes



212 J. Weise and S. Mostaghim

from a starting node nS ∈ V to a predefined end node nEnd ∈ V , i.e., pi =
(ni, ni+1 · · · , nk), where nS = ni and nEnd = nk and ni ∈ V for i = 1, 2, · · · , k
and ∃φ(ei,i+1) = (ni, ni+1) ∈ E for i = 1, 2, · · · , k − 1. Such a path p is called
a path of length k − 1 from n1 to nk. A path pi is here represented as a list
of nodes in a graph. Another representation is a list of edges to traverse; hence
pi = (e1, · · · , ek−1) where nS = φ(e1)(1) and nEnd = φ(ek)(2) and ei ∈ E
for i = 1, 2, · · · , k. Following the definition of a multi-objective optimisation
problem, the decision variable x is a path p in search space Ω [20].

3 Related Work

In this section, we present the related work about decision support systems
(DSSs) that is used to decrease the number of solutions a DM has to choose from.
Furthermore, we give a short overview on methodologies related to the concept
of a Pareto graph, in which non-dominated solutions are put into relation using
a graph structure.

3.1 Pareto Set Reduction as a DSS

In real-world applications, the Pareto set can be vast, making it challenging
for decision-makers to analyse and select a preferred solution. To address this
challenge, Pareto set reduction techniques have been developed as a decision
support tool, aiming to reduce the size of the Pareto set while preserving its
essential characteristics [9].

Pareto set reduction methods, utilized to provide decision-makers with a
more manageable set of solutions, are divided into clustering-based and repre-
sentative selection approaches. Clustering-based methods amalgamate similar
solutions within the Pareto set into clusters, selecting a representative solution
from each cluster, and have been further explored through various subsequent
works focusing on the clustering of non-dominated solutions and the application
of graph-based representations in Multi-Objective Optimization (MOO) [2,20].
For instance, a graph-theoretical clustering approach has been proposed to iden-
tify a reduced set encapsulating extreme solutions of Pareto optimal solutions for
MOO problems [8]. Another technique employs clustering in both the objective
and decision spaces to find intersection sets, aiding a DM in electing the opti-
mal solution [20]. Conversely, representative selection strategies try to directly
select a subset of solutions embodying the diversity and distribution of the entire
Pareto set [8]. Through these methodologies, both approaches facilitate simpli-
fied analysis and decision-making by rendering a condensed yet diverse set of
solutions for evaluation.

3.2 Pareto Graphs

In multi-objective optimization (MOO), obtaining a well-distributed set of non-
dominated solutions is a crucial goal. Paquete and Stützle extended the concept
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of Pareto graphs [5] (also known as efficient graphs) to represent relationships
among solutions in the objective space. Each node in the Pareto graph cor-
responds to a solution, and each directed edge represents whether one solu-
tion can be reached from another within a certain distance. They conducted an
experimental analysis on the properties of the Pareto graph induced by the set
of efficient solutions for multi-objective combinatorial optimization problems,
observing that the Pareto graph contains clusters of non-dominated solutions
which are tightly connected subsets of solutions [13]. Furthermore, Liefooghe et
al. proposed to use a graph in which edges represent the potential ability of a
search algorithm to jump from one solution to another [10].

4 Finding Related Paths

In this section, we describe how pairs of paths can be identified that share
common sub paths and how a respective graph from this information can be
constructed. Furthermore, we propose to use community detection algorithms
to find interesting subsets of paths. These communities can help a DM to make
a more informed decision.

4.1 Constructing the Route-Change-Graph

To represent possible changes of routes, we can construct a Route-Change-Graph
(RCG), that is a graph G = (V,E) where each v ∈ V represents a single path
from the designated start to the goal node and each e ∈ E represents a change
opportunity between two routes (two nodes).

Such a graph is constructed by analysing a set of possible routes and identify-
ing their pairwise common contiguous nodes (excluding start and end). For each
pair of routes (ri, rj), where a route r = (ns, · · · , ne), we construct the intersec-
tion of their subsets of contiguous nodes, excluding ns and ne. Let ri and rj be the
ordered sets of their respective points. Therefore, Iij = ri\{ns, ne}∩rj \{ns, ne}
is the intersection of the two sets without the start and end nodes. We create a
such an intersection for each route pair. Each set Iij contains nodes and, there-
fore, subroutes, that are present and shared in two routes. However, instead of
obtaining the cardinality of the intersection set Iij , i.e. |Iij |, we save the number
of common contiguous subroutes |Sij | (between ri and rj , in a matrix M , where
each column and each row represents a route. Therefore, the n × n matrix M is
symmetric.

To obtain |Sij |, we consider two ordered sets ri and rj , where each ri consists
of a sequence (n1, · · · , nk) with k being variable. The task is to find the number of
common contiguous subsequences between ri and rj . A contiguous subsequence
of ri is any sequence (nia , · · · , nib) where 1 ≤ a < b ≤ k, and the indices a and
b form a contiguous range.

Let’s denote by S(ri) the set of all contiguous subsequences of ri, i.e.,
S(ri) = {s|s is a contiguous subsequence of ri}. We are interested in finding the
cardinality of the intersection of S(ri) and S(rj), denoted |Sij | = |S(ri)∩S(rj)|.
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In Algorithm 1, we show pseudocode to compute the common contiguous sub-
sequences.

Algorithm 1. Common Contiguous Subsequences of Ordered Sets r1 and r2
1: function CommonContiguousSubsequences(r1, r2)
2: S(r1) ← GetContiguousSubsequences(r1)
3: S(r2) ← GetContiguousSubsequences(r2)
4: common_count ← 0
5: for each s1 in S(r1) do
6: for each s2 in S(r2) do
7: if s1 = s2 then
8: common_count ← common_count + 1
9: end if

10: end for
11: end for
12: return common_count
13: end function

14: function GetContiguousSubsequences(r)
15: subsequences ← ∅
16: for i = 1 to length(r) do
17: for j = i + 1 to length(r) + 1 do
18: subsequences ← subsequences ∪ {(ri, ..., rj−1)}
19: end for
20: end for
21: return subsequences
22: end function

Each element in M contains then the number of possible change opportunities
between two routes. In the following, we only consider one half of the matrix,
as it is symmetric. The intersection of a route to itself is the route itself and is
not considered in the following analysis (the respective matrix cells are set to 0).
The matrix M looks as follows.

M =

r1 r2 · · · rn−1 rn
r1 0 |S12| |S13| |S14| |S15|
r2 − 0 |S23| |S24| |S25|
...

... − 0 |S34| |S35|
rn−1

...
... − 0 |S45|

rn − · · · · · · − 0

With the obtained route change matrix M , we can now construct the RCG,
i.e. GRCG = (VRCG, ERCG). We assume a bidirectional possibility to change
between two routes. Each route r is represented by a node vri ∈ VRCG. Each
element in the matrix M represents an edge in ERCG between two routes (column
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Fig. 1. |E | and |C| in relation to τ for GRCG,τ

and row), and the value represents the edge’s weight. As the matrix has as many
rows and columns as there are routes, the resulting graph can be substantially
large. Therefore, we propose to use a threshold value τ for the edges’ weights
that are constructed in the graph. The threshold value τ is determined using
quantiles on the matrix’ values. An edge is constructed if the respective value
is over the specified threshold. However, constructing fewer edges can result in
a disconnected graph and, therefore, in having multiple connected components.
Nevertheless, our proposed RCG should have the least possible number of con-
nected components while also having the least possible number of edges, keeping
it less dense. The graph can be constructed for various thresholds, and the value
that maintains both properties low can then be identified. In Fig. 1, such an
analysis is shown. With an increasing threshold, the number of edges decrease
while there are more connected components. In the given example, we can decide
on a threshold quantile of 0.891, which results in one connected component and
363 edges in ERCG. However, for a different set of routes, it can happen that
the possibility of having only one connected component is not given. Then, a τ
should be chosen, that minimizes |C|.

4.2 Community Detection and Analysis

After constructing the RCG, which nodes represent paths, which edges represent
change possibilities and which edges’ weights represent how often a route can
be changed, we can apply community detection algorithms to identify closely
related solutions. Furthermore, we propose to use various metrics of these com-
munities to identify subsets of solutions that are presented to a DM. In addition,
we propose three strategies a DM can utilise to identify a feasible and fitting
community.
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Community Detection. We propose to use the Leiden algorithms, which is an
extension of the Louvain algorithm, to ensure well-connected communities [18].

The Leiden algorithm is a highly efficient algorithm for community detection
in networks. It is an improvement over the Louvain method, which is known for
its high performance but has certain limitations. The Leiden algorithm addresses
these limitations by incorporating a refinement phase to improve the quality of
partitions.

Mathematically, the Leiden algorithm optimizes the modularity function,
shown in Equation (1).

We furthermore propose to set the settings of the algorithm to find as many
different communities that can be comprehended by a DM, i.e., according to
[16], 3 to 4. Furthermore, we propose to choose the graph’s modularity as the
quality function of the Leiden algorithm [12]. We set the number of iterations to
2, since this is the default setting of the implementation we use to compute the
partition [19].

Community Analysis. After finding a good number of communities, we pro-
pose to compute various metrics on these. These metrics should reflect how
intra-connected the communities are, but also if they are interconnected to other
communities. We have decided to compute four metrics for each community:

1. Density [3]. The density of a graph structure, denoted as ρ(G), is a measure
that provides insight into how many edges are present in the graph relative to
the maximum possible number of edges. For an undirected simple graph with
|V | vertices, the maximum number of edges is |V |(|V |−1)

2 . Thus, the density
is defined as:

ρ(G) =
2|E |

|V |(|V | − 1)
(3)

where |E| represents the number of edges in the graph. For directed graphs,
the maximum number of edges is |V |(|V | − 1), and the density is calculated
as:

ρ(G) =
|E |

|V |(|V | − 1)
(4)

Consequently, a graph’s density ranges from 0 (for an empty graph) to 1 (for
a complete graph).

2. Average Cluster coefficient [17]. The average clustering coefficient, 〈C〉,
quantifies the degree of clustering in a network. It’s calculated as:

〈C〉 = 1
|V |

∑

vi∈G

C(vi) (5)

Where:
– |V | is the total number of nodes
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– vi represents each node in the graph G
– C(vi) is the clustering coefficient of node vi

For a given node vi, C(vi) is the node’s clustering coefficient, i.e., a proportion
of existing links between its neighbours over the total possible links.
Given a node v with kv neighbours, the cluster coefficient C(v) for that node
can be calculated using the following equation:

C(v) =
2Υv

kv(kv − 1)

where Υv represents the number of edges between the neighbours of v. This
equation calculates the ratio between the number of actual edges Υv and the
maximum possible number of edges between kv nodes. In other words, it is
the ratio of actual triangles that node involved in and the number of possible
triangles.
If a node has less than two neighbours, its clustering coefficient is 0. This
measure provides an overall sense of the network’s cliquishness.

3. Group Betweenness Centrality [6]. Everett and Borgatti proposed the
concept of Group Betweenness Centrality as a measure to identify the most
central group within a network. It extends the idea of individual node cen-
trality to encompass groups of nodes. The Group Betweenness Centrality of a
group of nodes is defined as the sum of the fraction of shortest paths between
all pairs of nodes in the network that pass through at least one node in the
group. This measure reflects the extent to which a group collectively acts as
a bridge or gatekeeper between other nodes in the network. Given a group of
nodes, V, the betweenness centrality of this group, denoted as bc(V), is given
by:

bc(V) =
∑

nfrom �=v �=nto

(
σ(nfrom, nto|V)
σ(nfrom, nto)

)
(6)

Where:
– σ(nfrom, nto) is the total number of shortest paths from node nfrom to

node nto
– σ(nfrom, nto|V) is the number of those paths that pass through some node

in group V

Notice that nfrom �= v �= nto means that we take all pairs of nodes except
those pairs where either node is in the group V. In contrast to the other three
metrics, we compute the Group Betweenness Centrality for a community in
the scope of the whole graph, while the other metrics are calculated using
solely the nodes and edges of the respective community.

4. Graph Degree Centrality [7]. The degree centrality of a graph is a mea-
sure of the overall connectivity of the graph. It is an average of the degree
centralities of all nodes in the graph.
It is defined as:
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dc(G) =
∑|V |

i=1 [dc(v∗) − dc (vi)]

|V |2 − 3|V | + 2
(7)

Where:
– dc(G) represents the degree centrality of the graph G
– dc(v∗) and dc(vi) denote the degree centralities of the node with the

highest degree (v∗) and each other node (vi) respectively
– |V | is the total number of nodes in the network

This formula calculates the sum of differences between the degree centrality
of the node with the highest degree and that of every other node. This sum
is then normalized by dividing it by |V |2 − 3|V | + 2, which is derived from
the maximum possible sum of differences.
In this case, a higher degree centrality indicates that one node (the one with
the highest degree) is significantly more connected than others, while a lower
degree centrality suggests a more evenly distributed network where no single
node dominates in terms of connections.

Community Selection. After computing the four different metrics for each
community, we can use one or more of these measurements to select a community
that is being presented to a DM. With our approach, we shift the DM’s task from
the objective space (and where possible interesting areas are) to a space where
they have to decide on specific properties of subsets of solutions. Especially for
problems similar to the multi-objective pathfinding problem, that can be highly
uncertain from a temporal perspective, it can be beneficial to choose a subset
of solutions rather than a single solution to have alternatives ready when the
solution is executed but not feasible any more. For instance, when traversing a
path, a DM may get the information that a chosen segment on a later stage of
the path is not traversable any more. With a pre-computed set of alternative
solutions, the DM can still choose from various non-dominated solutions. As
follows, we present three strategies to use the proposed community metrics. We
propose to apply non-dominated sorting of the set of communities using their
respective metric values, and then to use a combination of the four metrics.

Always alternatives. If a DM aims for solutions that have always alternatives
when being traversed, we propose to choose a community with a high density
and low graph degree centrality. An example of such a community is presented
in Community 1 in Fig. 2.

Main route, but possible dead ends in alternatives. A star shape community rep-
resents a set of alternatives with one main route and adjacent solutions. Choosing
such a set may result from a high priority on a specific route. However, depend-
ing on the number of rays of the star, i.e., the alternatives, a different route
might be available with the sacrifice of having no more alternatives afterwards.
Nevertheless, a return to the main route can be possible. An example of such a
community is presented in Community 2 in Fig. 2.
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Community 0 Community 1

Community 2

Fig. 2. The three obtained communities. Force-directed layout for visualisation.

Few central solutions, few alternatives. A community can exist with multiple
central solutions, where each solution has a substantially high number of alter-
natives, and that community has also a few additional solutions with a lower
number of available alternatives. An example of such a community is presented
in Community 0 in Fig. 2.

5 Evaluation and Discussion

In this section, we apply the proposed methodology to an instance of the
pathfinding problem that has been proposed in [20] and which has been pub-
lished in [22].

The instance of the problem represented the task of finding the set of Pareto
optimal routes within the European road network from Warsaw to Madrid. The
final network consisted of 1.14 × 108 nodes and 1.46 × 108 edges and a variation
of the NSGA-II algorithm [4,20] was applied to optimise (minimization) four
objectives, i.e., length of the route, time to traverse it, positive ascent and the
curvature. For a detailed description, the interested reader is referred to [20]. The
authors have obtained 69 different and non-dominated routes that are shown in
Fig. 3. Although the routes are very similar from a visual perspective, there are
small differences in various locations.

We can now construct all intersection sets Si, using our proposed method-
ology, and build the matrix M from it. The result is a 69 × 69 matrix, which
elements represent possible changes between routes and the value related to
the number of possible changes. From this adjacency matrix, we construct the
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Fig. 3. All obtained Pareto-optimal routes for four objectives [20]

respective RCG, shown in Fig. 4. The graphical representation was created using
a force directed layout [1].

As described in Sect. 4.1, we use the 0.891-quantile as a threshold so that our
graph has exactly one connected component. In Fig. 4, we have also coloured
the communities, that have been found when applying the Leiden algorithm. In
Fig. 2, we show each community separately, also arranged using a force-directed
layout. From a visual approach, the structural differences of the communities
are already visible.

To compare the communities, we can now compute the proposed metrics,
i.e., density, average cluster coefficient, group betweenness centrality and graph
degree centrality. In Fig. 5, we show these metrics for each community. It should
be noted, that, in terms of these metrics, all communities are non-dominated.
We propose to only use non-dominated communities. From a visual perspective,
community 2 is structurally different compared to the other two. It has a rather
high graph degree centrality and group betweenness centrality, but also a low
density and an average cluster coefficient of 0, as the community does not contain
any triangles.

We assume that a DM should decide on one specific community. However,
also the linking between communities can be of interest. The DM can utilise the
Group Betweenness Centrality to estimate how well a change between commu-



Finding Sets of Solutions for Temporal Uncertain Problems 221

Route Change Graph

Fig. 4. The obtained RCG from the real-world example. Layout obtained by applying
a force directed algorithm
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nities can be done. In other words, a community with a high group betweenness
centrality enables to easily change to other communities.

To provide an easier access to our proposed methodologies, we have published
the code that we used. In addition, we provide an easy-to-use UI that uses the
artificial and real-world data [21].

6 Conclusion and Outlook

In this paper, we have proposed a novel DSS that can identify a comprehensible
number of subsets of solutions for decision-makers to choose from. The approach
is especially suitable for problems where there are possibilities to switch between
solutions, as they are temporal uncertain and alternatives are available. With our
approach, an Route-Change-Graph (RCG) is generated using a problem specific
threshold to keep the number of edges low, then communities are identified and
finally, the communities are analysed using various graph metrics to help a DM
choose the most fitting subset of solutions. In addition, we have evaluated the
methodology on a real-world problem. However, an empirical analysis with actual
DMs is missing and should be carried out in the future.

Furthermore, in the future, we want to test the approach on different prob-
lems than route planning on maps, e.g., network routing or also medical applica-
tions. Moreover, other graph related metrics than the four that we have utilised,
should be evaluated in the future. We see our proposed methodology as a starting
point to more problem-centric DSS instead of general applicable approaches.
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Abstract. Medical imaging diagnosis increasingly relies on Machine
Learning (ML) models. This is a task that is often hampered by severely
imbalanced datasets, where positive cases can be quite rare. Their use
is further compromised by their limited interpretability, which is becom-
ing increasingly important. While post-hoc interpretability techniques
such as SHAP and LIME have been used with some success on so-
called black box models, the use of inherently understandable models
makes such endeavours more fruitful. This paper addresses these issues
by demonstrating how a relatively new synthetic data generation tech-
nique, STEM, can be used to produce data to train models produced by
Grammatical Evolution (GE) that are inherently understandable. STEM
is a recently introduced combination of the Synthetic Minority Over-
sampling Technique (SMOTE), Edited Nearest Neighbour (ENN), and
Mixup; it has previously been successfully used to tackle both between-
class and within-class imbalance issues. We test our technique on the
Digital Database for Screening Mammography (DDSM) and the Wiscon-
sin Breast Cancer (WBC) datasets and compare Area Under the Curve
(AUC) results with an ensemble of the top three performing classifiers
from a set of eight standard ML classifiers with varying degrees of inter-
pretability. We demonstrate that the GE-derived models present the best
AUC while still maintaining interpretable solutions.

Keywords: Augmentation · Breast Cancer · Ensemble · Grammatical
Evolution · STEM

1 Introduction

In medical imaging diagnoses, where decisions can have significant implications
for individual’s health, it is essential to gain a thorough understanding of the
factors influencing these decisions. While Machine Learning (ML) models have
proven effective in diagnosing a variety of medical conditions in medical imag-
ing [29], their limited interpretability poses a challenge to their broader adop-
tion. Moreover, the recently introduced European Union (EU) Communication
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on Fostering a European approach to AI [1] specifically targets explainability as
a key concern for the deployment of ML and Artificial Intelligence (AI) models.

Another prevalent challenge in the medical imaging domain is the issue of
class imbalance within the dataset. Methods such as Synthetic Minority Over-
sampling Technique (SMOTE), Edited Nearest Neighbour (ENN), and Mixup
combined together as STEM [16], which leverages the full distribution of minor-
ity classes, can effectively address both inter-class and intra-class imbalances.
In [16], STEM was applied in-conjunction with an ensemble of ML classifiers,
producing promising outcomes. However, understanding the reasoning behind
ML model predictions remains a complex task. Furthermore, as the volume of
instances and the specificity of problems grow, the complexity of the derived
solutions also increases.

Building trust in ML classifiers and understanding the behaviour of the solu-
tions is pivotal to their broader acceptance. Employing inherently explainable
models is a useful strategy when generating Explainable AI models. Grammat-
ical Evolution (GE) [26], an Evolutionary Computation (EC) technique, has
been used to leverage grammars to define and constrain the syntax of potential
solutions, producing inherently explainable models [22].

To address these challenges, we developed a classification system based on
GE. Our study includes a comprehensive comparison with an ensemble of other
ML classifiers. Notably, GE models show enhanced interpretability compared
to other traditional ML models. GE provide solutions in the form of symbolic
expressions, offering a more intuitive understanding of the decision-making pro-
cess. This emphasis on interpretability is crucial, especially in healthcare, where
understanding the rationale behind decisions is of paramount importance.

Our research hypothesises that the use of the STEM augmentation technique
combined with an approach rooted in GE produces more interpretable solutions
as compared to the other ensemble ML classifiers.

The contributions of this paper are as follows. Firstly, we develop a method
that combines a GE classifier with STEM, outperforming an ensemble of ML
classifiers, as indicated by the superior AUC. Secondly, our approach distin-
guishes itself by offering more interpretable solutions compared to the ensemble
method. Finally, the paper presents rigorous statistical analyses to comprehen-
sively evaluate the performance of implemented data augmentation techniques
on each data setup.

The rest of the paper is structured as follows: Sect. 2 reviews the existing
literature. Section 3 outlines the proposed methodology, and Sect. 4 addresses
experimental details performed in this work. Results and discussion are described
in Sect. 5, and Sect. 6 presents the conclusion and future guidelines.

2 Literature Review

In the realm of medical applications, particularly in the context of breast can-
cer diagnosis, the issue of imbalanced datasets is a critical concern. Imbal-
ances, where one class significantly outweighs the other, can introduce biases
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and compromise the reliability of ML models. Implementing effective strategies
for class balancing, such as oversampling, undersampling, and their combina-
tion, results in a more balanced and representative training dataset [9]. Previous
studies [14,17] have recognized the impact of class imbalance in medical datasets
for ML tasks.

Moreover, ML algorithms have demonstrated notable efficiency in the classifi-
cation of medical data. A compelling study showcases the effectiveness of ensem-
bles, where Bayesian networks and Radial Basis Function (RBF) classifiers with
majority voting resulted in an accuracy of 97% [20] when applied to the Wis-
consin Breast Cancer (WBC) dataset. Furthermore, an approach that combined
linear and non-linear classifiers using Micro Ribonucleic Acid (miRNA) profiling
achieved an impressive accuracy of 98.5% [28].

While these findings are promising, ML algorithms may struggle to contex-
tualize information and are susceptible to unexpected or undetected biases orig-
inating from input data. Additionally, they often lack transparent justifications
for their predictions or decisions [25]. In response to this, employing GE can
yield interpretable solutions. As a variant of Genetic Programming, GE evolves
human-readable solutions, offering explanations for the rationale behind its clas-
sification decisions, which is a significant advantage over current paradigms in
unsupervised and semi-supervised learning [10].

Previous studies have already demonstrated the effectiveness of GE across
a range of ML tasks. It has proven valuable for feature generation and feature
selection [11], as well as for hyperparameter optimization [24]. The GenClass
system [3], built upon GE, demonstrates promising outcomes and outperforms
RBF networks in certain classification problems. They utilized thirty benchmark
datasets from the UCI and KEEL repositories, including Haberman, which con-
sists of breast cancer instances. While it has excelled in these areas, there are
still avenues for further exploration.

In this paper, we aim to investigate the efficiency of utilizing GE as a medical
imaging classifier combined with STEM to handle imbalance distributions of
data samples, particularly in breast cancer diagnosis. Leveraging the interpretive
and adaptable features of GE, our objective is to achieve accurate and reliable
outcomes that can be easily explained.

3 Methodology

For analysis, we utilize two primary breast cancer datasets. One consists of
images, the Digital Database for Screening Mammography (DDSM) [18], while
the other consists of tabular data, the WBC [31] dataset. DDSM is a compre-
hensive collection of mammograms, encompassing both normal and abnormal
images. For this study, we focused on DDSM ′s Cancer 02 volume and three
volumes of normal samples (Volume 01-03). By selecting one volume of cancer
images compared to three volumes of normal images, we maintain a realistic class
imbalance ratio. These images come from the Craniocaudal (CC) and Mediolat-
eral Oblique (MLO) views of both the left and right breasts. We work with
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152 cancerous images and 876 healthy ones from volumes 1-3. Each image was
divided into four segments: the entire breast (I), the top segment (It), the middle
segment (Im), and the bottom segment (Ib).

Fig. 1. Outline of the proposed approach for breast cancer classification using GE and
other classifiers.

The WBC dataset consists of 30 features derived from Fine Needle Aspi-
ration (FNA) samples of breast masses, categorising patients into benign (non-
cancerous) and malignant (cancerous) cases. It comprises 212 malignant samples
and 357 benign samples.

To create a dataset containing breast cancer images from the DDSM image
for evaluating the proposed methodology, we first need to extract features that
will be used for training. This involves isolating the breast region, eliminating
irrelevant background data, segmenting the breast region, and extracting perti-
nent features to generate a comprehensive training dataset of breast segments.
Initially, a median filter is applied to reduce noise within the images. Sub-
sequently, non-essential background data, often containing machine-generated
labels such as ‘CC’ or ‘MLO’, is removed. For this step, we employed a precise
Otsu thresholding technique. Following this, the segmenting process proposed
in [27] effectively partitioned images into three overlapping segments.

Feature extraction is the next critical phase. In our study, we extracted a set
of Haralick’s Texture Features [15] from both whole and segmented images. The
selection of these features is based on the hypothesis that there are discernible
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textural differences between normal and abnormal images. Specifically, we com-
pute thirteen distinct Haralick features from the Gray-Level Co-Occurrence
(GLCM) matrix, employing four orientations corresponding to two diagonal
(grey-level numeric values of the images) and two adjacent neighbours. This
process results in generating a total of 52 features per segment or image.

High class imbalance present in the utilized datasets poses a significant
challenge in developing robust and accurate predictive models. Therefore,
explicit data augmentation has been implemented in the training set to effec-
tively address this class imbalance challenge. Using nine distinct augmentation
approaches outlined in Sect. 4.3, synthetic samples are generated to enrich the
dataset with more discriminative information, ultimately improving the learning
capabilities of the model.

In the last step, the GE classifier and an ensemble of other ML classifiers are
trained separately to make predictions on the test set. Augmented training data
is used, while the original imbalanced test set is used for testing. For ensembling,
eight ML classifiers are used as mentioned in Sect. 4.5. The top three classifiers,
based on AUC, are selected and combined through majority voting to create the
final predictions. The complete pipeline of the proposed approach is shown in
Fig. 1.

4 Experimental Details

The DDSM and WBC datasets are used to evaluate the proposed technique.
The study employs five different data setups to train the classifiers. For the
WBC dataset, a single setup is utilized, consisting of 30 breast mass features
per sample acquired through FNA.

In contrast, the DDSM dataset includes images from two views, CC and
MLO. To conduct experiments, the dataset is categorized into four distinct con-
figurations based on these views. In the initial setup, denoted as “SCC”, data is
exclusively extracted from segments of the CC view. Conversely, the second cate-
gory, “SMLO”, comprises segmented images exclusively from the MLO view. The
third configuration, “SCC+MLO”, combines segments from both views. Lastly,
the fourth setup, “FCC+MLO”, considers the full image (non-segmented) features
from both the CC and MLO views for comprehensive analysis. The number of
features for each segment or image is 52, used in all these setups

We divided the datasets into training and testing sets at an 80:20 ratio,
respectively. Notably, all DDSM configurations exhibit significant class imbal-
ances, with class ratios ranging from 6:94 SCC , SMLO and SCC+MLO setups.
For FCC+MLO the ratio between the positive versus negative class is 15:85. Like-
wise, the WBC dataset has a class distribution of 37% positive and 63% negative
classes as illustrated in Fig. 2.
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Fig. 2. Concentric ring chart for setup description. Rings are setups, and the coloured
areas indicate training positive percent. Legend includes the training positive and neg-
ative total samples.

4.1 System Settings

All the ML experiments were conducted using the PyCaret library [2]. The
GRAPE [8] framework was used to perform GE experiments. For statistical
analysis, we employed the AutoRank Python library [19] to evaluate the perfor-
mance of the implemented augmentation approaches. Our code, along with our
dataset configurations, is available in our GitHub repository1.

4.2 Performance Metric

To evaluate the performance of the designed approach, AUC has been selected as
the assessment metric which uses Trapezoidal rule for its computation. AUC has
become a widely accepted performance measure in classification problems due
to its reliability, particularly in the context of imbalanced datasets [13,21].AUC
serves as a comprehensive metric, encompassing both sensitivity (Eq. 1) and
specificity (Eq. 2), considering various threshold values. TPos denotes true posi-
tives, TNeg true negatives, FPos false positives, and FNeg denotes false negatives.

Sensitivity =
TPos

TPos + FNeg
(1)

Specificity =
TNeg

TNeg + FPos
(2)

4.3 Class Balancing

The methods utilized for generating synthetic data with the aim of equalizing the
class distribution ratio include the Synthetic Minority Oversampling Technique
1 https://github.com/yumnah3/Interpretable-Breast-Cancer-Diagnosis.git.

https://github.com/yumnah3/Interpretable-Breast-Cancer-Diagnosis.git
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(SMOTE) [7], Borderline SMOTE (BSMOTE) [14], SMOTENC (S-NC) [7],
Support Vector Machine SMOTE (SVM-S) [23], Mixup [32], and ADASYN
(ADA) [17]. Additionally, three hybrid methods, SMOTE Edited Nearest Neigh-
bour (S-ENN) [30] SMOTE-Tomek (S-Tomek) [5] and combination of SMOTE,
ENN, and Mixup (STEM) are also implemented to compare against each other.

Notably, STEM generates a balanced number of samples for each class. Com-
pared to other methods, it demonstrates the ability to increase the number of
data samples more extensively, resulting in improved model performance.

4.4 Grammatical Evolution

GE’s grammars are typically defined in Backus-Naur Form (BNF), a notation
represented by the tuple N , T , P , S, where N is the set of non − terminals,
transitional structures usually with semantic meaning, T is the set of terminals,
items in the phenotype, P is a set of production rules, and S is a start non −
terminal. The following simple grammar was created to evolve solutions for the
first four data setups with 52 numerical features, whereas, for the last setup, 30
numerical features were used:

〈expression〉 ::= 〈operator〉(〈expression〉,〈expression〉 | 〈operand〉
〈operator〉 ::= add | sub | mul | pdiv

〈operand〉 ::= 〈x〉 | 〈digit〉〈digit〉.〈digit〉〈digit〉
〈x〉 ::= x[0] . . . x[51]

〈digit〉 ::= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9

This grammar permits the use of basic arithmetic operations (addition, sub-
traction, multiplication, and division –protected in case the divisor is equal to 0)
and the inclusion of real numbers constants. These constants are helpful because
GE can explore beyond the parameter space given to minimize the error between
expected and predicted outputs, something that does not happen with other ML
classifiers. The non − terminal X encompasses the fifty-two numerical features
for the first four setups of the DDSM dataset and the thirty numerical features
for the WBC dataset.

The output domain of the evaluations is o ∈ [−∞,∞]. Subsequently, a sig-
moid function is applied to constrain the values to σ(o) ∈ [0, 1]. For binary
classification, the typical interpretation of the sigmoid function is the probabil-
ity of belonging to class 1, and therefore we use σ(o) to calculate AUC. Table 1
presents the experimental parameters used in this work:
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Table 1. List of parameters used to run GE

Parameter type Parameter value

Number of runs 30

Number of generations 100

Population size 200

Mutation probability 0.01

Crossover probability 0.8

Elitism size 1

Codon size 255

Initialisation Sensible

Maximum initial depth 10

Maximum depth 35

Wrapping 0

4.5 Other Classifiers

We also used the augmented training data to train a diverse ensemble of eight
ML classifiers. This ensemble includes Random Forest (RF), Linear Discrimi-
nant Analysis (LDA), Quadratic Discriminant Analysis, LightGBM, XGBoost,
AdaBoost, KNN, and Extra Trees models. Initially, a comprehensive model is
trained using all eight classifiers. Subsequently, based on the AUC metric, the
three best-performing models are selected. These selected models are then com-
bined through a majority voting approach. The final predictions are made on
the test dataset, which consists of imbalanced and unseen samples.

5 Results and Discussion

To evaluate the performance of the proposed method, five distinct data setups are
employed. Four configurations are derived from the DDSM dataset, considering
variations in views, segments, and full images. The fifth setup is from the WBC
dataset. To enhance the robustness of the training setups, nine augmentation
approaches are applied and compared. The assessment is conducted using an
ensemble of other ML classifiers, alongside GE.

The performance of the classifiers is compared based on AUC for each
dataset. The ensemble classifiers are denoted by their respective initials: Ld

for Linear Discriminant Analysis, Q for Quadratic Discriminant Analysis, E for
ExtraTree, R for Random Forest, Li for Lightgbm, K for KNN, A for Adaboost,
and X for Xgboost. It is important to note that the AUC values of the other
ensemble classifiers are presented for a single run, and they are then compared
against the median AUC derived from 30 runs conducted with GE.

Table 2 provides an overview of the results. In the first setup, SCC , an AUC
of 0.91 was achieved, outperforming the ensemble of LdQE, which obtained an
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AUC of 0.90. Similarly, in the second setup, SMLO, an AUC of 0.90 was attained,
while the ensemble of LdQE achieved a slightly lower AUC of 0.84.

For the third setup SCC+MLO, an AUC of 0.92 was observed using the GE
classifier, outperforming other classifiers that yielded the highest AUC of 0.87
using LdQE. When the classifiers were trained on full image features in setup
FCC+MLO, the highest AUC values were 0.94 and 0.85, obtained by the GE
classifier and the ensemble of LdQE, respectively.

When comparing the AUC using the WBC dataset, both GE and the ensem-
ble of AKLr achieved an AUC of 0.99.

Table 2. A comparison of the AUC for GE and the ensemble approaches using the
nine different augmentation techniques for each data setup.

Setups Classifiers ADA BSMOTE S-ENN SMOTE S-NC S-Tomek SVM-S Mixup STEM

SCC GE 0.91 0.90 0.89 0.91 0.90 0.90 0.90 0.91 0.90

Others 0.76 0.73 0.93 0.77 0.82 0.77 0.73 0.90 0.90

LdQE LdQE LdQE LdQE LdQE LdQE LdQE LdQE LdQE

SMLO GE 0.90 0.90 0.90 0.90 0.87 0.90 0.89 0.90 0.89

Others 0.80 0.80 0.80 0.82 0.78 0.82 0.81 0.81 0.84

ELiR ELiR LdQE ELiR ELiX ELiX ELiR LdQE LdQE

SCC+MLO GE 0.91 0.91 0.92 0.91 0.92 0.91 0.91 0.90 0.91

Others 0.75 0.68 0.77 0.75 0.70 0.76 0.62 0.76 0.87

ELiR ELiR ELiR ELiR ELiX ELiR ELiR ELiR LdQE

FCC+MLO GE 0.93 0.91 0.90 0.92 0.93 0.94 0.93 0.93 0.93

Others 0.78 0.84 0.72 0.81 0.82 0.82 0.82 0.81 0.85

EQR ELiR ERX EQR ELiQ ELiR EQR LiQLd LdQE

WBC GE 0.98 0.98 0.99 0.98 0.99 0.98 0.99 0.98 0.99

Others 0.94 0.94 0.94 0.94 0.95 0.94 0.94 0.94 0.99

LdQE LdQE EKLi LdQE LdQE LdQE LdQE LdELi AKLr

The augmentation approaches are compared using the boxplot presented
in Fig. 3. The plot indicates the AUC obtained from all nine augmentation
approaches for each setup across all 30 runs. The horizontal line in red indi-
cates the median value of the respective group.

GE provides valuable insights into the most informative features used in
the solutions, as demonstrated in Table 3, which present the most frequently
used features for each setup. The features extracted and presented in these
tables are sorted by their impact on the solutions. Common features consistently
found in Table 3 for the DDSM dataset include “Inverse Difference Moment
(IDM)”(feature 17), “Contrast” (feature 5), and “Difference Entropy” (feature
41). Both contrast and IDM represent the difference in grey levels between pixels,
while entropy indicates the level of randomness in the grey levels.

For the WBC dataset, as shown in Table 3, the top three features that con-
sistently appear in the solutions are 21, 20, and 27, corresponding to “Concave
Point Worst”, “Fractal Dimension”, and “Radius Worst” respectively. The con-
cave point worst feature indicates the severity of the concave portion of the shape,
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Fig. 3. Boxplot analysis comparing opponent approaches and their AUC distributions
across multiple runs

with “worst” denoting the highest mean value. The “fractal dimension” is a cru-
cial characteristic that provides information related to the geometric shape of
the fractals. The third feature, radius worst, represents the largest mean value
for the distances from the centre to points on the perimeter.

While other ML models may share the feature of interpretability, they often
present challenges that GE does not encounter. Decision trees and RF, though
interpretable, lose clarity with complex structures and aggregation [4]. LDA
relies on the Gaussian distribution of the data and assumes that the covariance
of two classes is the same [12], limiting its applicability. In contrast, GE does not
depend on these factors and maintains transparency throughout its evolution,
even when addressing complex and non-linear problems.
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Table 3. This analysis unveils prevalent features used by GE in all five setups. For
SCC and SMLO, percentages are computed from 8684 and 7945 occurrences. Likewise,
contributions to SCC+MLO and FCC+MLO are based on 8138 and 8522 occurrences,
respectively. The features of WBC are also examined, with percentages drawn from
9076 appearances.

SCC SMLO SCC+MLO FCC+MLO WBC

Feature Usage Feature Usage Feature Usage Feature Usage Feature Usage

17 6.22% 5 4.93% 17 5.35% 41 3.78% 21 7.83%

41 4.87% 4 4.46% 5 4.36% 37 3.71% 20 7.64%

38 4.58% 41 3.95% 7 4.33% 4 3.63% 27 6.47%

5 4.19% 7 3.75% 41 4.02% 38 3.46% 24 5.56%

18 3.88% 17 3.65% 18 3.93% 11 3.38% 1 5.1%

7 3.50% 34 3.34% 38 3.55% 17 3.18% 13 4.87%

36 2.73% 45 3.15% 11 3.08% 5 3.11% 7 4.23%

5.1 Statistical Analysis

The statistical comparison of implemented data augmentation techniques
involved a non-parametric Bayesian signed-rank test [6] applied to each dataset.
In our analysis, conducted on nine augmentation techniques with 30 paired AUC
samples each, the test distinguished between methods being pair-wise larger,
smaller or inconclusive. The approaches listed in the rows are compared with
the methods presented in the corresponding column. The subsequent Bayesian
signed-rank test revealed significant distinctions among the techniques. In the
cases where STEM has outperformed the other approaches are underlined in the
Table 4.

In the SCC setup, as illustrated in Table 4(a), STEM, Mixup, SMOTE, ADA,
S-NC, SVM-S, S-Tomek and BSMOTE all exhibit larger medians than S-ENN.

The statistical comparison of medians depicted in Table 4(b) among various
augmentation populations reveals notable differences for SMLO setup. STEM, S-
NC, S-Tomek, ADA, and Mixup exhibit larger medians compared to BSMOTE,
SVM-S, SMOTE, and S-ENN.

Similarly, for setup SCC+MLO in the Table 4(c) STEM again showcases its
effectiveness by outperforming S-NC, BSMOTE, Mixup, SMOTE, and ADA
in medians. Additionally, S-ENN demonstrates superiority by exhibiting larger
medians than Mixup, SMOTE, and ADA. Additionally, S-Tomek outperforms
SMOTE in median values. SVM-S, in particular, stands out with a larger median
than ADA.
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Moreover, STEM stands out by consistently surpassing S-Tomek, Mixup,
BSMOTE, ADA, SVM-S, SMOTE, and S-ENN in median values presented in
Table 4(d) for FCC+MLO . Additionally, S-NC demonstrates superiority over
SMOTE and S-ENN, while S-Tomek outperforms S-ENN in median values.
Mixup, BSMOTE, ADA, SVM-S, and SMOTE all exhibit larger medians than
S-ENN.

Finally, in the WBC setup, as depicted in Table 4(e), STEM emerged as the
top-performing method, surpassing S-NC, BSMOTE, S-Tomek, Mixup, SVM-S,
SMOTE, and ADA. S-NC exhibited a higher median than SMOTE and ADA,
while Mixup outperformed SMOTE in median value. SVM-S demonstrated a
larger median than SMOTE and ADA.

The Bayesian analysis results are summarized in Fig. 4. It reveals that STEM,
a combination of S-ENN and Mixup, emerges as the top-ranking approach. This
result underscores the effectiveness of this combined strategy in enhancing per-
formance. Notably, S-ENN and Mixup individually secure the second and third
positions, further affirming the significance of this ensemble approach.

Fig. 4. The illustration of the overall results acquired from the Bayesian signed-rank
test is shown here. The cumulative score is the total number of times one approach
outperforms the other. STEM obtained a cumulative score of 23 where the maximum
possible is 40 (comparing one versus another 8 approaches in 5 setups), outperforming
the other approaches. Each color represents distinct test setups used for the evaluation.
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Table 4. The results of the Bayesian signed-ranked test are summarized here for the
nine augmentation approaches for each data setup. Arrows indicate the direction of
differences: ⇑ for larger, ⇓ for smaller, - for inconclusive, and N/A for not applicable
results. A family-wise significance level of α ≡ 0.05 is employed.

(a) SCC

STEM Mixup SMOTE ADA S-NC SVM-S S-Tomek BSMOTE S-ENN

STEM N/A – – – – – – – ⇑
Mixup – N/A – – – – – – ⇑
SMOTE – – N/A – - – – – ⇑
ADA – – – N/A – – – – ⇑
S-NC – - - - N/A - - - ⇑
SVM-S – – – – – N/A - – ⇑
S-Tomek – – - - – – N/A – ⇑
BSMOTE – – – – – – N/A ⇑
S-ENN ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ N/A

(b) SMLO

STEM Mixup S-NC S-Tomek ADA BSMOTE SVM-S SMOTE S-ENN

STEM N/A – – – – ⇑ ⇑ ⇑ ⇑
Mixup – N/A – – – ⇑ ⇑ ⇑ ⇑
S-NC – – N/A – – ⇑ ⇑ ⇑ ⇑
S-Tomek – – - N/A – ⇑ ⇑ ⇑ ⇑
ADA – – – – N/A ⇑ ⇑ ⇑ ⇑
BSMOTE ⇓ ⇓ ⇓ ⇓ ⇓ N/A – – –

SVM-S ⇓ ⇓ ⇓ ⇓ ⇓ – N/A – –

SMOTE ⇓ ⇓ ⇓ ⇓ ⇓ – – N/A –

S-ENN ⇓ ⇓ ⇓ ⇓ ⇓ – – – N/A

(c) SCC+MLO

STEM S-ENN S-Tomek SVM-S S-NC BSMOTE Mixup SMOTE ADA

STEM N/A – – – – ⇑ ⇑ ⇑ ⇑
S-ENN – N/A – – – – ⇑ ⇑ ⇑
S-Tomek – – N/A - - – – – –

SVM-S – – – N/A - - - - ⇑
S-NC – – – – N/A – – – –

BSMOTE ⇓ - – – – N/A – – –

Mixup ⇓ ⇓ – – – – N/A – –

SMOTE ⇓ ⇓ — – – – – N/A –

ADA ⇓ ⇓ – ⇓ – – – – N/A

(d) FCC+MLO

STEM S-NC Mixup S-Tomek BSMOTE ADA SVM-S SMOTE S-ENN

STEM N/A – ⇑ ⇑ ⇑ ⇑ ⇑ ⇑ ⇑
S-NC – N/A – – – – – – ⇑
Mixup ⇓ – N/A – – – – – ⇑
S-Tomek ⇓ - - N/A - - - - ⇑
BSMOTE ⇓ – – – N/A – – – ⇑
ADA ⇓ – – – – N/A – – ⇑
SVM-S ⇓ – – – – – N/A – ⇑
SMOTE ⇓ – – – – – – N/A ⇑
S-ENN ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ N/A

(continued)
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Table 4. (continued)

(e) WBC

STEM S-ENN S-NC SVM-S Mixup ADA BSMOTE S-Tomek SMOTE

STEM N/A – ⇑ ⇑ ⇑ ⇑ ⇑ ⇑ ⇑
S-ENN – N/A ⇑ ⇑ ⇑ ⇑ – ⇑ ⇑
S-NC ⇓ ⇓ N/A - – – – – –

SVM-S ⇓ ⇓ – N/A – ⇓ – – ⇓
Mixup ⇓ ⇓ – – N/A – – – ⇑
ADA ⇓ ⇓ – ⇓ – N/A – – –

BSMOTE ⇓ – – – – – N/A – –

S-Tomek ⇓ ⇓ – – – – – N/A –

SMOTE ⇓ ⇓ – ⇓ ⇓ – – – N/A

6 Conclusion and Future Work

In this study, we addressed class imbalance and interpretability challenges in
medical imaging diagnosis by using GE to produce classifier trained on data
augmented by the recently-introduced STEM technique. Our approach not only
delivers interpretable solutions but also outperforms an ensemble of other ML
classifiers in terms of performance. The analysis conducted on the DDSM and
WBC datasets emphasizes the effectiveness of GE, as evidenced by improve-
ments in AUC and its ability to identify critical data features. Notably, our
inclusion of Bayesian signed-rank test results confirms that STEM emerges as the
best-performing approach for augmentation. The improved AUC and enhanced
interpretability of our approach can help build trust and facilitate informed
decisions. Thus, our study validates the proposed hypothesis, demonstrating the
efficacy of the combined GE and STEM approach.

For future research, we suggest improving performance by incorporating addi-
tional image attributes, such as wavelet transformations and local binary pat-
terns, to enhance the feature set and dataset diversity. Furthermore, exploring
the mixture of different datasets to assess the robustness of our approach across
various image data sources would be interesting.
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Abstract. Software modularisation is a pivotal facet within software
engineering, seeking to optimise the arrangement of software compo-
nents based on their interrelationships. Despite extensive investigations
in this domain, particularly concerning evolutionary computation, the
research emphasis has transitioned towards solution design and conver-
gence analysis rather than pioneering methodologies. The primary objec-
tive is to attain efficient solutions within a pragmatic timeframe. Recent
research posits that initial positions in the search space wield minimal
influence, given the prevalent trend of methods converging upon akin
local optima. This paper delves into this phenomenon comprehensively,
employing graph partitioning techniques on dependency graphs to gener-
ate initial clustering arrangement seeds. Our empirical discoveries chal-
lenge conventional insight, underscoring the pivotal role of seed selection
in software modularisation to enhance overall outcomes.

Keywords: Software Engineering · Heuristic Search · Software
Modularisation · Graph Partitioning

1 Introduction

1.1 General Background

As software systems grow, maintenance becomes challenging for incoming engi-
neers unfamiliar with the original code, often leading to the need for signifi-
cant overhauls or discontinuation of extensive legacy systems. To ensure sustain-
able management, creating modular subsystems is crucial. Instead of portraying
them as clusters in the source code, a more practical approach is representing
dependencies in graph form. Mancoridis et al. define the software modularisation
problem as arising from the exponential complexity of interconnected software
module relationships within evolving systems. This is often approached as a
heuristic-search-based clustering problem to identify optimal representations by
clustering subsystems based on the strength of their relationships [26].

The escalating complexity, often addressed through evolutionary compu-
tation, is evident in various software implementations, including both single-
objective [3,16] and multi-objective [18,27] approaches. Pioneering methodolo-
gies aim to enhance the structure of software systems. Optimisation of sub-
systems extends to diverse attributes, such as classes, methods, and variables.
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Methodological advancements now consider type-based dependence analysis [22],
multi-pattern clustering [8], and effort estimation [32]. These efforts explore pre-
processing and post-processing improvements alongside optimisation strategies.

The modularisation of software, mainly through heuristic search and evo-
lutionary computation methodologies, extensively incorporates graph theory
and data clustering. Academic works commonly use graph representations of
software systems, employing data clustering for nodes and implementing algo-
rithms to assess cluster quality [2,19,37]. Despite graph creation not inher-
ently enhancing software engineers’ understanding of architecture structure,
language-independent graphs can focus on specific relationships or entire systems
[10,30,35]. Clustering arrangements can be portrayed through various methods,
such as a one-dimensional vector, a two-dimensional cluster-based structure, or
a one-dimensional constrained representation known as a restricted growth func-
tion, which, despite its constraints, exhibits distinctive properties [7]. Clustering
arrangement measurement typically addresses cohesion and coupling, striving
for optimal cohesion within clusters and minimal coupling between clusters, fos-
tering the creation of clearly defined groups [2].

1.2 Motivation

A recent study conducted by our research group explores varied representa-
tions for clustering arrangements and different starting points, providing insights
into the search space of software systems [25]. The study highlights the list-of-
lists representation as the most robust, emphasising its significance in problem-
solving. Notably, the paper suggests that the starting point choice is inconse-
quential, as various representations converge towards similar outcomes regarding
final fitness, especially one and two-dimensional list-based ones.

This paper is motivated by exploring converging results based on starting
points. Our primary objective is to determine whether alternative starting posi-
tions can replicate or potentially improve previous findings. If diverse starting
positions tend to converge toward a similar region in the search space, we aim to
uncover the reasons behind this convergence. Is there a basin of attraction lead-
ing to a potential global optimum solution, or do these methods unintentionally
get stuck in closely adjacent local optima?

In recent years, a discernible research gap has emerged in clustering arrange-
ment representation and software graph representation. Additionally, up to the
present time, there is a notable absence of publications in the field of soft-
ware modularisation specifically dedicated to addressing the concept of starting
points. While we recognise that meta-heuristics, such as Iterated Local Search
[21], can generate seeded starting points based on previous experimental itera-
tions, our reference pertains to the primary initial search, distinct from subse-
quent iterations.

Building upon this motivation, we aim to explore innovative approaches for
generating starting points that surpass the performance of previous experiments.
If our findings suggest the existence of a basin of attraction, our goal is to devise
more efficient methods to reach this point faster than conventional approaches.
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However, even if the evidence points in a different direction, our overarching
objective is to develop a more efficient method for navigating and exploring the
search space.

This paper focuses on enhancing software system clustering by integrating
graph partitioning techniques with seeded search methods applied to graph-
based representations. Situated within Search-Based Software Engineering, our
research particularly centres on software modularisation. To achieve our goal,
we begin with a domain background, introduce innovative concepts, outline our
experimental procedure, and present our results.

2 Related Work

2.1 Bunch and Munch

Exploring software modularisation can be achieved using tools such as Bunch [23]
and Munch [4] [5]. Bunch, developed by Mancoridis et al., combines a Steepest
Ascent Hill Climbing (SAHC) and Genetic Algorithms for improved clustering
arrangements [23,24]. On the other hand, Arzoky et al., Munch employs Random
Mutation Hill Climbing (RMHC) for enhanced performance and ease of imple-
mentation [4]. Both strategies use different fitness functions - Bunch utilises the
MQ fitness function, while Munch employs EVM and EVMD [4,24,34]. Despite
employing different measurement strategies, MQ, EVM and EVMD yield simi-
lar clustering results [17]. However, the exhaustive nature of Bunch may hinder
performance when runtime is a critical consideration.

2.2 Starting Points and Search Space

In the context of a heuristic-search-based clustering problem, the quest for opti-
mal solutions necessitates delving into the search space, which comprises all
conceivable arrangements of a clustering configuration. This exploration entails
generating an initial clustering arrangement known as the starting point. Sub-
sequently, through mutation (searching), this arrangement is modified and com-
pared to the graph representation of the software. The goal is to enhance the
clustering of nodes that demonstrate robust relationships. Before embarking on
a search, a crucial decision lies in determining the optimal starting point for
seeking an improved clustering arrangement.

Several starting points are available when searching for local optima, which,
in our context, represents the nearest approximation to the optimal clustering
arrangement that maximises the cohesion of each cluster within the search space.
We provide three illustrative examples: we can cluster all nodes individually for
maximum coupling (Fig. 1), together for maximum cohesion (Fig. 2), or randomly
(Fig. 3).
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Fig. 1. Independent Fig. 2. All In One Fig. 3. Random

3 Research Questions

We aim to address research inquiries regarding our endeavour to discover
improved starting points for software modularisation. We aim to uncover more
effective strategies for achieving optimal outcomes. In this paper, we outline the
following research questions that we intend to investigate:

1. What is the performance difference between graph-partitioned clustering
arrangements and randomly generated ones when applied to large and small
software systems?
(a) When using hill climbing with various initial clustering arrangements on

the same software system, do the solutions converge to similar outcomes
or do disparities persist?

(b) How do the runtimes of searches using graph partition and randomly
generated clustering arrangements vary, and are there trade-offs between
runtime and solution quality?

2. Is there a significant disparity between the Weighted Kappa1 values of the
final clustering arrangements and a gold standard2, and what is the nature
of this comparison?

Initially, we aim to evaluate whether the graph-based initial clustering
arrangements result in enhanced outcomes compared to randomly generated con-
figurations through Munch. We aim to contrast the clustering patterns derived
from graph partitioning with those generated randomly across software systems
of varying sizes. Alongside assessing our fitness function, we analyse the docu-
mented improvements at the final iteration. This entails identifying the conver-
gence point and scrutinising the runtime of the search, which encompasses both
the initialisation of the starting configuration and the subsequent search process.
By possessing information about the ultimate fitness value and the corresponding
1 Weighted Kappa is employed to assess the similarity of clustering arrangements and

is applied in Sects. 5.3, 6, and 7.
2 A gold standard represents the theoretical best solution for a given problem, a rarity

in real-world datasets where it is seldom known.
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iteration when it is achieved, we aim to discern the genuine impact of the initial
clustering configurations on the search dynamics. We aim to determine whether
specific clustering arrangements contribute to a faster convergence, enabling us
to refine our search methodology for reaching the convergence point earlier and
mitigating the risk of potential time loss.

In addition to assessing the effectiveness of our initial clustering configu-
rations based on fitness, convergence, and runtime, we also evaluate the final
clustering arrangements against gold standards using Weighted Kappa (WK)
[1]. WK serves as a measure of agreement between two clustering arrangements,
explicitly focusing on modularisation. As the WK values increase, the level of
agreement between the two solutions also rises. A WK value 1 signifies identical
clustering arrangements, while 0 indicates empirical dissimilarity. A WK value
of 0.5 or higher indicates a robust structural similarity between the two cluster-
ing configurations. We opt for WK over other methods, such as Adjusted Rand
[29], due to its ease of implementation, longstanding presence in the field, and
well-established interpretability/quality scale. The authors also note that WK
and Adjusted Rand are identical.

4 Methods

Our focus now shifts towards the methodologies aligned with our exploration
of optimal starting points for software modularisation. We present our selected
search method and detail our implementation of graph partitioning designed to
yield appropriate starting points.

4.1 Munch

As previously indicated, software modularisation is characterised as a heuristic-
search-based clustering problem. Therefore, our initial consideration lies in devis-
ing a strategy for heuristic search before delving into the discussion of our
implementation of graph partitioning for generating starting points. We adopt
a reverse-engineered adaptation of Arzoky et al.’s Munch to address this [5].
This adaptation has been enhanced to afford us the flexibility to determine the
commencement of our exploration and the nature of our search strategy. We will
now delve into an exploration of the various components that constitute Munch.

Foremost, Munch uses Module Dependency Graphs (MDG) as our graph-
based representation of software systems. As defined by Mancoridis et al., MDGs
illustrate subsystem connections to gauge relationships between components. In
the context of our current research, we designate the nodes of MDG as soft-
ware classes, and the edges represent interconnected relationships. MDGs prove
versatile, capable of describing software structure over time or facilitating the
segmentation of extensive software systems for enhanced comprehension. Let
MDG M be an n by n symmetric binary matrix, where a 1 at row x and column
y (Mxy) indicates a relationship between software components x and y, and 0
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indicates that there is no relationship. To avoid confusion throughout this paper,
MDG and graph are considered synonymous.

Mxy =

{
1 if a relationship exists between x and y

0 otherwise,

For Munch, we adopt a list-of-list-based cluster representation based on its
ease of implementation. A list-of-list clustering arrangement (C) is defined as
a list ([C1, ..., Ck]), with each subset list/cluster (Ci) containing 1, 2, ..., n ele-
ments. These subsets must be non-empty (Ci �= ∅), and they should not share
any common items (Ci ∩ Cj = ∅) for different subsets. Effective optimisation
problem-solving requires consideration of the search space, exploration strategy,
and fitness function. Equation 1 illustrates all possible ways to partition Ck clus-
ters containing n elements. Note that 1 ≤ k ≤ n. We justify opting for lists over
sets in the implementation, emphasising the advantages of simpler implementa-
tion and reduced computational complexity, particularly in scenarios involving
non-indexed sets. Since each cluster and cluster element requires indexing, the
search space aligns with Eq. 1, deviating from the set nature characterised by
Bell(n).

n∑
k=1

(
n!

k! · (n − k)!
· k!

)
(1)

Before delving into the search strategy of Munch, it is essential to define the
fitness function. The primary goal of a search strategy is to uncover a clustering
arrangement that most effectively aligns with the ideal modular structure of the
software system. The assessment entails analysing the subsets [C1, ..., Ck], where
the elements (Ci), representing 1, 2, ..., n, illustrate their relationships within the
MDG. To avoid confusion, we will refer to the subsets as clusters.

For our replication of Munch, it is unsurprising we introduce EVM as our
selected fitness function. We opt for EVM over Bunch’s MQ due to its demon-
strated robustness against noise and suitability for real-world software systems,
as substantiated by research [17]. When provided with an arrangement C and
an MDG, EVM evaluates and scores each cluster by considering the number of
intra-relationships in the MDG. To prevent any potential confusion, we estab-
lish the definition of EVM as the aggregate of individual cluster scores, denoted
as SubEVM (refer to Eqs. 2 and 3). EVM aims to maximise the score of rela-
tionships within a specified clustering arrangement. However, a potential draw-
back exists, as EVM may mistakenly assign high scores to clustering arrange-
ments with high cohesion. Even minor adjustments to a solution can significantly
enhance its fitness.

EVM(C,MDG) =
k∑

i=1

SubEVM(Ci,MDG) (2)

SubEVM(Ci,MDG) =
|Ci|−1∑
a=1

|Ci|∑
b=a+1

(2M(Cia, Cib) − 1) (3)
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To enhance the efficiency of Munch, we incorporate Arzoky et al.’s EVMD.
This method generates a score aligning with EVM by integrating past EVM
outcomes and determining the new result based on the classes designated for
exchange. It demonstrates computational efficiency by computing the new fit-
ness before implementing any modifications. Throughout this paper, we choose
to utilise EVM as a collective term, encompassing both EVM and EVMD, to
prevent potential confusion in future discussions about EVM.

Concerning the mentioned modifications, the inclusion of EVMD enables the
execution of “Try/Do Moves.” This variant of Small-Change, involving the ran-
dom mutation of clustering arrangements, reduces computational overhead by
initially testing the result of a small change (Try Move) before actual imple-
mentation (Do Move). To effectively utilise EVMD, the small-change process is
limited to two elements simultaneously.

Finally, our focus shifts to the heuristic search. As mentioned earlier, Arzoky
et al.’s Munch primarily employ RMHC as its heuristic search method. Despite
implementing the ability to alter the heuristic search in our Munch, we opt to
persist with RMHC. This choice is motivated by its reliability, ease of imple-
mentation, and superior performance compared to stochastic heuristics, such
as SAHC. Below, we present Algorithm 1, elucidating how Munch searches for
enhanced clustering arrangements. For practical reasons, we choose to employ
EVM in the pseudocode example, even though we leverage Arzoky et al.’s EVMD
fitness function to enhance performance:

Algorithm 1. Munch
1: function Munch(Iterations, MDG)
2: Let C be a clustering arrangement � Random or Seed Starting Point
3: Let F = EVM(C, MDG) � Current Fitness
4: for i = 1 to Iterations do
5: Let C ′ = C � Copy of C
6: Choose two random clusters X and Y (X �= Y ) from C ′ � Move Operator
7: Move a random variable from cluster X to Y in C ′ � Move Operator
8: Let F ′ = EVM(C ′, MDG) � New Fitness
9: if F ′ ≥ F then � Compare Fitness

10: Let C = C ′, F = F ′ � Continue using best Solution
11: end if
12: end for
13: return C � Output is C
14: end function

4.2 Graph Partitioning

So far, we have established the importance of graphs and clustering arrange-
ments regarding software modularisation. Now, we focus on using the structure
graphs to discover new clustering arrangement starting points. Specifically, our
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focus shifts to the Fiedler Vector [12]. This vector is linked to the second small-
est eigenvalue, the Fiedler Eigenvalue, of a Laplacian Matrix [13]. Denoted as
Ln×n, a Laplacian Matrix is defined as L = D − A where D represents the
degree matrix of A which represents the connections between nodes [9]. In this
context, A ≡ MDG. The Fiedler Vector is distinctive in its capability to enable a
nearly perfect binary split of any given matrix. With this characteristic in mind,
we have developed a tool that generates starting points through the recursive
decomposition of graphs until no more Fiedler Vectors can be produced.

We generate a tree structure to facilitate the recursive decomposition of input
graphs. The root of the tree is our input software graph and clustering arrange-
ment. The clustering arrangement must begin with all nodes placed in a single
cluster. This initial cluster will be subsequently split alongside the graph, ulti-
mately leading to our final clustering arrangement, representing a fully decom-
posed software graph.

Leveraging our understanding of the Fiedler Vector, we identify the Fiedler
eigenvalue of its attributed graph at each tree node, deduce its associated eigen-
vectors, and establish a well-balanced, binary-split graph partition. Simultane-
ously, we split the associated cluster with each partition, ensuring a one-to-one
relationship between the subgraph’s nodes and the associated cluster concerning
the root MDG. This approach allows us to maintain traceability as we proceed
with the decomposition. The new branches that emerge from the root node are
reintroduced into a recursive function that continues to iterate until it identifies
all possible partitions.

4.3 Starting Points

After generating a tree, we have two starting point approaches. Algorithm 2
illustrates the initial method for creating a “Leaf” arrangement. We gathered
all leaf nodes from the tree, identified by their lack of children. Subsequently,
we arrange these leaf nodes in ascending order based on SubEVM (see Eq. 3)
and then incorporate nodes with unique clusters into our clustering arrangement.
We organise all leaf nodes in ascending order to prevent branches from becoming
disconnected at different depths, possibly leading to duplicate values. In an ideal
scenario, all leaf nodes, regardless of depth, should be unique, and therefore, we
incorporate this logic for peace of mind.

Algorithm 3 exemplifies our alternative approach to constructing a clustering
arrangement. In this method, we recursively traverse the tree, evaluating the
cohesion of each node in comparison to its children. This ensures the creation of
a clustering arrangement containing all unique values, emphasising the highest
possible cohesion within the context of the MDG for a given tree. We refer to
this starting point as our “Max” arrangement.

Apart from Leaf and Max, our modified version of Munch can generate clus-
tering arrangements randomly distributed uniformly, denoted as “Random.” Due
to publication constraints, we abstain from delving into the intricacies of this
method. In summary, a “uniformly distributed random” arrangement is defined
by a clustering setup generated through the utilisation of Bell Numbers, Stirling
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Algorithm 2. BuildLeaf
1: function BuildLeaf(root)
2: Let leafNodes be a stack of all leaves of root
3: Sort leafNodes in descending order of SubEVM � see Eq. 2
4: Let C be empty clustering arrangement
5: while leafNodes is not empty do
6: Let node be popped leafNodes � Pop top node from stack
7: if node is not in C then
8: Let C = [C [node]] � Add unique cluster (node) to arrangement (C )
9: end if

10: end while
11: return C � Output is C
12: end function

Algorithm 3. BuildMax
1: function BuildMax(root) � Start Recursion
2: Let C = empty clustering arrangement
3: Let C = populateArrangement(root, C )
4: return C � Output is C
5: end function
6: function populateArrangement(node, C ) � Recursive Function
7: if node has children then
8: Let Fp be SubEVM of parent node � See Eq. 2
9: Let Fc be sum SubEVM of children � See Eq. 2

10: if Fp > Fc then � If the SubEVM of parent node is greater
11: Let C = [C [node]] � Add node to arrangement C
12: else � Continue Recursion
13: Let populateArrangement(left child of node, C )
14: Let populateArrangement(right child of node, C )
15: end if
16: else
17: Let C = [C [node]] � Add leaf node to arrangement C
18: end if
19: return C � Output is C
20: end function

Numbers of the Second Kind [20,33,36], and their interconnected relationships
[11].

5 Experimental Setup

Before presenting the Munch results of our graph partitioning tool, we need to
establish an empirical framework.
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5.1 Graph Collection and Pre-processing

First, we must collect software systems. Throughout our research, we developed
a specialised tool that extracts open-source software systems using GitHub’s
RESTful API [14]. GitHub is our platform of choice for several compelling rea-
sons. With a substantial user base exceeding 94 million developers, a continu-
ously growing number of 52 million open-source repositories, and a cumulative
total of 413 million contributions [15], we have access to a wide and diverse range
of graphs.

Collecting and forming these graphs is often neglected in academic literature,
creating a challenge in determining the authenticity of these systems - whether
they are genuinely open-source, artificially generated, or specific to certain indus-
tries. Generating MDGs requires understanding the relationships between each
class within a given software system. This can be achieved using software metric
tools such as SciTools Understand [31], which provide pairwise relationships to
build a symmetric graph. After our extractor downloads the desired software
system, we manually process each system using SciTools Understand. Future
efforts will explore using GitHub’s TreeSitter parsing system [6] to automati-
cally generate MDGs.

In this experiment series, we collect 50 “Small” open-source MDGs with class
counts from 100 to 300, chosen based on relevance and high popularity (“stars”)
using the GitHub API. Due to storage constraints and the laborious manual
MDG creation, we aim to develop an automated MDG generator, contemplating
additional storage allocation pending study outcomes. Additionally, we have five
“Big” MDGs (class counts: 1000 to 1500) sourced from prior research and indus-
try collaboration, allowing exploration of size and characteristic-based result
variations. Refer to Appendix A for a detailed breakdown. The terms “Small 50”
and “Big 5” distinguish the two MDG groups in this paper.

5.2 Experiment Setup

Our experiments are described as follows. First, we collect Munch results for each
MDG using all starting point combinations and iterations, as outlined below.
Secondly, we collect Gold Standard results involving high-iteration/high-fitness
outcomes to compare with our initial experiments. Finally, we analyse the results
and present our findings concerning our outlined Research Questions.

1. For each experiment, for every graph (Small 50 and Big 5):
(a) Select one of three starting points (Leaf, Max, Random)
(b) Select one of three iterations (10k, 100k, 1m)
(c) Run Munch
(d) Document final iteration statistics and associated clustering arrangement
(e) Repeat Steps a-c 250 times

2. Repeat Step 1 until all starting points and iterations are explored.

For our gold standards, we generate a Random starting point for each graph
and run Munch for 100 million iterations, collecting the same information as
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in our initial experiments. We repeat the process 250 times to ensure that we
compare our initial experiment clustering arrangements to an absolute-best gold
standard. Although conducting more iterations would have been preferable, it
was impractical due to the extended runtime, taking several days per graph. To
streamline experimental runs with our chosen iteration increments, we imple-
mented parallel thread management, allowing multiple instances of Munch to
run concurrently while optimising CPU and memory usage.

5.3 Data Collection and Analysis

We gather data on the fitness scores of the ultimate clustering configurations,
pinpoint the convergence point (the last iteration demonstrating improved fit-
ness), and gauge the runtime. Furthermore, we document the final clustering con-
figurations into text files. Employing these files, we have crafted a bespoke tool
to methodically evaluate the WK between the ultimate configurations derived
from our initial points in contrast to our gold standards.

We have compiled a dataset of 275,000 files, combining the initial experi-
ment results and gold standards. To enhance the manageability of these results
for analysis, we employ MS Access, MS Excel, and Python for data processing.
Due to the extensive volume of results and constraints in page space, our prin-
cipal methodology involves computing averages across all data. Additionally, we
streamline our findings by identifying and formatting the optimal results, pro-
viding a count of these instances per starting point type, thereby highlighting
the suitability of each.

6 Results

Initially, we present RMHC results for each starting point category across
selected iterations. Our research evaluates the performance of diverse starting
points in searches across graphs of varying sizes, considering fitness, convergence,
and runtime. The goal is to identify similarities or disparities in these aspects
based on our predefined research questions. When implemented on large and
small software systems, the performance differences among Leaf, Max, and Ran-
dom are apparent in Tables 13 and 24. Max consistently demonstrates superior
fitness across iterations, as evidenced by the average final fitness values obtained
from our three starting points over the specified iterations.

Table 35 details the average final convergence statistics across iterations, indi-
cating the iteration where improvement was observed. A strong resemblance
between the average fitness and convergence strongly implies a correlation,
potentially indicating a basin of attraction where all solutions converge. Com-
pared to Random in Tables 1 and 2, Leaf and Max achieve final fitness levels
more rapidly across all iterations, notably enhancing results. For smaller graphs,
3 Values formatted bold in Table 1 signify the highest average final fitness.
4 Values formatted bold in Table 2 signify the highest average final fitness.
5 Values formatted bold in Table 3 signify the shortest average convergence point.
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Table 1. Average Final Fitness using Starting Point by Iterations

Size 10k 100k 1m

Leaf Max Random Leaf Max Random Leaf Max Random

102 60.664 60.972 60.516 72.660 73.032 72.544 73.248 73.236 72.984

105 56.060 56.016 56.052 68.024 67.696 67.844 69.356 69.192 69.344

112 88.616 90.116 87.532 99.512 100.000 99.920 101.040 101.268 101.108

119 66.968 68.096 66.204 80.100 80.224 80.168 80.960 81.048 80.900

123 99.516 102.200 98.068 115.932 115.688 114.896 117.808 117.908 117.660

127 82.340 89.820 79.452 105.680 106.072 105.272 107.216 107.556 107.040

129 81.796 86.764 80.500 98.544 99.196 98.848 99.800 99.856 100.072

130 37.612 37.828 35.592 53.016 53.064 53.204 53.832 53.660 53.968

135 97.748 105.836 96.864 120.684 120.796 120.636 122.200 122.052 122.228

135 101.480 114.520 100.760 133.832 134.052 133.908 135.168 134.920 135.000

141 74.428 77.876 71.392 88.224 88.552 88.832 89.832 89.952 89.928

145 51.880 51.856 47.848 65.812 65.624 65.672 66.468 66.380 66.372

151 105.948 115.840 102.016 137.616 137.008 137.224 139.276 139.132 139.324

158 84.080 90.924 76.424 112.664 112.532 112.828 115.260 115.292 115.368

161 85.580 90.444 82.204 115.968 114.972 115.748 118.912 118.848 119.232

163 83.980 92.048 73.400 110.248 110.640 109.728 112.864 112.780 112.192

164 79.768 80.568 75.164 105.464 105.940 105.408 107.884 107.928 108.020

169 42.464 45.196 35.432 73.156 73.528 73.212 75.316 75.424 75.372

172 86.924 94.396 82.732 123.580 122.596 124.684 128.760 128.228 129.076

172 100.636 116.444 91.548 137.196 137.936 137.168 141.620 141.372 140.928

172 15.804 16.088 11.796 41.640 41.488 41.372 44.280 44.388 44.464

175 80.768 84.536 71.776 125.328 125.196 125.108 133.864 133.884 133.948

175 108.704 125.236 101.228 164.620 166.920 164.512 171.248 171.840 171.032

176 82.360 96.328 72.364 112.776 112.844 113.164 115.760 115.764 115.688

179 101.700 123.148 93.196 148.364 148.160 148.752 151.900 151.336 151.940

198 98.008 114.484 84.572 139.196 140.164 139.192 144.092 144.276 144.552

199 90.328 99.060 83.392 153.600 150.504 153.812 166.760 167.100 166.664

200 91.704 104.004 70.864 128.124 128.336 127.912 131.672 131.268 131.832

206 113.880 137.076 103.772 182.220 184.900 181.952 191.008 191.616 190.964

208 62.528 69.752 52.000 127.376 127.772 127.512 130.656 130.760 130.724

209 82.896 90.680 59.672 131.196 131.596 129.776 137.768 138.024 137.244

210 65.216 77.376 48.576 102.340 103.320 101.980 106.336 106.576 106.404

210 76.324 88.716 54.560 116.984 117.444 116.688 118.224 118.272 118.060

211 66.624 73.748 44.256 113.068 113.320 113.408 120.872 120.880 122.092

214 118.440 132.280 100.060 187.688 188.472 187.412 198.188 198.980 198.084

216 43.364 52.080 47.336 120.720 121.368 120.732 126.764 126.764 126.780

224 110.880 140.856 89.708 184.596 187.608 184.308 197.920 198.212 198.144

233 92.680 120.196 75.740 173.608 175.156 172.776 184.992 184.808 184.600

234 89.564 100.176 57.732 143.928 144.152 142.660 150.776 150.756 150.652

234 111.308 127.900 84.244 184.216 186.116 183.916 196.420 196.260 195.996

235 93.872 108.148 65.808 158.052 160.152 158.588 172.260 173.060 172.596

240 82.872 95.224 54.924 148.992 151.108 147.784 159.104 159.128 159.236

240 126.100 143.636 98.224 214.848 213.208 213.488 234.844 235.044 234.472

242 108.404 139.252 76.388 177.708 179.356 177.092 186.904 187.304 187.280

246 72.876 80.716 41.404 139.548 139.996 139.340 148.820 148.524 148.876

252 99.484 110.880 61.124 159.868 161.400 159.000 174.656 175.284 174.616

252 134.832 171.012 108.420 243.296 254.296 242.448 279.192 281.980 278.472

258 123.152 157.012 94.904 208.428 208.740 206.764 227.840 225.928 227.144

264 114.188 168.672 72.400 227.132 229.244 226.552 239.488 238.788 239.720

294 131.708 182.384 75.388 251.476 255.352 249.916 276.912 276.692 276.972

Count 2 48 0 8 34 8 10 20 20
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Table 2. Average Final Fitness using Starting Point by Iterations

Size 10k 100k 1m
Leaf Max Random Leaf Max Random Leaf Max Random

1037 170.924 329.764 –1360.344 345.940 471.344 123.476 731.892 755.984 737.256
1164 163.252 276.048 –1853.428 286.364 376.868 –188.728 588.528 606.000 589.680
1311 87.880 225.908 –2152.008 284.280 400.460 –297.580 681.848 719.780 675.820
1440 124.664 283.652 –2553.976 351.456 479.476 –520.688 741.544 789.288 708.468
1441 54.932 146.112 –2648.656 230.028 304.932 –718.304 543.324 571.064 493.336
Count 0 5 0 0 5 0 0 5 0

Table 3. Convergence Statistics

Iterations Starting Point Small 50 Big 5 Count
Min Max Avg Min Max Avg

10k Leaf 8970.444 9889.524 9560.283 9670.992 9887.296 9816.322 0
Max 8892.732 9873.904 9430.464 9634.588 9876.404 9799.476 6
Random 9129.948 9917.304 9710.809 9971.996 9977.348 9974.834 0

100k Leaf 53996.848 96390.908 80512.020 98831.280 99120.060 98980.680 1
Max 54158.648 95036.248 79139.873 98552.824 99091.176 98786.134 5
Random 54598.832 96333.324 80817.637 99769.868 99858.020 99828.650 0

1m Leaf 84590.520 691299.112 375566.554 989895.556 993509.896 991965.960 1
Max 77164.980 706030.088 368672.253 987032.192 991801.380 989805.248 5
Random 85098.216 692030.048 377192.918 990564.152 994979.076 993397.874 0

convergence is reached well before the considered iterations. Although final iter-
ations align for smaller graphs, more iterations could enhance the likelihood of
reaching local optima in larger datasets.

In contrast to average final fitness and convergence, Table 46 highlights cumu-
lative average runtimes presented for each start and subsequent search at various
iterations, measured in milliseconds. Notably, these reported runtimes represent
summed average runtimes, excluding additional computational overhead related
to data I/O. While Random clustering allows faster processing, the overall statis-
tical significance of runtimes is debatable. This prompts consideration of poten-
tial trade-offs between runtime efficiency and solution quality.

Table 57 displays WK results, juxtaposing clustering configurations resulting
from our initial starting points against gold standards. In multiple statistics and
iterations, Leaf and Max consistently surpass Random. The notable closeness
between Max results and their corresponding gold standards in smaller graphs
contrasts the generally low agreement observed for larger graphs.

6 Values formatted bold in Table 4 signify the shortest runtime in milliseconds.
7 Values formatted bold in Table 5 signify the highest Weighted Kappa agreement.
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Table 4. Average sum of runtime in milliseconds

Iterations Small 50 Big 5
Leaf Max Random Leaf Max Random

10k 298.797 332.881 185.662 24.231 24.180 199.044
100k 792.818 833.359 408.770 119.465 120.744 259.044
1m 5389.751 5607.426 2574.516 996.988 1012.166 673.654
Count 0 0 3 1 1 1

Table 5. WK against Gold Standard Statistics

Iterations Starting Point Small 50 Big 5 Count
Min Max Avg StDev Min Max Avg StDev

10k Leaf 0.215 0.565 0.386 0.092 0.002 0.002 0.002 0.000 2
Max 0.241 0.609 0.440 0.094 0.040 0.156 0.093 0.043 6
Random 0.198 0.580 0.358 0.102 0.010 0.027 0.015 0.007 0

100k Leaf 0.398 0.847 0.637 0.097 0.012 0.021 0.016 0.005 3
Max 0.376 0.835 0.643 0.099 0.059 0.176 0.117 0.044 4
Random 0.402 0.843 0.635 0.097 0.058 0.107 0.077 0.022 1

1m Leaf 0.490 0.897 0.715 0.084 0.128 0.317 0.198 0.079 0
Max 0.480 0.904 0.715 0.086 0.211 0.359 0.264 0.060 4
Random 0.497 0.897 0.715 0.083 0.197 0.386 0.267 0.084 4

7 Summary of Main Findings

In summary, we aimed to show that graph-partitioning can generate starting
points capable of improving the results of software modularisation. We encapsu-
late the findings to address the research inquiries in the following manner:

– Max starting point:
• Attains the highest average fitness over 10k, 100k, and 1m iterations, with

a pronounced emphasis on lower iteration counts.
• Attains the highest count of average convergence across all iterations while

sustaining the optimal average final fitness.
• Attains the maximum average agreement (WK) with gold standards

across 10k and 100k for both Small 50 and Big 5 graphs, highlighting
noteworthy performance, especially in lower iterations.

– Leaf starting point:
• Demonstrate fitness levels equal to or surpassing Random across all iter-

ations, especially in the early stages
• Surpasses Random with higher average fitness levels on large datasets at

10k and 100k iterations
• Consistently exhibits faster convergence compared to Random.

– Random starting point:



254 A. Mann et al.

• Shows a quicker average total runtime in milliseconds compared to Leaf
and Max.

• Better suited for smaller datasets; however, an improvement over Max
and Leaf necessitates higher iterations.

• Demonstrates greater resemblance to the gold standard than Max in
larger systems at 1m iterations.

Distinct fitness variations emerge among Leaf, Max, and Random, with Max
consistently outperforming over 10k, 100k, and 1m iterations, notably in Small
50 vs. Big 5 comparisons. Random outperforms Max and Leaf at 1 million iter-
ations for large datasets. However, Max proves to be more suitable for average
fitness and faster convergence across iterations and graph sizes. Since there are
currently no guidelines for determining the number of iterations based on the
size or properties of an MDG, the most prudent approach would be to ini-
tiate seeding with Max before executing Munch. WK comparisons show Max
starting points yield higher average agreements, with potential improvements
around 70% and significant opportunities at 90% agreement in 1m iterations.
Thorough exploration is vital for understanding software system graph intri-
cacies. Our commitment to accelerating software modularisation drives deeper
exploration, with partition-based clustering performing significantly, especially
at smaller iterations, making it compelling for future software optimisation.

8 Generalisability

This publication focuses on utilising graph partitioning for software modular-
isation. However, the application of graph partitioning for optimising initial
positions can extend to other graph-based optimisation problems, contingent
on the chosen fitness function. Although we prioritise EVM for its simplicity,
other alternatives like MQ are viable. Our aim is to inspire exploration of graph
partitioning for seeded optimisation.

9 Future Work

We plan to integrate our graph-based initial clustering with metaheuristics,
specifically incorporating seeded starting points into the history of Iterated Local
Search, as part of our ongoing investigation [28]. This initiative seeks to evalu-
ate the potential improvement in the exploration of the search space and over-
all efficiency. Furthermore, our goals include delving deeper into software sys-
tems’ search space, exploring graph structure, convergence prediction, and other
avenues for enhancing software modularisation.
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10 Appendix A

This Appendix showcases details about the software system MDG used in our
experiments. Below, we showcase the following statistics for each software sys-
tem:

1. ID
– Each software system is assigned a unique identifier. We choose not to

use the actual names of our software systems because our collection is
sourced randomly from GitHub. These software system names can exhibit
variation, and we intend to maintain professionalism and steer clear of
potentially inappropriate names and software tools.

2. Nodes
– Also known as vertices, these signify the number of software components

(classes) within our Module Dependency Graphs (MDGs).
3. Edges

– Denotes the number of relationships between software components.
4. Clustering Coefficient:

– The extent to which nodes tend to cluster. A high score indicates a strong
cohesion, while a low score indicates a higher coupling level. We present
this statistic as these software systems exhibit remarkably low coefficients,
indicating a high coupling level and a deficiency in the initial modular
structure. There is potential here to investigate the nature of software
structure over time, especially concerning the analysis of open-source soft-
ware systems (Tables 6 and 7).

Table 6. “Big 5” Software MDG Statistics

Identification Nodes Edges Avg Degree Clustering Coefficient

1 1037 5470 5.274 0.000
2 1164 2072 1.780 0.000
3 1311 5630 4.294 0.000
4 1440 4889 3.395 0.000
5 1441 3058 2.122 0.000



256 A. Mann et al.

Table 7. “Small 50” Open-Source Software MDG Statistics

Identification Nodes Edges Avg Degree Clustering Coefficient

01 102 312 0.061 0.007

02 105 257 0.047 0.002

03 112 436 0.070 0.007

04 119 343 0.049 0.002

05 123 440 0.059 0.004

06 127 409 0.051 0.004

07 129 357 0.043 0.002

08 130 225 0.027 0.001

09 135 387 0.043 0.002

10 135 510 0.056 0.004

11 141 333 0.034 0.001

12 145 274 0.026 0.001

13 151 595 0.053 0.002

14 158 422 0.034 0.001

15 161 413 0.032 0.001

16 163 414 0.031 0.001

17 164 686 0.051 0.002

18 169 387 0.027 0.001

19 172 609 0.041 0.002

20 172 591 0.040 0.002

21 172 357 0.024 0.000

22 175 737 0.048 0.004

23 175 749 0.049 0.003

24 176 371 0.024 0.000

25 179 467 0.029 0.001

26 198 552 0.028 0.001

27 199 1002 0.051 0.003

28 200 450 0.023 0.000

29 206 964 0.046 0.003

30 208 643 0.030 0.001

31 209 732 0.034 0.001

32 210 518 0.024 0.000

33 210 323 0.015 0.000

34 211 599 0.027 0.001

35 214 834 0.037 0.002

36 216 740 0.032 0.001

37 224 937 0.038 0.002

38 233 818 0.030 0.001

39 234 521 0.019 0.000

40 234 930 0.034 0.002

41 235 823 0.030 0.001

42 240 898 0.031 0.001

43 240 1115 0.039 0.002

44 242 836 0.029 0.001

45 246 672 0.022 0.001

46 252 1033 0.033 0.001

47 252 1591 0.050 0.004

48 258 1477 0.045 0.002

49 264 730 0.021 0.001

50 294 1275 0.030 0.001
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Abstract. Determining appropriate weights and biases for feed-forward
neural networks is a critical task. Despite the prevalence of gradient-
based methods for training, these approaches suffer from sensitivity to
initial values and susceptibility to local optima. To address these chal-
lenges, we introduce a novel two-level clustering-based differential evolu-
tion approach, C2L-DE, to identify the initial seed for a gradient-based
algorithm. In the initial phase, clustering is employed to detect some
regions in the search space. Population updates are then executed based
on the information available within each region. A new central point is
proposed in the subsequent phase, leveraging cluster centres for incorpo-
ration into the population. Our C2L-DE algorithm is compared against
several recent DE-based neural network training algorithms, and is shown
to yield favourable performance.

Keywords: Differential evolution · clustering · neural network
training · regularisation

1 Introduction

Feed-forward neural networks (FFNNs) are a widely adopted artificial neural
network (ANN) architecture employed in diverse classification and regression
problems [11,27]. Comprising basic components known as neurons and connec-
tions linking them, FFNNs allow the flow of information from the input layer
through hidden layers, ultimately reaching the output layer. Each connection
is characterised by a weight that signifies its strength. The training process
in FFNNs aims to determine optimal weights that minimise the error between
actual and predicted outputs. Although gradient-based approaches such as the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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back-propagation (BP) algorithm are prevalent, they tend towards local optima
and thus provide sub-optimal results [30].

Population-centric metaheuristic (PCM) algorithms, such as differential evo-
lution (DE) [40] and particle swarm optimisation (PSO) [38], provide a useful
alternative to address the challenges encountered by traditional algorithms. Evo-
lutionary algorithms (EAs) are group of PCMs that has been widely applied in
the training of FFNNs. [37] compares (BP) with a genetic algorithm (GA) for
FFNN training, concluding that the latter excels in terms of effectiveness. [13]
uses a modified GA for rapidly training FFNNs, demonstrating superior effi-
ciency compared to conventional GA-based training algorithms. [7] proposes a
hybrid approach combining GA and BP for determining the weights in FFNNs,
outperforming both GA and BP individually.

Swarm intelligence algorithms form another group of PCMs. [34] combines
PSO with the Levenberg-Marquardt (LM) algorithm to achieve faster conver-
gence. [39] introduces an opposition PSO-based training method and evaluates
it on various clinical datasets. [31] proposes a comprehensive learning strategy
integrated with PSO and LM as a local search algorithm for neural network
training. Various other PCM algorithms have been applied for FFNN training,
including the imperialist competitive algorithm (ICA) [8,22], the firefly algo-
rithm (FA) [17], the grey wolf optimiser (GWO) [2,19], and Lévy flight distri-
bution [3,35], among others.

Differential evolution is a well-established PCM renowned for its outstand-
ing performance in addressing complex optimisation problems [5,10,20,21]. It
comprises three primary operators: mutation, crossover, and selection. Mutation
facilitates the exchange of information among different individuals, crossover
integrates a mutant vector with a target vector, and selection chooses superior
individuals from old and new individuals into a new population.

DE has also been widely employed for FFNN training. [12] introduces a
DE-based training algorithm, showcasing its ability to outperform gradient-
based methods. [28] incorporates opposition-based learning into DE, demon-
strating good performance across various classification problems. [32] employs
an improved DE algorithm that incorporates opposition-based learning and a
region-based strategy, while [36] proposes a centroid-based differential evolution
algorithm with composite trial vector generation strategies and control param-
eters to optimise the weights and biases in FFNNs. In [24], a clustering-based
DE approach for neural network training is employed.

In a recent enhancement to DE, [29] introduces a methodology involving
centre-based sampling at the population level of DE, with the centre of the
entire population incorporated as a new individual. Integrating the centre point
is shown to effectively guide the population towards improved individuals. On
the other hand, [4] indicates that cluster centres in a population are viable can-
didates in the search space to move towards. Building upon these two concepts,
in this paper, we propose a novel two-level clustering-based differential evolution
algorithm, C2L-DE, for training FFNNs. At the first level, the clustering algo-
rithm works like a multi-parent crossover to update the population. In contrast,
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at the second level, the central point of population clustering is injected as a
new individual into the population.

The main characteristics of C2L-DE are:

– a clustering strategy is employed at the first level to update the population;
– clustering is used to introduce a new individual into the population at the

second level;
– a regularisation term is incorporated into the objective function to enhance

generalisation;
– the weights and biases determined by C2L-DE are fed into the Levenberg-

Marquardt algorithm as the initial seed.

The remainder of the paper is organised as follows: Section 2 gives an overview
of some essential concepts. Section 3 presents our proposed approach, detailing
the fundamental components of C2L-DE and explaining its overall structure.
In Sect. 4, the performance of C2L-DE is assessed across various benchmark
problems, while Sect. 5 concludes the paper.

2 Background

2.1 Differential Evolution

Differential evolution (DE) [40] is a straightforward yet highly effective PCM
algorithm widely recognised for excellent performance in addressing complex
optimisation problems [10,41]. DE begins with NP individuals randomly gen-
erated from a uniform distribution. To update the population, three primary
operators are employed: mutation, crossover, and selection.

The mutation operator produces a mutant vector, vi = (vi,1, vi,2, ..., vi,D),
defined as

vi = xr1 + F (xr2 − xr3), (1)

where xr1, xr2, and xr3 are three distinct randomly chosen individuals from the
current population, and F represents a scale factor.

Crossover is responsible for incorporating the mutant vector into the target
vector. For binomial crossover, this is performed as

ui,j =

{
vi,j if rand(0, 1) ≤ CR or j == jrand

xi,j otherwise
, (2)

where CR denotes the crossover rate, jrand is a random number ranging from 1
to NP , and i = 1, ..., NP , j = 1, ...,D.

Selection identifies the superior individual from the trial and target vectors,
ensuring the progression of more promising solutions in the population.

The iterative process enhances the algorithm’s ability to effectively explore
and exploit the search space.
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2.2 Pattern Clustering

The fundamental aim of clustering is to arrange a collection of patterns so that
the members within each group share more similarities than those in different
groups. Mathematically, clustering involves defining a set P consisting of N
d-dimensional patterns, denoted as P = {p1, p2, · · · , pN}. The k-means algo-
rithm [16] is the most widely adopted clustering algorithm and proceeds in the
following steps:

1. Randomly initialise the cluster centres;
2. In the allocation step, assign each pattern to its nearest cluster centre (e.g.,

using Euclidean distance);
3. In the update step, recalculate the position of each cluster centre as the

centroid of its assigned patterns;
4. Repeat steps 2 and 3 until convergence or a predefined stopping criterion is

met.

2.3 Feed-Forward Neural Networks

FFNNs, a widely employed class of ANNs, are trained in a supervised manner to
handle pattern recognition problems [1,33]. The typical architecture of an FFNN
consists of three types of layers: an input layer, one or more hidden layers, and
an output layer. Each node in these layers incorporates an activation function
that defines how the weighted sum of inputs transforms into the output. The
connections between layers are assigned weights, indicating the strength between
the respective nodes. Weights are critical for FFNN performance, making deter-
mining suitable weight values one of the most vital and challenging aspects of
FFNNs. Among various approaches, gradient descent-based methods form the
most widely adopted technique for this training process.

3 Proposed C2L-DE Algorithm

Our proposed C2L-DE algorithm leverages clustering at two distinct levels. At
the first level, specific individuals are substituted with cluster centres, while at
the second level, the central point of a cluster centre is introduced as a new indi-
vidual into the population. Additionally, our proposed algorithm incorporates a
regularisation-based objective function to enhance the generalisation capabilities
of the algorithm.

3.1 First-Level Clustering

At the first level, C2L-DE employs a clustering algorithm to construct areas in
search space using the k-means algorithm. Determining the number of clusters is
accomplished by selecting a random number within the range of 2 to

√
NP . The

resulting cluster centres are analogous to a multi-parent crossover, representing
the cumulative solutions within a cluster.
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C2L-DE’s population update strategy involves adopting a generic population-
based algorithm (GPBA) [6]. This approach aligns with a GPBA methodology
and encompasses the folloingw steps:

– Diversity selection: individuals are randomly chosen from the current pop-
ulation, mirroring the initialisation of points in the k-means algorithm;

– Clustered generation: k-means is applied to generate m individuals (set
A). Each cluster centre determined through this process corresponds to a new
individual;

– Individual substitution: from the current population, m individuals (set
B) are (randomly) selected for substitution;

– Elite update: the best m individuals from the combined set A ∪ B are
selected as B̄, and the new population is formed as (P − B) ∪ B̄.

This population update procedure integrates elements from clustering algorithms
and population-based strategies, ensuring an effective and dynamic approach in
C2L-DE.

It is important to note that C2L-DE does not employ the clustering algorithm
in each iteration. Instead, following [5,32], clustering is applied periodically based
on a clustering period.

3.2 Second-Level Clustering

DE-centre-p [29] is a centre-based DE algorithm where an individual, determined
by the central point defined as the centre of the N best individuals, is introduced
as a new member of the population. The population is then divided into two
parts, one a set of individuals that undergo positional updates through standard
mutation and crossover operations, and one that is an individual exclusively
devoted to preserving the centre of the N best individuals. On the other hand, [4]
suggests that cluster centres within a population represent promising candidates
in search space, in particular for directional movement. Consequently, at the
second level of our proposed clustering scheme, we introduce a novel approach
for incorporating a new individual into the population based on cluster centres.

Following the initial clustering phase, the N most promising areas are iden-
tified using a one-step k-means algorithm. The value of N is not fixed and is
randomly chosen between 2 and

√
NP . Cluster centres serve as representatives

for each cluster. Subsequently, the central point of these cluster centres is selected
as a new individual, obtained as

−−−−→xcentre =
−→xc1 + ...−→xci + ... + −−→xcN

N
, (3)

where xci is the i-th cluster centre. While DE-centre-p injects this individual
into the population with a fixed location, in C2L-DE we dynamically select this
location based on the objective function. In other words, this new individual
replaces the worst individual and endeavours to substitute the least favourable
solution with the central point derived from several promising candidates within
the population. Figure 1 illustrates the process creating a new individual based
on the central point of cluster centres.
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Fig. 1. Clustering at the second level. Circle-shaped points show individuals in the
population, while star-shapesd points indicate cluster centres.

3.3 Encoding Strategy

Our approach uses a real-valued encoding scheme to represent individuals. Each
solution is described by a vector comprising connection weights and bias values.
The encoding length directly correlates with the problem’s complexity, reflecting
the total number of connection weights and biases that require optimisation.

3.4 Objective Function

We use an objective function for FFNN training that incorporates a regularisa-
tion term and is calculated as

f =
100
P

P∑
p=1

ξ(xp) +
λ

2m

∑
||W ||2, (4)

with

ξ(−→p ) =

{
1 if −→op �= −→

dp

0 otherwise
, (5)

where dp and op are the actual and predicted outputs, respectively, and m is
the total number of samples. The regularisation parameter, λ, serves as a hyper-
parameter, penalising large values of weights and biases. If λ is excessively large,
numerous weights will approach zero, simplifying the FFNN and making it prone
to underfitting. Conversely, if λ is too small, the regularisation term’s influence
diminishes. An optimal choice of λ is crucial as it helps control the weights,
preventing overfitting while maintaining the model’s performance.

3.5 Levenberg-Marquardt Algorithm

We use the weights obtained by C2L-DE as an initial seed to the Levenberg-
Marquardt (LM) algorithm [15,18]. LM aims to optimise the objective function
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by adjusting the network weights using an update rule defined as

wt+1 = wt − (JT
t Jt + μI)−1Jk

t Et, (6)

with

Et =
N∑
i=1

(di − yi)2, (7)

where J is the Jacobian matrix of the error vector Et, JT is its transpose, I is
the identity matrix with dimensions matching the Hessian JpJ , N is the number
of training samples, and μ is a damping factor adjusted during the optimisation
process. JkE indicates the gradient of the error function E.

It is worth noting that the LM algorithm converges faster compared to other
algorithms, such as BP or back-propagation with momentum [9,14].

3.6 C2L-DE Algorithm

Algorithm 1 presents our proposed C2L-DE algorithm in pseudo-code form. C2L-
DE first creates an initial population and evaluates the objective function of
each individual. The algorithm then iteratively performs mutation, crossover,
and selection operations. Periodically, it undergoes the two levels of clustering.
At the first level, based on the clustering period (CP ), a combination of k-means
clustering and random selection is employed to update the population, while at
the second level, k-means is employed to identify cluster centres and create a new
individual as the average of these centres. This new individual then replaces the
worst individual in the population. The algorithm iterates until the maximum
number of function evaluations is reached. It is worth noting that we utilise a
one-step k-means algorithm due to its O(1) complexity, ensuring no change in
the overall complexity.

Upon completion, the best individual,
−→
x∗, is identified. If the maximum num-

ber of function evaluations is surpassed, the algorithm proceeds to the secondary
phase. It initialises ω as the best individual and resets the iteration count. It then
iteratively computes the Jacobian, the approximated Hessian, and the error,
updating the weights using the Levenberg-Marquardt algorithm. This process
continues until a specified maximum number of iterations is reached.

4 Experimental Results

To evaluate the effectiveness of the proposed C2L-DE algorithm, we conduct a set
of experiments on diverse datasets from the UCI machine learning repository1,
namely:

– Iris: a well-known classification dataset with 150 samples, 4 features, and 3
classes;

1 https://archive.ics.uci.edu/ml/index.php.

https://archive.ics.uci.edu/ml/index.php
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Algorithm 1: C2L-DE algorithm

1 Initialisation:;
2 Initialise Npop, NFEmax, itermax, Jr, CP , λ;
3 NFE = 0, iter = 1;

4 while NFE ≤ NFEmax do
5 Generate initial population Pop using uniformly distributed random

numbers;
6 Calculate objective function of each individual in Pop using Eq. (4);
7 NFE = Npop;
8 foreach individual do
9 Perform mutation operation;

10 Perform crossover operator;
11 Calculate objective function using Eq. (4);
12 Perform selection operation;

13 end
14 NFE = NFE + Npop;

// First-level Clustering

15 if rem(iter, CP ) == 0 then
16 Randomly generate k as a random number between 2 and

√
NP ;

17 Conduct a single step of k-means clustering and designate the cluster
centres as set A;

18 Randomly pick k individuals from the current population and designate
them as set B;

19 From the union of sets A and B, select the best k individuals and
denote them as B̄;

20 Choose the new population as (Pop − B) ∪ B̄;

21 end
// Second-level Clustering

22 Randomly generate k as a random number between 2 and
√

NP ;
23 Conduct a single step of k-means clustering;
24 Select N cluster centre solutions as −→xc1,

−→xc2,...,
−−→xcN ;

25 xnew =
−−→xc1+

−−→xc2+...+−−→xcN
N

;
26 xworst ← xnew ;

27 end

28
−→
x∗ ← the best individual in pop

29 iter = iter + 1;
30 if NFE > NFEmax then

31 Initialise ω as
−→
x∗ (i.e. the best individual in the current population);

32 Set the current iteration iter to 0;
33 while iter < itermax do
34 Compute the Jacobian J , the approximated Hessian JTJ , and the error

Et;
35 Update weights using Eq. (7);
36 Recalculate Et;
37 if iter < itermax then
38 Increment iter by 1;
39 end

40 end

41 end
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– Breast Cancer : comprising 699 samples, 9 features, and 2 classes;
– Liver : a binary clinical dataset from BUPA Medical Research Ltd., with 345

instances and 7 features;
– Pima: a challenging clinical classification dataset featuring 768 samples, 2

classes, and 8 features;
– Seed : an agricultural dataset with seven geometrical features of wheat kernels,

containing 210 samples divided into 3 categories.
– Vertebral : A clinical dataset incorporating biomechanical features, catego-

rized into 3 classes with 310 samples.

Here we do not focus on determining the optimal FFNN architecture, but
adopt the approach from [23,25], setting the number of neurons in the single
hidden layer to 2 × N + 1, where N is the number of inputs. For evaluation, we
employ 10-fold cross-validation.

C2L-DE is benchmarked against a number of state-of-the-art and recently
proposed DE-based trainers, including standard DE, QODE, RDE-OP, Reg-
IDE, and Cen-CODE. The number of function evaluations for all PCMs is fixed
at 25,000 [26]. The population size for all PCMs is set to 50. For C2L-DE, the
crossover probability, scaling factor, and jumping rate are set to 0.9, 0.5, and
0.3, respectively, and the clustering period and regularisation parameter are also
chosen as 10 and 0.1, respectively. For the remaining algorithms, we use the
default parameters as per the cited publications.

The obtained results on the Iris dataset, presented in Table 1, reveal valuable
insights into the performance of different DE algorithms. Our proposed C2L-
DE algorithm stands out prominently, achieving the joint highest mean fitness
value of 99.33 (along with Reg-IDE), showcasing the effectiveness of C2L-DE in
converging towards optimal solutions. In addition, the low standard deviation
of 2.10 indicates the robustness of C2L-DE across multiple runs. In contrast,
standard DE and other comparative algorithms such as QODE and Cen-CODE
exhibit lower mean fitness values and higher standard deviations.

Table 1. Experimental results on Iris dataset.

mean std.dev rank

DE 92.00 5.26 6

QODE 95.33 6.32 5

RDE-OP 96.67 6.48 4

Reg-IDE 99.33 2.11 1.5

Cen-CODE 98.00 3.22 3

C2L-DE 99.33 2.10 1.5

The results on the Breast Cancer dataset are given in Table 2. From there, we
can see that all algorithms except DE provide a similar mean accuracy. C2L-DE
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Table 2. Experimental results on Breast Cancer dataset.

mean std.dev rank

DE 97.36 2.06 6

QODE 98.10 0.99 5

RDE-OP 98.82 1.67 1

Reg-IDE 98.39 2.24 3

Cen-CODE 98.38 1.61 4

C2L-DE 98.53 1.64 2

is second ranked with a mean fitness value of 98.53, demonstrating its competi-
tive performance.

Table 3 shows the results on the Liver dataset. C2L-DE is top ranked with
a mean fitness value of 77.64, highlighting its superior performance. QODE and
Reg-IDE also exhibit competitive mean fitness values of 76.82 and 76.26, respec-
tively, resulting in the second and third ranks.

Table 3. Experimental results on Liver dataset.

mean std.dev rank

DE 67.81 8.21 6

QODE 76.82 9.46 2

RDE-OP 75.63 6.45 4

Reg-IDE 76.26 4.03 3

Cen-CODE 75.10 6.66 5

C2L-DE 77.64 5.83 1

Table 4 presents the results on Pima dataset. C2L-DE is again top ranked
here, with a mean fitness of 81.50. Reg-IDE is second ranked with a mean fitness
value of 80.60, followed by RDE-OP (80.21) and QODE (79.55).

The results on the Seed dataset, given in Table 5, also show our C2L-DE
algorithms as the top-performing approach, achieving a mean accuracy of 93.80.
Cen-CODE follows with a mean accuracy of 82.38, while algorithms like DE,
QODE, and RDE-OP perform less effectively.

The experimental results on the Vertebral dataset, reported in Table 6, reveal
QODE as the top-performing algorithm. However, QODE generally does not
achieve satisfactory results on the other datasets. C2L-DE follows closely with
a mean accuracy of 87.74, while DE and Cen-CODE exhibit lower performance.

The obtained results across multiple datasets clearly demonstrate the supe-
rior performance of our proposed C2L-DE algorithm compared to the other
methods, while also proving it to be a robust method.



A Two-Level Clustering-Based Differential Evolution Algorithm 269

Table 4. Experimental results on Pima dataset.

mean std.dev rank

DE 76.94 4.97 6

QODE 79.55 4.94 4

RDE-OP 80.21 5.73 3

Reg-IDE 80.60 4.15 2

Cen-CODE 77.99 4.12 5

C2L-DE 81.50 5.34 1

Table 5. Experimental results on Seed dataset.

mean std.dev rank

DE 70.00 11.01 4

QODE 67.62 3.01 5

RDE-OP 67.62 4.92 5

Reg-IDE 80.60 4.15 3

Cen-CODE 82.38 8.1 2

C2L-DE 93.80 5.96 1

Table 6. Experimental results on Vertebral dataset.

mean std.dev rank

DE 85.16 5.31 5.5

QODE 88.39 8.76 1

RDE-OP 86.77 4.42 3.5

Reg-IDE 86.77 5.37 3.5

Cen-CODE 85.16 6.48 5.5

C2L-DE 87.74 6.23 2

5 Conclusions

In this paper, we have presented the C2L-DE algorithm as a novel effective
solution for the complex task of determining optimal weights and biases in
feed-forward neural networks. Traditional gradient-based methods, while widely
employed, encounter challenges such as sensitivity to the initial values and sus-
ceptibility to local optima. Our two-level clustering-based differential evolution
approach addresses these issues by introducing a dynamic and informed popu-
lation update strategy. In the initial phase, clustering identifies diverse regions
within the search space, guiding population updates based on localised informa-
tion. Subsequently, a central point derived from cluster centres, is introduced
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as a new individual into the population. A comparative analysis against several
recent DE training algorithms confirms the promising performance of C2L-DE.

In future work, we intend to extend the application of our algorithm to other
ANN-related tasks, such as neural architecture search. Additionally, C2L-DE
holds potential for hyperparameter optimisation, showcasing its versatility and
adaptability in various aspects of neural network optimisation.
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ability of neural networks using a Lévy flight distribution algorithm for classifi-
cation problems. New Gener. Comput. 41(2), 225–242 (2023). https://doi.org/10.
1007/s00354-023-00214-5

4. Bojnordi,E., Mousavirad,S.J., Schaefer, G., Korovin, I.: MCS-HMS: a multi-cluster
selection strategy for the human mental search algorithm. In: IEEE Symposium
Series on Computational Intelligence, pp. 1–6, 2021

5. Cai, Z., Gong, W., Ling, C.X., Zhang, H.: A clustering-based differential evolution
for global optimization. Appl. Soft Comput. 11(1), 1363–1379 (2011)

6. Deb, K.: A population-based algorithm-generator for real-parameter optimization.
Soft. Comput. 9(4), 236–253 (2005)

7. Ding, S., Chunyang, S., Junzhao, Yu.: An optimizing BP neural network algorithm
based on genetic algorithm. Artif. Intell. Rev. 36(2), 153–162 (2011)

8. Duan, H., Huang, L.: Imperialist competitive algorithm optimized artificial neural
networks for UCAV global path planning. Neurocomputing 125, 166–171 (2014)

9. El-Bakry, M.Y., El-Dahshan, E.-S.A., El-Hamied, E.F.A.: Charged particle pseudo-
rapidity distributions for Pb-Pb and Au-Au collisions using neural network model.
Ukrainian J. Phys. 58(8), 709–709 (2013)

10. Fister, I., Fister, D., Deb, S., Mlakar, U., Brest, J.: Post hoc analysis of sport
performance with differential evolution. Neural Comput. Appl. 32, 1–10 (2018)

11. Hosaka, T.: Bankruptcy prediction using imaged financial ratios and convolutional
neural networks. Expert Syst. Appl. 117, 287–299 (2019)

12. Ilonen, J., Kamarainen, J.-K., Lampinen, J.: Differential evolution training algo-
rithm for feed-forward neural networks. Neural Process. Lett. 17(1), 93–105 (2003)

13. Kim, D., Kim, H., Chung, D.: A modified genetic algorithm for fast training neural
networks. In: International Symposium on Neural Networks, pp. 660–665 (2005)

14. Lera, G., Pinzolas, M.: Neighborhood based Levenberg-Marquardt algorithm for
neural network training. IEEE Trans. Neural Networks 13(5), 1200–1203 (2002)

15. Levenberg, K.: A method for the solution of certain non-linear problems in least
squares. Q. Appl. Math. 2(2), 164–168 (1944)

16. MacQueen, J.: Some methods for classification and analysis of multivariate obser-
vations. In: 5th Berkeley Symposium on Mathematical Statistics and Probability,
pp. 281–297 (1967)

https://doi.org/10.1007/s00704-018-2418-4
https://doi.org/10.1007/s00521-017-2952-5
https://doi.org/10.1007/s00521-017-2952-5
https://doi.org/10.1007/s00354-023-00214-5
https://doi.org/10.1007/s00354-023-00214-5


A Two-Level Clustering-Based Differential Evolution Algorithm 271

17. Mandal, S., Saha, G., Pal, R.K.: Neural network training using firefly algorithm.
Glob. J. Adv. Eng. Sci. 1(1), 7–11 (2015)

18. Marquardt, D.W.: An algorithm for least-squares estimation of nonlinear parame-
ters. J. Soc. Ind. Appl. Math. 11(2), 431–441 (1963)

19. Mirjalili, S.: How effective is the Grey Wolf optimizer in training multi-layer per-
ceptrons. Appl. Intell. 43(1), 150–161 (2015). https://doi.org/10.1007/s10489-014-
0645-7

20. Moravvej, S.V., Mousavirad, S.J., Oliva, D., Schaefer, G., Sobhaninia, Z.: An
improved DE algorithm to optimise the learning process of a BERT-based pla-
giarism detection model. In: IEEE Congress on Evolutionary Computation, pp.
1–7 (2022)

21. Mousavirad, S.J., Bidgoli, A.A., Rahnamayan, S.: Tackling deceptive optimization
problems using opposition-based DE with center-based Latin hypercube initial-
ization. In: 14th International Conference on Computer Science and Education
(2019)

22. Mousavirad, S.J., Bidgoli, A.A., Ebrahimpour-Komleh, H., G.S.: A memetic impe-
rialist competitive algorithm with chaotic maps for multi-layer neural network
training. Int. J. Bio-Inspired Comput. 14(4), 227–236 (2019)

23. Mousavirad, S.J., Bidgoli, A.A., Ebrahimpour-Komleh, H., Schaefer, G., Korovin,
I.: An effective hybrid approach for optimising the learning process of multi-layer
neural networks. In: International Symposium on Neural Networks, pp. 309–317
(2019)

24. Mousavirad, S.J., Gandomi, A.H., Homayoun, H.: A clustering-based differential
evolution boosted by a regularisation-based objective function and a local refine-
ment for neural network training. In: IEEE Congress on Evolutionary Computa-
tion, pp. 1–8 (2022)

25. Mousavirad, S.J., Jalali, S.M.J., Sajad, A., Abbas, K., Schaefer, G., Nahavandi, S.:
Neural network training using a biogeography-based learning strategy. In: Interna-
tional Conference on Neural Information Processing (2020)

26. Mousavirad, S.J., Oliva, D., Hinojosa, S., Schaefer, G.: Differential evolution-
based neural network training incorporating a centroid-based strategy and dynamic
opposition-based learning. In: IEEE Congress on Evolutionary Computation, pp.
1233–1240 (2021)

27. Mousavirad, S.J., Rahmani, R., Dolatabadi, N.: A transfer learning based artificial
neural network in geometrical design of textured surfaces for tribological applica-
tions. Surf. Topogr. Metrol. Prop. 11(2), 025001 (2023)

28. Mousavirad, S.J., Rahnamayan, S.: Evolving feedforward neural networks using a
quasi-opposition-based differential evolution for data classification. In: IEEE Sym-
posium Series on Computational Intelligence (2020)

29. Mousavirad, S.J., Rahnamayan, S.: A novel center-based differential evolution algo-
rithm. In: Congress on Evolutionary Computation (2020)

30. Mousavirad, S.J., Schaefer, G., Jalali, S.M.J., Korovin, I.: A benchmark of recent
population-based metaheuristic algorithms for multi-layer neural network training.
In: Genetic and Evolutionary Computation Conference Companion, pp. 1402–1408
(2020)

31. Mousavirad, S.J., Schaefer, G., Korovin, I.: An effective approach for neural net-
work training based on comprehensive learning. In: International Conference on
Pattern Recognition (2020)

32. Mousavirad, S.J., Schaefer, G., Korovin, I., Oliva, D.: RDE-OP: a region-based dif-
ferential evolution algorithm incorporation opposition-based learning for optimis-
ing the learning process of multi-layer neural networks. In: Castillo, P.A., Jiménez
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Abstract. Wildfires cause significant damage costs globally, and it is
likely that they are becoming more damaging due to climate change.
Here we study methods for fire suppression, after a breakout of fire. In our
model, we have a grid graph G = (V, A) that represents the discretization
of a terrain into cells and an ignition node s ∈ V from which the fire
spreads to other nodes. The spread of the fire is defined by the arc
weights, which can be used to model important factors such as wind
direction and vegetation type. At various points in time, one or more
fire suppression resources become available to be applied to nodes in the
graph that are not yet burned. Applying a resource to a node v ∈ V adds
a delay to the outgoing edges of v, which causes a local slowdown in fire
propagation. The goal is to find an allocation of resources to the nodes of
the graph such that the total burned area at a target time is minimized.
In this work, we propose a heuristic algorithm based on beam search
to tackle this problem. Our computational experiments show that our
approach is able to consistently find the optimal solution to almost all
instances used in literature, but in considerably less time than previous
approaches.

Keywords: wildfire suppression · heuristic search · beam search

1 Introduction

Wildfires are estimated to have caused global damage costs of about USD 69

billion in 2018–2023 [8,12]. Their frequency and damage are likely to increase
with climate change, with longer wildfire seasons, larger affected areas, and new
locations of occurrence. They are at the same time harder to handle, since they
coincide more frequently with dry air [6,14]. Although deaths from wildfires are
rare in comparison to other natural disasters, they destroy ecosystems, threaten
homes, livelihoods, technical infrastructure such as railways and the electricity
grid, and lead to a reversal of carbon capture [6,13]. An increased frequency
of wildfires demands a comprehensive and urgent response, and governments
around the world already are investing in wildfire research with the goal of
understanding its causes and how damages can be mitigated [3].

According to [10], the operations research community has been studying wild-
fire management since the early 1960s, and [7] is one of the first works dealing
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with the application of operations research techniques to forest fire problems.
Since then, we can find in the literature a variety of mathematical models that
aim to capture decisions related to the process of preventing and suppressing
a wildfire, such as the coordination of fire crews, the deployment of aerial fire-
fighting assets and the routing of vehicles to transport firefighters and other
equipment. To give some examples, in 1995 [5] proposed the firefighter problem,
which is defined on a graph where fire spreads from an ignition node to adjacent
nodes in sequential time steps. At each time instant, a certain number of fire sup-
pression resources is available and can be deployed to unburned nodes. Applying
a resource to a node prevents the fire from spreading through its outgoing edges
to adjacent nodes, and the goal is to stop the fire in the minimum amount of time
steps. [2] proposed a more realistic mixed-integer linear programming model that
integrates fire spread behavior and the placement of suppression resources. The
landscape is represented by a graph and the model comprises control variables,
to decide which nodes will receive fire suppression resources, and response vari-
ables, which define fire spread paths, fire arrival times, and fire intensity for all
the nodes. The goal is to minimize the total value of the burned area together
with operational costs.

In this work, we consider a problem first defined in [1] and [11]. Similarly to
[2], we are given a graph representing a landscape, an ignition node and some fire
suppression resources spread over time. The goal is to allocate the fire resources
to the nodes in order to minimize the burned area at some target time instant.
In this context, our main contribution is a heuristic algorithm based on iterated
beam search that achieves better results than previous approaches in a fraction
of the time.

To close this section, we give an overview of what follows. In Sect. 2, we
formally define the problem. Section 3 goes over the algorithmic approaches to
this problem that can be found in the literature. Section 4 provides a series of
definitions that will be used to explain our algorithm, which is presented in
Sect. 5. In Sect. 6, we conduct some computational experiments to study the
performance of our algorithm. Section 7 concludes the work and proposes new
research directions.

2 Problem Description

Fire propagation is modeled by a directed graph G = (V,A) with travel times ta

on arcs a ∈ A, which model the time required for fire to propagate from a node
to a neighboring node. A directed graph permits to model different fire travel
times in opposite directions, which can occur due to factors like wind and terrain
slope. Given an ignition node s ∈ V, the travel times define a shortest-path tree
rooted at s in which each node v ∈ V has an associated fire arrival time av and
a predecessor pv. Now assume we have k fire suppression resources which can
be allocated to nodes v ∈ V, and each resource adds a delay Δ to the outgoing
arcs of v. Each resource i ∈ [k] is available at time ri, and can only be allocated
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to a node v if av ≥ ri, i.e. if v is not burned yet1. We also assume that each
node can receive at most one resource. Finally, we have a time horizon H and
are interested in nodes that do not burn until H.

The allocation of resources to nodes can be represented by an injective func-
tion Λ : [k] → V. By definition, such an allocation changes the travel times t,
but it can also change the topology and the arrival times of the shortest-path
tree. As a result, given an allocation of resources Λ, we denote the resulting
fire propagation times by tΛ, the fire arrival times by aΛ, and the predecessor
relation by pΛ. The problem, then, is to find a feasible allocation of resources Λ

that minimizes the number of burned nodes at time instant H, i.e.

b =
∑

v∈V

[aΛ
v ≤ H].

3 Related Work

The problem we are interested in was first proposed as a mixed-integer linear
programming (MIP) model by [1]. In [11], the authors propose a set of represen-
tative instances for this model and an iterated local search to solve them. The
authors compare the performance of the local search with the performance of
a commercial solver on the mathematical formulation of [1]. In computational
experiments, they show that the heuristic achieves good results in a reasonable
amount of time for all instances, while the solver needs more time to produce
results and, for some large instances, fails to produce a feasible solution within
the time limit of 2 h.

[4] extend the work of [1] and [11] by proposing a better MIP formulation of
the problem, an exact algorithm using logic-based Benders decomposition, and a
simple greedy heuristic used to warm-start the exact algorithm. In computational
experiments, they show that the exact algorithm and a commercial solver using
the new MIP model can solve all the instances proposed by [11] in a few seconds.
In light of that, they propose new instances consisting of 20 × 20 grids and a
larger optimization horizon. In another round of computational experiments,
they compare the performance of the solver, the iterated local search of [11] and
the proposed exact algorithm considering a time limit of 2 h. The solver was not
able to prove the optimality of any instance, failed to produce a feasible solution
in some cases and had the overall worst performance regarding solution quality.
The iterated local search was able to find the optimal solution of some instances,
but in most of the time it stayed behind the exact algorithm, which was able to
find and prove the optimality of all instances.

4 Preliminaries

Consider a grid graph G = (V,A). The immediate neighborhood of a node v ∈ V,
denoted as N(v), encompasses nodes reachable through outgoing arcs of v. Sim-
1 We use [n] to denote a set containing the first n natural numbers, i.e. [n] = {1, . . . , n}.
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ilarly, the extended neighborhood N
∗(v) includes nodes reachable via outgo-

ing arcs as well as diagonal connections from v. Time instants where resources
become available are represented by a sequence of times T = (t1, t2, . . . ), in
ascending order. We denote by α(t) = mini>0|ti>tti the first time instant after
t when new resources become available, with α(t) = H if no further resources
become available after t. Finally, for each time instant t ∈ [0,H], Rt ⊆ [k] is a
set containing the resources that become available at time t.

When an allocation of resources Λ assigns a resource to a node v ∈ V, we
say that v is protected. We denote by PΛ ⊆ V the set of nodes protected by Λ.
If |PΛ| = k we say that Λ is a complete allocation. Conversely, if |PΛ| < k we
say that Λ is partial. The special allocation that does not protect any node is
denoted by Λ0, i.e. PΛ0 = ∅. Finally, given an allocation Λ and a time instant
t ∈ [0,H], we define BΛ

t = {v ∈ V | aΛ
v < t} as the set of nodes that are burned

at t. Note that our goal is to find an allocation Λ such that |BΛ
H| is minimized.

5 Proposed Algorithm

Beam search is a graph search algorithm that visits nodes in a breadth-first
manner until a target node is reached. Starting from the root node, beam search
keeps a list of β nodes and, at each level of the search tree, nodes in the list are
expanded η times. In the literature, β is known as the beam width and η as the
ramification factor. A heuristic function is then used to rank the βη expansions,
and the best β nodes are selected to continue to the next iteration. Beam search
has been extensively used to tackle optimization problems [9]. In the context of
our problem, each interior node of the search tree represents a partial allocation
of resources, and leaf nodes are complete allocations. The root node is Λ0, and
for each t ∈ T , we expand the current set of allocations by applying the resources
in Rt. The best leaf node is returned by the algorithm.

5.1 Beam Search

Algorithm 1 gives a high level view of our approach. In line 1, we create a set
A containing only Λ0, which will represent the current state of the search tree.
For each time instant t ∈ T , we use the function Step to expand each node in
A, and we store all the expansions of the current level in the set E. In line 4,
we use a heuristic function to select the β best allocations to continue to the
next iteration, and in line 6 we return the best leaf node in the search tree. We
explain how to expand a given allocation in Sect. 5.2. We will next define the
heuristic function used to prune the search tree.

We propose two heuristic functions to evaluate a partial allocation of
resources Λ. The first one, which we call h1, is equal to the number of burned
nodes at time instant H.

h1(Λ) =
∑

v∈V

[aΛ
v ≤ H]
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Algorithm 1: BeamSearch
Data: Fire perimeter size z.
Result: An allocation of resources Λ.

1 A ← {Λ0}

2 for t ∈ T do
3 E ←

⋃

Λ∈A
Step(Λ, t, z)

4 A ← prune(E, t)

5 end
6 return arg min

Λ∈A
|BΛ

H|

Heuristic h1 can be quite uninformative in the first few time instants, especially
when the delay Δ is low and the optimization horizon H is large. In such situ-
ations, it is likely that the first few resources available cannot save any nodes,
hence a comparison between two allocations is uninformative. In light of that,
we propose a second heuristic, called h2, which aims to measure how much delay
an allocation Λ introduces in the network.

h2(Λ) =
∑

v∈V

max{H − aΛ
v , 0}

As we will see in the experimental section, we can obtain better results by
starting with h2 as the guiding heuristic and then switching to h1 at some point
in time. We call the time instant at which we start using h1 transition instant,
and we denote it by t̂. It is better to define the transition instant relative to the
velocity with which the fire propagates. To this end, we define the free burning
time of an instance as the time instant at which the last node is burned assuming
that no node is protected by a resource, i.e. the free burning time equals max

v∈V
aΛ0

v .

We can now specify the transition instant as a percentage of the free burning
time, and we denote this percentage by p̂. To give an example, if the free burning
time of an instance is 10 and p̂ = 0.5, we have that the transition instant t̂ is
equal to 5.

In summary, if t < t̂ we prune the search tree by selecting the β best partial
allocations in E using h2. If t ≥ t̂, we use h1. In Sect. 6.3, we study how the
transition instant affects the performance of our algorithm.

5.2 Expanding an Allocation of Resources

We now consider the problem of generating the expansions of a given allocation
in the search tree, as is done in line 3 of Algorithm 1. As a first step, we will
develop a procedure to create a single expansion (Algorithm 2) and later we will
embed it into Algorithm 3, which implements the function Step, called in line 3
of Algorithm 1.
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Algorithm 2: Expand
Data: A partial allocation of resources Λ, a time instant t, the fire

perimeter size z.
Result: An expansion of Λ using the resources in Rt.

1 F ← FΛ
t (z)

2 N ← F ∩ ⋃

v∈PΛ

N
∗(v)

3 for i ∈ Rt do
4 if N �= ∅ and p < rand(0, 1) then
5 v ← Randomly pick an element of N

6 else
7 v ← Randomly pick an element of F

8 end
9 Λi ← v

10 F ← F \ {v}

11 N ← (N ∪ N
∗(v)) ∩ F

12 end
13 return Λ

Given an allocation of resources Λ and a time instant t ∈ T , we have a set
of candidate nodes C = V \ (BΛ

t ∪ PΛ) which can receive a resource and |Rt|

resources available. Our goal is to select a subset of C of size |Rt| to apply the
resources in Rt. Algorithm 2 is based on two key observations about which nodes
tend to receive a resource first in high quality solutions:

1. Nodes that are close to burned nodes;
2. Nodes that are neighbors of protected nodes.

Motivated by the first observation, we define the notion of fire perimeter, i.e. a
set of nodes that are close to the current set of burned nodes. Since the arcs
of an instance represent fire velocity instead of physical distance, our notion of
closeness must be based on fire arrival time. With that in mind, we define the
fire perimeter at a time instant t as

FΛ
t (z) = {v ∈ C | t ≤ aΛ

v ≤ f(t, z)}

for some non-negative integer z, where f : T × N0 → [0,H] is2

f(t, z) =
(
α�(z+1)/2�(t) + α�(z+2)/2�(t)

)
/2.

where α(t) is the earliest time after t in which new resources get available, as
defined at the end of Sect. 4.

Intuitively, the fire perimeter at time instant t is the set of unprotected
nodes whose fire arrival time is between t and some other time instant t′, where
2 We write αn(t) for the composition of α with itself n times, e.g. α2(t) = α(α(t)).
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t′ = f(t, z) for some non-negative integer z. Increasing z will increase t′, which
in turn may increase the size of FΛ

t (z). As a result, z controls the size of the fire
perimeter. We clarify this notion with an example. Suppose we have resources
at time instants 10, 20, and 30, and the optimization horizon H is equal to 60.
Assume that the current time instant is 10 and no resources were deployed yet,
i.e. the current allocation is Λ0. In this scenario, FΛ0

10 (0), FΛ0

10 (1), FΛ0

10 (2), FΛ0

10 (3)
contain the nodes that will burn between time instant 10 and f(10, 0) = 20,
f(10, 1) = 25, f(10, 2) = 30, and f(10, 3) = 45, respectively. Figure 1 illustrates
the example.

Fig. 1. A simple illustration of our definition of fire perimeter. In the example, we have
resources at time instants 10, 20, and 30, and the optimization horizon H is equal to 60.
We are at time instant 10 and no resources were deployed yet, i.e. the current allocation
is Λ0. The set B

Λ0
10 is represented by the black colored nodes, F

Λ0
10 (0) by purple nodes,

F
Λ0
10 (1) by red nodes, F

Λ0
10 (2) by orange nodes, and FΛ

10(3) by yellow nodes. Note that
F

Λ0
10 (0) ⊂ F

Λ0
10 (1) ⊂ F

Λ0
10 (2) ⊂ F

Λ0
10 (3). (Color figure online)

In summary, Algorithm 2 considers only nodes in FΛ
t (z) instead of exploring

all nodes in C (line 1). Similarly, and motivated by the second observation, we
define a set N with all the nodes in FΛ

t (z) that have a neighbor in PΛ (line 2).
Using the sets FΛ

t (z) and N, Algorithm 2 proceeds as follows: for each resource
i ∈ Rt, with probability p we select a node from N to be protected, and with
probability 1 − p we select any node from F (lines 3 to 11).



280 G. Delazeri and M. Ritt

Algorithm 3: Step
Data: A partial allocation of resources Λ, a time instant t, the fire

perimeter size z.
Result: A set with at most η expansions of Λ using the resources in Rt.

1 E ← ∅
2 repeat c|FΛ

t (z)| times
3 Λ′

← Expand(Λ, t, z)
4 E ← E ∪ {Λ′}
5 end
6 E ← sort(E, t)
7 return First η expansions in E

We now embed Algorithm 2 into Algorithm 3, which gives us a procedure
to create a set of candidate expansions of a partial allocation Λ. In lines 2 to
5 we create a number of expansions proportional to the size of FΛ

t (z), for some
constant c ∈ Z+. In line 6 we sort all the expansions in E using some heuristic
function. Similarly to Algorithm 1, if t < t̂, we use h2, otherwise we use h1.
Finally, in line 7 we return the first η allocations in E. Note that in line 4 we do
not check whether Λ′ already is in E, hence it could be the case that |E| < η.

5.3 Dynamical Update of the Fire Perimeter Size

In Sect. 5.2, we defined the notion of fire perimeter, which depends on an integer
constant z. Setting z to a value that is too high may increase running times,
since the number of iterations performed by Algorithm 3 is directly proportional
to the size of the fire perimeter. On the other hand, setting z to a value that
is too low may impede the algorithm to find optimal solutions. To account for
that, we propose to start with z = 0 and iteratively increase its value once a call
to Algorithm 1 is not able to improve the current best solution. We observed in
preliminary experiments that increasing z indefinitely does not improve perfor-
mance and slows downs the algorithm in some cases, so we propose to define a
maximum value for z and, once this value is reached, we cycle back to z = 0.
Line 8 of Algorithm 4 illustrates that. Note that, for a given choice of zmax, the
maximum value of z is zmax − 1.

6 Experimental Evaluation

In this section we present some computational experiments. All the experiments
were done on a platform with a 3.5GHz AMD Ryzen 9 3900X 12-Core proces-
sor, 32 GB of main memory, and Ubuntu Linux 20.04 LTS. Our algorithm was
implemented in C++ and compiled with GCC 9.4 with maximum optimization.
Our implementation and detailed computational data is available at https://
github.com/gutodelazeri/Iterated-Beam-Search.

https://github.com/gutodelazeri/Iterated-Beam-Search
https://github.com/gutodelazeri/Iterated-Beam-Search


Iterated Beam Search for Wildland Fire Suppression 281

Algorithm 4: Main Algorithm
Result: An allocation of resources Λ∗.

1 Λ∗
← Λ0

2 z ← 0

3 while Termination criteria not met do
4 Λ ← BeamSearch(z)
5 if |BΛ

H| < |BΛ∗
H | then

6 Λ∗
← Λ

7 else
8 z ← (z + 1) mod zmax

9 end
10 end
11 return Λ∗

Table 1. Instances used in the experiments.

Group Resources per time instant H Δ

10 20 30 40 50 60
LA 3 3 3 3 0 0 70 50
LB 3 3 3 3 3 3 70 30

6.1 Test Instances

In this work we consider the set of instances proposed by [4]. This set consists
of 16 instances, where each instance is a 20 × 20 grid graph. In all instances,
the ignition node is at a central location in the graph and the optimization
horizon is 70. The 16 instances are divided into two groups of 8 instances each,
based on the magnitude of the delay caused by a resource and the quantity of
resources released at each time instant. The optimal solution of all 16 instances
is known, so in the sections below we report algorithm performance in terms of
the absolute deviation from the optimal objective value3. Table 1 summarizes
the instance set.

In this set of instances, edge weights attempt to model the fire propagation
influenced by wind direction. In practice, the weight of each edge is sampled
from a uniform distribution, and the range of values in this distribution depends
on the direction to which the edge points. For further information, readers can
refer to Table 5 in [4].

3 In [4], the optimality of instance LB7 could not be proved. By executing their method
with a time limit of 3 h we were able to find the optimal solution.
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Table 2. Description of parameter values.

Parameter Value Description
β 50 Beam width
η 70 Ramification factor
c 30 See Algorithm 3
p 0.5 See Algorithm 2
zmax 3 See Algorithm 4

Table 3. Performance of beam search using different transition instants, as a function
of a percentage p̂ of the free burning time. We denote by δ the absolute difference
between the obtained solution and the optimal solution, and columns δ and σδ show
the average and the standard deviation of δ across the 320 executions (16 instances and
20 replications). Similarly, we denote by ttb the time in seconds required to find the
best (not necessarily optimal) solution. Columns ttb and σttb give the average and the
standard deviation of ttb. Lastly, column “Opt.” has the percentage all 320 executions
in which the optimal solution was found.

p̂ t̂ δ σδ ttb σttb Opt. (%)
0.1 6.9 1.41 3.59 61.18 105.06 75
0.2 13.8 0.15 0.35 52.23 110.73 85
0.3 20.7 0.12 0.33 26.68 46.40 88
0.4 27.6 0.12 0.33 26.62 46.24 88
0.5 34.5 0.18 0.45 43.38 82.68 85

6.2 Parameter Values

In all the experiments below, our algorithm uses the same set of parameter val-
ues, which are specified in Table 2. As stated in Sects. 5.1 and 5.2, the guiding
heuristic used depends on the transition instant. In the next section, we con-
duct an experiment to find the best transition instant for the instances we are
considering.

6.3 Transition Instant

In this section, we analyse how the transition instant affects the performance
of our algorithm. Recall that in Sect. 5.1 we defined the transition instant as
a percentage p̂ of the free burning time of an instance. In this experiment, for
each value of p̂ ∈ {0.1, 0.2, 0.3, 0.4, 0.5} we run the beam search algorithm 20
times with different seed values on each of the 16 instances. The termination
criterion was a maximum running time of 600 s. For the set of instances we are
considering, the free burning time is always equal to 69, so for any value of p̂

the transition instant is the same for all 16 instances. For each run, we collected
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the best objective value obtained and the time to find the best solution. Table 3
summarizes the results.

For the instances we are considering, a transition instant of 6.9 means that
only the heuristic h1 is used. As the first row shows, this is the worst version
of our algorithm. When the transition instant is 13.8, we use h2 when t = 10

and h1 otherwise. As the second row shows, this version obtains better results
when compared to using h1 only. When the transition instant is between 20 and
30, as is the case of rows three and four, heuristic h2 is used when t = 10 and
when t = 20. The table shows that this is the best version of our algorithm. This
version was able to find the optimal solution in 88% of the 320 executions, and
obtained an average absolute gap of δ = 0.12.

6.4 Comparison with the Literature

In this section we compare the best version of our algorithm found in the last
experiment (BS) against the logic-based Benders decomposition of [4] (LBBD)
and the iterated local search of [11] (ILS). We use the implementation of LBBD
and ILS provided by [4] and run them in the same computational environment
as BS. Following the protocol of Sect. 6.3, all three algorithms were executed 20
times on each of the 16 instances. The termination criterion for LBBD and BS
was a maximum running time of 600 s. The termination criterion of ILS was a
maximum number of iterations in stagnation, as specified in [11]. Table 4 shows
the results.

As we can see, BS solves to optimality 14 out of the 16 instances in all 20
replications, while LBBD does so for 9 instances and ILS for only one instance.
We can also see that BS obtains the smallest average absolute gap δ. In [4],
LBBD was compared to ILS given a time limit 7200 s. Here we can see that,
even with a fraction of the time limit, LBBD still beats ILS by a significant
margin. Regarding the average time to find the best solution, we can see that
BS obtains the smallest one in all instances. Considering that BS finds an optimal
solution in most of the executions, this shows the efficiency of our algorithm.

To close this section, we analyse the performance profile of the three algo-
rithms over the 320 executions. Figure 2 shows the percentage of the 320 execu-
tions that found an optimal solution within a particular interval of time. As we
can see, within just 100 s our algorithm finds an optimal solution in about 80%
of all executions, while LBBD does so for around 40% and ILS for around 20%.
Within 300 s, the curves of BS and ILS stagnate. This is not true for LBBD,
since it explores the search space systematically. Finally, within 600 s LBBD
finds an optimal solution in about 70% of all executions and ILS in about 20%.
As we saw in the last section, BS is able to find an optimal solution in 88% of
all executions.
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Table 4. Comparison between BS, ILS, and LBBD. We denote by δ the absolute
difference between the obtained solution and the optimal solution, and the first six
columns show the average and the standard deviation of δ over the 320 executions.
Similarly, we denote by ttb the time in seconds required to find the best (not necessarily
optimal) solution, and the last three columns show the average ttb of each algorithm.
The values in these columns are expressed in terms of the average ttb of BS. For
example, by looking at the first row we can see that ILS takes, on average, 50 s more
than BS to arrive at the best solution.

δ σδ ttb

BS ILS LBBD BS ILS LBBD BS ILS LBBD
LA0 0 1.45 0.00 0 2.28 0.00 0 50.59 37.39
LA1 0 5.65 0.00 0 4.85 0.00 0 61.25 5.72
LA2 0 3.05 0.00 0 3.17 0.00 0 0.52 13.57
LA3 0 10.65 0.00 0 6.27 0.00 0 53.38 52.64
LA4 0 0.00 0.00 0 0.00 0.00 0 49.03 66.41
LA5 0 1.85 0.00 0 1.46 0.00 0 83.55 64.96
LA6 0 8.05 0.00 0 6.68 0.00 0 91.25 100.63
LA7 0 6.40 0.00 0 5.08 0.00 0 42.70 154.64
LB0 1 5.75 0.55 0 5.34 1.10 0 126.58 174.00
LB1 0 12.00 0.00 0 4.67 0.00 0 45.62 104.94
LB2 1 5.00 1.10 0 4.77 0.79 0 97.23 164.39
LB3 0 10.30 3.50 0 4.05 2.42 0 115.61 206.35
LB4 0 9.65 7.05 0 6.13 4.97 0 118.18 262.09
LB5 0 14.40 3.85 0 3.39 3.10 0 82.33 266.53
LB6 0 15.00 8.60 0 5.34 3.90 0 106.62 340.72
LB7 0 9.20 6.35 0 5.52 3.25 0 71.82 242.15
Avg 0.12 7.40 1.94 0 4.31 1.22 0 74.77 141.07
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Fig. 2. Performance profile for the three algorithms, considering all 320 executions (16
instances and 20 replications). The x-axis shows time in seconds and the y-axis shows
the percentage of the 320 runs in which the algorithm found the optimal solution within
that time.

7 Conclusions and Future Work

In this work we proposed a heuristic algorithm for a problem related to wildfire
suppression. The goal was to allocate fire suppression resources to regions of a
landscape represented by a graph in order to minimize the total burned area. Our
algorithm is a beam search guided by two heuristic functions to evaluate partial
solutions and some heuristic rules on how to better expand the search tree at each
level. In computational experiments, we showed that we can obtain better results
by starting with one of the heuristic functions and then switching to the other at
some point in time. Using these findings, we compared our approach to previous
works in the literature. Our results indicate that the beam search algorithm can
consistently find the optimal solution of most instances in considerably less time
than alternative algorithms.

As future work, we would like to test our algorithm in more challenging
instances, both in terms of grid size and the degree of irregularity of the land-
scapes. It would also be interesting to extend our approach to take into account
different objective functions, like operational costs and the cost of the burned
area.
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Abstract. Rotation symmetric Boolean functions represent an interest-
ing class of Boolean functions as they are relatively rare compared to gen-
eral Boolean functions. At the same time, the functions in this class can
have excellent cryptographic properties, making them interesting for var-
ious practical applications. The usage of metaheuristics to construct rota-
tion symmetric Boolean functions is a direction that has been explored for
almost twenty years. Despite that, there are very few results considering
evolutionary computation methods. This paper uses several evolutionary
algorithms to evolve rotation symmetric Boolean functions with different
properties. Despite using generic metaheuristics, we obtain results that
are competitive with prior work relying on customized heuristics. Surpris-
ingly, we find that bitstring and floating point encodings work better than
the tree encoding. Moreover, evolving highly nonlinear general Boolean
functions is easier than rotation symmetric ones.

Keywords: rotation symmetry · Boolean functions · metaheuristics ·
nonlinearity

1 Introduction

Boolean functions are mathematical objects with various applications, includ-
ing cryptography [17], combinatorics [27], coding theory [14,20], sequences [20],
telecommunications [22], and computational complexity theory [1]. Naturally, for
Boolean functions to be useful across various applications, they must fulfill vari-
ous properties, such as being balanced and exhibiting high nonlinearity. Finding
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S. Smith et al. (Eds.): EvoApplications 2024, LNCS 14634, pp. 287–302, 2024.
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Boolean functions with specific properties can be rather difficult, which is why
the research community has been actively investigating the design of Boolean
functions for nearly 50 years. In that respect, approaches to constructing Boolean
functions can be divided into algebraic construction and various search tech-
niques.1. Within search techniques, the most common division is into random
search and metaheuristics. Unfortunately, sometimes even those approaches are
not sufficient due to the vast number of Boolean functions of n inputs, which
is equal to 22

n

(see Table 1). Clearly, for n = 6, an exhaustive search already
becomes impossible.2 In such cases, it might be beneficial to focus on special
classes of Boolean functions that are smaller and, thus, more amenable to search
and enumeration but still large enough to contain many interesting functions.
One such class is rotation symmetric Boolean functions - those functions that
are invariant under cyclic shifts of the input coordinates. These functions have
played a pivotal role in surpassing the quadratic bound, as discussed later.

The initial motivation for studying rotation symmetric Boolean functions can
be traced back to the reason above: this class is significantly smaller than the
class of general Boolean functions while still containing a large number of inter-
esting functions. Moreover, such functions have a nice structure and allow for a
compact representation [18]. We provide comparisons of class sizes for general
Boolean functions, bent functions, and rotation symmetric functions in Table 1.
Finally, Boolean functions in the class of rotation symmetric Boolean functions
can have very good cryptographic properties. For instance, Kavut et al. found
Boolean functions in 9 variables with nonlinearity 241 [12]. This achievement
resolved an almost three-decade-old open problem and was accomplished using
heuristics.

Table 1. The number of Boolean functions. Note that there is no known bound on the
number of bent rotation symmetric (RS) functions.

n

criterion 4 5 6 7 8 9 10 11 12 13 14 15 16

# general 216 232 264 2128 2256 2512 21024 22048 24096 28192 216384 232768 265536

# bent 896 − 5425430528 − 2106.3 − 2638 − 22510 − 29908 − 239203

# RS 26 28 214 220 236 260 2108 2188 2352 2632 21182 22192 24116

Unfortunately, despite belonging to a much smaller class, the space of rota-
tion symmetric Boolean functions still becomes too large for exhaustive search
already for n = 9. This motivates the need to investigate diverse metaheuristic
techniques and the construction of rotation symmetric Boolean functions.

1 Some works also combine theory and search techniques, e.g., [12,25].
2 One could still assume the hybrid mode where one 1) considers the equivalences that

preserve the parameters of interest, 2) classify the functions under these equivalences,
and 3) study each representative.
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Multiple works leverage evolutionary algorithms to construct Boolean func-
tions with specific properties, commonly focusing on properties like balancedness
and nonlinearity, which we also consider in this work. However, most of these
studies do not consider rotation symmetric Boolean functions but remain con-
fined to the general classes of balanced, highly nonlinear functions or bent func-
tions. The literature on rotation symmetric Boolean functions and metaheuris-
tics is much more sparse. Despite this scarcity of research, significant findings
were made already more than 15 years ago [12]. Even more time ago, Patterson
and Wiedemann also dealt with rotation symmetric functions (whose name was
introduced later) [?]. On the other hand, the first work considering evolutionary
algorithms in this context appeared only in 2022 [30].

This paper investigates how various evolutionary algorithms can construct
rotation symmetric Boolean functions, including both bent and balanced func-
tions. We consider three solution encodings: bitstring, tree, and floating point,
and two fitness functions. To the best of our knowledge, we are the first to
investigate tree and floating-point encodings for this problem. The tree encod-
ing represents an especially intriguing option, as state-of-the-art results indicate
its superior performance over bitstring (see, e.g., [5]). As far as we know, no prior
work has applied evolutionary algorithms to construct bent rotation symmetric
Boolean functions. Our main findings are:

– We found rotation symmetric Boolean functions for every tested dimension.
At the same time, genetic programming (GP) that evolves general (i.e., not
confined to the rotation symmetric class of functions) Boolean functions finds
functions with the same or higher nonlinearity. Therefore, we cannot conclude
that finding a rotation symmetric Boolean function is simpler due to the
smaller search space.

– While tree encoding is considered the best approach for general Boolean func-
tions, we observe that both bitstring and floating point encoding perform bet-
ter for rotation symmetric functions. This is because the latter two encodings
significantly reduce the search space due to efficient encoding, which is not
the case for GP (tree encoding).

– While the best results in related works are reported with customized heuris-
tics, we reached the same (or even better) values with general metaheuristics.
As such, we question whether developing custom heuristics is as beneficial as
developing more powerful fitness functions.

2 Background

Let us denote positive integers with n and m: n,m ∈ N
+. We denote the Galois

(finite) field with two elements as F2 and the Galois field with 2n elements by
F2n . An (n,m)-function represents a mapping F from F

n
2 to F

m
2 .

When m = 1, the function f is called a Boolean function (in n
inputs/variables). We endow the vector space F

n
2 with the structure of that field,

since for every n, there exists a field F2n of order 2n that is an n-dimensional
vector space. The usual inner product of a and b equals a · b =

⊕n
i=1 aibi in F

n
2 .
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2.1 Boolean Function Representations

The simplest way to uniquely represent a Boolean function f on F
n
2 is by its

truth table (TT). The truth table of a Boolean function f is the list of pairs
of function inputs (in F

n
2 ) and function values, with the size of the value vector

being 2n. The value vector is the binary vector composed of all f(x), x ∈ F
n
2 , with

a certain order selected on Fn
2 . Usually, as seen in, e.g., [3], one uses a vector

(f(0), . . . , f(1)) that contains the function values of f , ordered lexicographically.
While the truth table representation is simple and “human-readable”, little can
be deduced from it except the Hamming weight.

The Walsh-Hadamard transform Wf is a unique representation of a Boolean
function f that measures the correlation between f(x) and the linear functions
a · x, see, e.g., [3]:3

Wf (a) =
∑

x∈F
n
2

(−1)f(x)+a·x. (1)

The Walsh-Hadamard transform is very useful as many Boolean function
properties can be evaluated through it. Since the complexity of calculating the
Walsh-Hadamard transform with a naive approach equals 22n, it is common
to employ a more efficient method called the fast Walsh-Hadamard transform,
where the complexity is reduced to n2n.

2.2 Boolean Function Properties and Bounds

Balancedness. A Boolean function f is called balanced if it takes the value one
exactly the same number of times (2n−1) as the value zero when the input ranges
over F

n
2 .

Nonlinearity. The minimum Hamming distance between a Boolean function f
and all affine functions, i.e., the functions with the algebraic degree4 at most
1 (in the same number of variables as f), is called the nonlinearity of f . The
nonlinearity nlf of a Boolean function f can be easily calculated from the Walsh-
Hadamard coefficients, see, e.g., [3]:

nlf = 2n−1 − 1
2

max
a∈F

n
2

|Wf (a)|. (2)

The Parseval relation
∑

a∈F
n
2

Wf (a)2 = 22n implies that the nonlinearity of any

n-variable Boolean function is bounded above by the so-called covering radius
bound:

nlf ≤ 2n−1 − 2
n
2 −1. (3)

3 Note that the sum is calculated in Z.
4 The algebraic degree degf of a Boolean function f is defined as the number of vari-

ables in the largest product term of the function’s algebraic normal form having a
non-zero coefficient, see, e.g., [16]. The algebraic normal form is a unique represen-
tation where an n variable Boolean function can be considered to be a multivariate
polynomial over F2.
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Eq. (3) cannot be tight when n is odd. For n odd, a slightly better bound
is 2�2n−2 − 2

n
2 −2� [8]. We will consider Boolean functions that approach the

covering radius bound as highly nonlinear. We show the values for the covering
radius bound for each n in Table 2.

Bent Boolean Functions. The functions whose nonlinearity equals the maximal
value 2n−1 − 2n/2−1 are referred to as bent, and they exist only for n even, see,
e.g., [3]. Bent Boolean functions are a very active research topic with applications
in, e.g., coding theory [14] and telecommunications [20]. They are also commonly
discussed in cryptography but are not used since they are not balanced (despite
being maximally nonlinear). Bent Boolean functions are rare, and we know the
exact numbers of bent Boolean functions for n ≤ 8 only. The numbers of Boolean
functions (or upper bound values) are given in Table 1.

2.3 Rotation Symmetric Boolean Functions

A Boolean function over Fn
2 is called rotation symmetric (RS) if invariant under

any cyclic shift of input coordinates. Stated differently, it is invariant under a
primitive cyclic shift, for instance:

(x0, x1, . . . , xn−1) → (xn−1, x0, x1, . . . , xn−2).

Since the above expression holds, the number of rotation symmetric Boolean
functions will be less than the number of Boolean functions, as the output value
remains the same for certain input values. Let us provide a small example of
a rotation symmetric Boolean function when n = 3. We obtain the following
partitions:

{(0, 0, 0)} (4)
{(0, 0, 1), (0, 1, 0) , (1, 0, 0)}

{(0, 1, 1, ), (1, 1, 0) , (1, 0, 1)}
{(1, 1, 1)}

Stănică and Maitra use the Burnside lemma to show that the number of
rotation symmetric Boolean functions equals 2gn , where gn equals [29]:

gn =
1
n

∑

t|n
φ(t)2

n
t , (5)

where φ is the Euler phi function.
Bent rotation symmetric functions are maximally nonlinear and invariant

under any cyclic shift of input coordinates. Rotation symmetric bent functions
are much rarer than general bent functions [18]. The motivation for consider-
ing bent rotation symmetric Boolean functions stems from the fact that such
functions can have a simple structure (leading to new bent functions, e.g., Niho
bent functions) and representation. Moreover, it is possible to compute them
efficiently. However, there are some drawbacks, the most notable being that no
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new bent function has ever been found among rotation symmetric functions, as
all those found belong to the well-known general classes of bent functions [18].
We provide results on the upper bounds of nonlinearity and the best-known non-
linearities in Table 2. More information about Boolean functions can be found
in, e.g., [3,16].

Table 2. Nonlinearities of Boolean functions. Note that the bound equals the cover-
ing radius bound when n is even. Moreover, the best-known nonlinearities when the
function is imbalanced and n is even are obtained for bent functions. The best-known
results are taken from [3].

n

condition 4 5 6 7 8 9 10 11 12 13 14 15 16

2�2n−2 − 2
n
2 −2� 6 12 28 58 120 244 496 1000 2016 4050 8128 16292 32640

balanced

best-known nlf 4 12 26 56 116 240 492 992 2010 4036 8120 16272 NA

imbalanced

best-known nlf 6 12 28 56 120 242 496 996 2016 4040 8128 16276 32640

3 Related Work

The research community has been active in evolving Boolean functions with
specific cryptographic properties for almost 30 years [19]. While many settings
have been tried, the most used solution encodings are the bitstring encoding
and the tree encoding [5]. As far as we know, Fuller et al. were the first to
consider evolving bent Boolean functions [6]. The authors started with a low-
order Boolean function of input size n and then generated bent functions of
higher algebraic order by iteratively adding ANF terms and checking whether
the resulting function is bent. Yang et al. used evolutionary algorithms to evolve
bent Boolean functions [31]. They used the trace representation of Boolean func-
tions. Radek and Vaclav used Cartesian Genetic Programming to evolve bent
Boolean functions up to 16 inputs [9]. To achieve this goal, the authors used var-
ious parallelization techniques. Picek and Jakobovic used GP to evolve algebraic
constructions, which were then used to construct bent Boolean functions [23].
The authors showcased that the approach is highly efficient and provided results
for up to 24 inputs, marking the first time that EC successfully constructed such
large bent Boolean functions. Husa and Dobai employed linear GP to evolve
bent Boolean functions, reporting superior results compared to related works,
as they managed to evolve bent Boolean functions up to 24 inputs [10].

Stănică et al. used simulated annealing to evolve rotation symmetric Boolean
functions [28]. By reducing the search space in this manner, the authors could
construct 9-variable plateaued functions with nonlinearity 240 (among other
properties). Kavut et al. utilized a steepest descent-like iterative algorithm to
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discover highly nonlinear Boolean functions [12]. The authors found imbalanced
Boolean functions in 9 variables with a nonlinearity of 241. This represented
a significant breakthrough, as the question of whether such functions existed
had remained unanswered for nearly three decades. Moreover, the authors found
Boolean functions in 10 variables with nonlinearity 492. Kavut and Yucel used a
steepest-descent-like iterative algorithm to construct imbalanced Boolean func-
tions in 9 variables with nonlinearity 242 [13] where the authors considered the
generalized rotation symmetric Boolean functions. Liu and Youssef used simu-
lated annealing to construct balanced rotation symmetric Boolean functions with
nonlinearity equal to 488 [15]. Wang et al. employed genetic algorithms (GAs)
to construct rotation symmetric Boolean functions [30]. The authors reported
constructing balanced, highly nonlinear rotation symmetric functions.

4 Experimental Settings

4.1 Representations

Bitstring Encoding. The most widely used method for encoding a Boolean
function is the bitstring representation [5]. The bitstring represents the truth
table of the function with which the algorithm works directly. For a general
Boolean function with n inputs, the truth table is encoded as a bit string with a
length of 2n. In the case of rotation symmetric Boolean functions, the number of
truth table entries that need to be encoded is considerably smaller. For instance,
for a 3-variable function, instead of 23 = 8 bits, we only need to encode 4 bits,
which is equal to the number of partitions in the example in the previous section
(see Eq. (4)). The number of distinct bits that need to be encoded, corresponding
to the genotype length, is shown in Table 3 for a given number of variables.

Table 3. The number of the encoding bits (genotype size) for rotation symmetric
Boolean functions

variables 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

gn 2 3 4 6 8 14 20 36 60 108 188 352 632 1182 2192 4116

In each evaluation, the bitstring genotype is first decoded into the full
Boolean truth table, and the desired property is calculated. Although the bit-
string representation usually performs worse than other encodings [5], especially
for a larger number of variables, this might not be the case here due to the
largely reduced genotype size.

The corresponding variation operators we use are the simple bit mutation,
which inverts a randomly selected bit, and the shuffle mutation, which shuffles
the bits within a randomly selected substring. For the crossover operators, we
use the one-point crossover, which combines a new solution from the first part
of one parent and the second part of the other parent with a randomly selected
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breakpoint. The second operator is the uniform crossover that randomly selects
one bit from both parents at each position in the child bitstring that is copied.
Each time the evolutionary algorithm invokes a crossover or mutation operation,
one of the previously described operators is randomly selected.

Floating Point Encoding. The second approach we use for representing a
Boolean function is the floating point genotype, defined as a vector of continu-
ous variables. With this representation, one needs to define the translation of a
vector of floating point numbers into the corresponding genotype, which is then
translated into a full truth table (binary values). The idea behind this translation
is that each continuous variable (a real number) of the floating point genotype
represents a subsequence of bits in the genotype. All the real values in the float-
ing point vector are constrained to the interval [0, 1]. If the genotype size is gn,
the number of bits represented by a single continuous variable of the floating
point vector can vary and is defined as:

decode =
gn

dimension
, (6)

where the parameter dimension denotes the floating point vector size (number
of real values). This parameter can be modified as long as the genotype size is
divisible by this value. The first step of the translation is to convert each floating
point number to an integer value. Since each real value must represent decode
bits, the size of the interval decoding to the same integer value is given as:

interval =
1

decode
. (7)

To obtain a distinct integer value for a given real number, every element di
of the floating point vector is divided by the calculated interval size, generating
a sequence of integer values:

int valuei =
⌊

di
interval

⌋

. (8)

The final translation step consists of decoding the integer values to a binary
string that can be used for evaluation. As an example, consider a genotype of
8 bits. Suppose we want to represent it with 4 real values; in this case, each
real value encodes 2 bits from the truth table. A string of two bits may have
4 distinct combinations. Therefore, a single real value must be decoded into
an integer value from 0 to 3. Since each real value is constrained to [0, 1], the
corresponding integer value is obtained by dividing the real value by 2−2 = 0.25
and truncating it to the nearest smaller integer. Finally, the integer values are
translated into the sequence of bits they encode.
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Tree Encoding. In the third approach, we use tree-based GP to evolve a func-
tion in the symbolic form using a tree representation. The terminal set includes a
given number of Boolean variables, x0, x1, . . . , xn−1. The function set consists of
several Boolean primitives that can be used to represent any Boolean function.
In our experiments, we use the following function set: OR, XOR, AND, AND2,
XNOR, IF, and function NOT that takes a single argument. The function AND2
behaves the same as the function AND but with the second input inverted. The
function IF takes three arguments and returns the second one if the first one
evaluates to true and the third one otherwise. The output of the root node is
the output value of the Boolean function. The corresponding truth table of the
function f : F

n
2 → F2 is determined by evaluating the tree over all possible

2n assignments of the input variables at the leaf nodes. The genetic operators
used in our experiments with tree-based GP are simple tree crossover, uniform
crossover, size fair, one-point, and context preserving crossover [26] (selected at
random), and subtree mutation.

Since GP, in this manner, evolves any Boolean function, and not solely rota-
tion symmetric ones, we do not use the GP-derived truth table directly. Instead,
it is treated as the bitstring genotype, the same as in the previous two repre-
sentations, and decoded into a rotation symmetric function. This allows GP to
use fewer variables than n since the genotype size is considerably smaller than
the resulting truth table; for instance, for n = 8, the genotype size gn = 36
(instead of 256), and GP will need to use only 6 variables to produce a bitstring
of at least the required size. Unfortunately, since the genotype size (see Table 3)
is not a power of 2, a part of the GP-produced bitstring (e.g., of size 64 with
six variables) will not be used in any way. More importantly, there is no direct
translation between the truth table of the GP-produced Boolean function, with
fewer variables, and the actual rotation symmetric function being decoded and
optimized, which may prove detrimental to the GP.

4.2 Fitness Functions

In our experiments, we optimize two different types of Boolean functions: 1) max-
imally nonlinear (bent) functions and 2) balanced, highly nonlinear functions.
The first fitness function maximizes the nonlinearity value, nlf , but is designed
to consider the whole Walsh-Hadamard spectrum and not only its extreme value
(see Eq. (2)). More specifically, we count the number of occurrences of the max-
imal absolute value in the spectrum, denoted as #max values. Since higher
nonlinearity corresponds to a lower maximal absolute value, we aim for as few
occurrences of the maximal value as possible to make it easier for the algorithm
to reach the next nonlinearity value. With this in mind, the fitness function is
defined as:

fitness1 : nlf +
2n − #max values

2n
. (9)

The second term never reaches the value of 1 since, in that case, we effectively
reach the next nonlinearity level.
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With the second criterion, we aim to find balanced, highly nonlinear func-
tions. We use a two-stage objective function in which a bonus equal to the previ-
ous fitness value is awarded only to a balanced function; otherwise, the objective
value is only the balancedness penalty. The balancedness penalty BAL is the
difference up to the balancedness (i.e., the number of bits to be changed to make
the function balanced). This difference is included in the objective function with
a negative sign to act as a penalty in maximization scenarios. The delta function
δBAL,0 assumes the value one when BAL = 0 and is zero otherwise.

fitness2 : −BAL + δBAL,0 · (nlf +
2n − #max values

2n
). (10)

5 Experimental Results

Regarding bitstring (denoted as TT) and tree encoding (denoted as GP), we
employ the same evolutionary algorithm: a steady-state selection with a 3-
tournament elimination operator. In each iteration of the algorithm, three indi-
viduals are chosen at random from the population for the tournament, and the
worst one in terms of fitness value is eliminated. The two remaining individuals
in the tournament are used with the crossover operator to generate a new child
individual, which then undergoes mutation with individual mutation probability
pmut = 0.5. Finally, the mutated child takes the place of the eliminated individ-
ual in the population. The population size in all experiments was 500, and the
termination criteria were set to 106 evaluations. Each experiment was repeated
for 30 runs. We consider Boolean function sizes from 8 to 16 inputs, as with
less, finding rotation symmetric functions is easy and well within reach of an
exhaustive search (see Table 3). The floating point representation can be used
with any continuous optimization algorithm, which increases its versatility. In
our experiments, we used the following optimization algorithms: Artificial Bee
Colony (ABC) [11], Clonal Selection Algorithm (CLONALG) [2], CMA-ES [7],
Differential Evolution (DE) [21], Optimization Immune Algorithm (OPTIA) [4],
and a GA-based algorithm with steady-state selection (GA-SST), as described
above. The implementation of all the algorithms and their default parameter
settings are available in the ECF software framework.5

5.1 General Vs. Rotation Symmetric Functions

To facilitate easier comparison with related work, we also provide results for
general balanced, highly nonlinear functions and general bent functions, along
with the corresponding rotation symmetric ones (Tables 4 and 5). The results
for general Boolean functions were reproduced with GP since, in that scenario,
existing research points to GP as the most efficient approach [5,24]. Observe that
in the case of balanced functions, the results are better for general functions than
for rotation symmetric ones. Our results (the general ones) are also competitive

5 Evolutionary Computation Framework, http://solve.fer.hr/ECF/.

http://solve.fer.hr/ECF/
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with the best-known nonlinearities up to n = 12 and for n = 14 (see Table 2).
The nonlinearities when using rotation symmetric functions are the same as the
best-known ones only for n = 8, 9.

The results are slightly different for imbalanced functions (as we do not man-
age to obtain bent functions in all the cases). For small sizes (up to n = 12), the
results for general functions are better than for rotation symmetric functions,
but for n = 14, 16, the opposite is true. We suspect this happens due to the
large search space size for such n values, where GP is known to face issues for
such large Boolean functions [5]. The general results are competitive with the
best-known nonlinearities up to n = 12, while the rotation symmetric ones are
competitive for n = 8 only. We note that for general functions, we do not reach
bent ones for n = 14, 16; for rotation symmetric ones, bent functions are reached
only for n = 8.

Table 4. General (30 runs with GP) and rotation symmetric balanced Boolean func-
tions, the best-obtained nonlinearities.

Size

8 9 10 11 12 13 14 15 16

general 116 240 492 992 2000 4032 8120 16256 32608

rot sym 116 240 488 988 1992 4012 8058 16186 32456

Table 5. General (30 runs with GP) and rotation symmetric imbalanced Boolean
functions, the best-obtained nonlinearities.

Size

8 10 12 14 16

general 120 496 2016 7994 32332

rot sym 120 488 1992 8062 32468

5.2 Rotation Symmetric Balanced, Highly Nonlinear Boolean
Functions

We provide results for balanced rotation symmetric functions in Table 6 and
Fig. 1. Interestingly, the best results for most sizes are attained by the TT rep-
resentation, except n = 14 and n = 16, for which the FP-SST representation
provides the best results. When FP encoding is used, one can vary the number
of bits a single FP value will represent (decode, Eq. 6). In our preliminary exper-
iments, the best results were obtained with a relatively small decode (i.e., with
one FP value representing a small number of bits), consequently resulting in a
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larger number of FP variables. This analysis is not included for brevity, but all
FP-based algorithms used the same optimized setting with decode = 3.

Table 6. Median of nonlinearity values obtained for balanced Boolean functions for
different numbers of variables. The N.F. entry denotes that the algorithm could not
obtain a balanced Boolean function.

Representation Size

8 9 10 11 12 13 14 15 16

TT 116.94 240.61 484.99 985 1988 4009 8049 16179 32435

GP 116.72 236.97 480.99 981 1976 3993 8032 16143 32394

FP-ABC 116.69 236.95 480.99 981 1977 3992 8033 16147 32406

FP-CLONALG 116.88 239.73 484.98 985 1988 4005 8036 16137 32385

FP-CMAES 116.81 236.95 480.99 977 1971 3983 8014 16113 N.F

FP-DE 116.80 236.93 480.98 977 1969 3969 7954 N.F N.F

FP-OPTIA 115.83 237.94 484.98 985 1981 3988 8019 16117 32362

FP-SST 116.88 240.59 484.98 985 1987 4005 8053 16169 32443

5.3 Rotation Symmetric Bent Boolean Functions

We provide results for bent (thus, imbalanced) rotation symmetric functions in
Table 7 and Fig. 2. TT provides superior results mainly because of the greatly
reduced search space size compared to general Boolean functions. FP-SST is
among the best, likely because our implementation includes a variety of floating-
point crossover and mutation operators. Notice that GP provides worse results
than TT because there is no semantic link between the GP genotype and the
resulting decoded rotation symmetric Boolean function. Among the FP-based
algorithms, CMAES and DE exhibit surprisingly unsatisfactory performance,
not even managing to find balanced functions for larger n values. We note that
the results for rotation symmetric functions are better than general Boolean
results for imbalanced nonlinear functions for sizes 14 and 16, possibly again
because of the reduced search size in the rotation symmetric encoding.

Finally, we compare our results with the two most relevant related works.
Kavut et al. considered rotation symmetric functions in sizes 9 to 11 [12]. For
n = 9, the best nonlinearity for a balanced function equals 240, the same as
we achieve. For n = 10, Kavut et al. reported nonlinearity equal to 488 and
492, but the functions are imbalanced in both cases. We reach balanced func-
tions with nonlinearity 488. For n = 11, Kavut et al. reported a nonlinearity
of 988 for the balanced function and 992 for the imbalanced function; we also
reach the nonlinearity of 988 for balanced functions. Later, Kavut et al. applied
affine transformation and changed imbalanced functions into balanced ones, but
the resulting functions are not rotation symmetric anymore, prohibiting direct
comparison. Moreover, to reach such results, they utilized custom heuristics.
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Fig. 1. Box plots for nonlinearity values obtained for balanced Boolean functions

Table 7. Median of nonlinearity values obtained for bent Boolean functions for a
different number of variables.

Representation Size

8 10 12 14 16

TT 120.00 488.71 1990.97 8056.99 32455.50

GP 120.00 484.88 1979.99 8038.00 32411.50

FP-ABC 119.53 484.41 1980.00 8037.00 32410.00

FP-CLONALG 120.00 487.89 1990.98 8045.00 32414.00

FP-CMAES 118.78 483.96 1976.00 8025.50 32382.50

FP-DE 120.00 482.98 1974.99 8007.50 32348.00

FP-OPTIA 119.53 486.93 1987.98 8036.50 32398.50

FP-SST 120.00 487.90 1990.96 8056.00 32458.50
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Fig. 2. Box plots for nonlinearity values obtained for bent Boolean functions

Wang et al. used a custom version of the GA for their experiments and
considered only balanced rotation symmetric functions [30]. More precisely, they
used “vanilla” GA, followed by two custom algorithm modifications where good
results were reached only for those modified algorithms. For n = 8, they reached
nonlinearity 116, the same as we. For n = 10, they obtained a nonlinearity of
488, which is again the same as we achieve. Finally, for n = 12, they reported a
nonlinearity of 1996 but only provided an example with nonlinearity 1992, which
is the same as our best result.

6 Conclusions and Future Work

This paper explores the difficulty of evolving rotation symmetric Boolean func-
tions. While this class of Boolean functions is much smaller than general Boolean
functions, we did not observe the problem to be simpler. Nevertheless, the
obtained results are good and rival the related works even though they use
customized heuristics while we use generic metaheuristics. We observe that tree
encoding is not the best for evolving rotation symmetric functions, but bitstring
and floating point work much better (differing from the situation when evolv-
ing general Boolean functions). The reason is that the reduction of the search
space for bitstring and floating points is significant, while for tree encoding, we
can reduce it only marginally. For future work, we consider two directions to
be especially interesting. First, considering (bent) rotation symmetric Boolean
functions, it would be interesting to see whether constructions of such functions
could be found following the approach from [23]. Next, while this work consid-
ers rotation symmetric Boolean functions, it would be interesting to consider
vectorial rotation symmetric functions (rotation symmetric S-boxes).
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Abstract. The complexity of Multi-Objective (MO) continuous opti-
misation problems arises from a combination of different characteristics,
such as the level of multi-modality. Earlier studies revealed that there
is a conflict between solver convergence in objective space and solution
set diversity in the decision space, which is especially important in the
multi-modal setting. We build on top of this observation and investi-
gate this trade-off in a multi-objective manner by using multi-objective
automated algorithm configuration (MO-AAC) on evolutionary multi-
objective algorithms (EMOA). Our results show that MO-AAC is able
to find configurations that outperform the default configuration as well
as configurations found by single-objective AAC in regards to objective
space convergence and diversity in decision space, leading to new recom-
mendations for high-performing default settings.

Keywords: Automated Algorithm Configuration · Multi-Objective
Optimisation · Multimodality · Evolutionary Computation

1 Introduction

Multi-objective optimisation (MOO) aims at solving multi-objective optimisa-
tion problems (MOPs). The goal is to find a set of solutions that form an opti-
mal trade-off between multiple conflicting objectives, i.e. the Pareto set (PS)
in decision and the Pareto front (PF) in objective space, respectively. Popular
algorithms to solve MOPs, are evolutionary multi-objective optimisation algo-
rithms (EMOA) [7] which are inspired by concepts of variation and selection
from natural evolution. However, EMOAs usually only find an approximation of
the true PF [12], and their performance is sensitive to underlying parameter set-
tings. For respective optimal configuration, automated algorithm configuration
(AAC) [14,22] is promising and will be shown to be highly effective.

A challenge that often needs to be faced in MOO is multi-modality, i.e. the
presence of multiple local and global optima. The multi-global case, which we will
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focus on, is characterised by different solutions in decision space corresponding
to the same point in objective space [12] (Fig. 1).

Fig. 1. Multi-modal MOPs: multi-global case (left), multi-modal case (right). (Fig.
taken from [13])

Thereby, it is not sufficient to solely focus on convergence of EMOAs towards
the PF but also to find at best all solutions in the decision space that map
to the PF. This trade-off strongly depends on the configuration used for the
chosen EMOA. Rook et al. [22] showed that configurations favouring conver-
gence in objective space negatively affect diversity in decision space and vice
versa leading to a multi-objective algorithm configuration problem. We will thus
simultaneously optimise for both performance criteria, reflected by the Dom-
inated Hypervolume (HV, [30]) and the Solow-Polasky measure (SP, [26,27]),
using multi-objective automated algorithm configuration (MO-AAC, [21]).

Three different research questions (RQs) will be answered: 1) How competi-
tive are EMOAs configured for both convergence towards the PF and diversity
in decision space compared to EMOAs solely configured for a respective single
performance objective? 2) How configurable are EMOAs in terms of versatility
and competitiveness? And 3) How does the trade-off between both performance
criteria look like when configuring for both simultaneously?

We will specifically show that in sum, this study has led to the proposition
of new default configurations for all examined EMOAs, which have been found
to enhance their efficacy pertaining to both performance indices concurrently.
Thereby, the EMOA Omni-Optimizer [8] experimentally outperforms competing
EMOAs regarding versatility and competitiveness.

Section 2 provides details on MOO and respective performance measures,
followed by an overview of MO-AAC approaches in Sect. 3. We will then discuss
experimental results in Sect. 4 and conclude with Sect. 5 including an outlook on
future research perspectives.

2 Multi-objective (Evolutionary) Optimisation

The goal of (continuous) MOO is to simultaneously optimise multiple (conflict-
ing) objective functions fi : X → R, i ∈ [m] := {1, ...,m}, m ≥ 2; w.l.o.g.
minimisation of all objectives is assumed. Ranking of solutions in the multi-
objective setting poses a challenge since multiple objectives usually are conflict-
ing. Thus the notion of (Pareto-)dominance needs to be introduced. Given two
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solutions x,y ∈ X , we say that x (Pareto-)dominates y, denoted as x ≺ y, iff
fi(x) ≤ fi(y) ∀i∈[m], and fj(x) < fj(y) ∃j∈[m]. As a consequence, the optimal
result of a MOP is commonly not a single solution but rather a set of solu-
tions where every solution is not dominated by any other solution. This set of
optimal trade-off solutions – also called Pareto set (PS) – can be described as
X ∗ = {x ∈ X | � x′ ∈ X : x′ ≺ x}. The projection of the PS in the objective
space is referred to as Pareto front (PF).

Traditional EMOAs, e.g. NSGA-II [9] and SMS-EMOA [3], approximate the
PF w.r.t. convergence and diversity of solutions in objective space [2]. Dominated
Hypervolume (HV) [30] is a widely used Pareto-compliant metric which measures
the area enclosed by a set of non-dominated solutions in objective space and an
anti-optimal reference point r (see Fig. 2b).

Multi-modal MOPs yield new challenges in terms of locally efficient sets,
ridges and basin structures [11]. Especially in the multi-global case, this can neg-
atively impact EMOAs’ performance as they tend to get stuck in global basins in
the decision space that only partially cover the PS, as was demonstrated in earlier
studies [22]. We use the Solow-Polasky measure (SP) [26] to measure the extent of
coverage of all global basins. SP was designed to measure the diversity of species
in biology. It was later adopted by [27] in the context of Evolutionary Diver-
sity Optimization. It measures the pairwise distances of points in the decision
space to assess its diversity. SP is defined as SP (P ) =

∑
1≤i,j≤μ M−1

ij ∈ [1, μ],
where P = {P1, . . . , Pμ} is a population of μ individuals, and M−1 is the Moore-
Penrose generalised inverse matrix of M with Mi,j = exp(−d(Pi, Pj)) where d
is the (Euclidean) distance between two individuals. If the solution set is spread
out over the decision space, SP will be higher compared to the case when the
points are clustered and do not cover the whole space (Fig. 2a).

Fig. 2. Examples of how SP characterises diversity and HV convergence.

3 Multi-objective Automated Algorithm Configuration

Algorithm configuration (AC) in general aims to find the best configuration θ∗

from a parameter space Θ of an algorithm A on a given problem instance set Π,
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such that c(θ∗,Π) = optθ∈Θc(θ,Π). I.e., the configuration that yields the best
overall performance of a quality metric c. In the context of meta-heuristics AC is
often considered as an offline and generative hyper-heuristic [6]. Typically, c(θ,Π)
is obtained by aggregating the quality on all instances π ∈ Π for a fixed param-
eter configuration θ ∈ Θ, e.g. by taking the mean c(θ,Π) = 1

|Π|
∑

π∈Π c(θ, π).
The search for θ∗ is de facto an optimisation problem but has some unique
characteristics. Expensive function evaluations, mixed-type parameter/decision
spaces, and aggregated performance observations result into that off-the-shelf
evolutionary algorithms are inefficient in solving the AC problem. Methods like
irace [18], ParamILS [15], and SMAC [16] are problem specific frameworks that
perform single-objective (SO) automated algorithm configuration (AAC) [14].
An extensive overview of AAC algorithms can be found in [25].

Since in this study two EMOA performance objectives are of interest, we
extend the AC formulation to the multi-objective setting by using the notion of
Pareto dominance. The goal is now to find a set of configurations that are the
optimal trade-off configurations, i.e., the PF of multiple quality metrics simul-
taneously, i.e., ci : Θ → R, i ∈ [m],m ≥ 2. The final incumbent in the MO
case is thus a set of optimal trade-off configurations, i.e., the PF, which can be
described as Θ∗ = {θ ∈ Θ | � θ

′ ∈ Θ : θ
′ ≺ θ} and is analogous to PF defi-

nition for MOO. Also for the multi-objective AC (MO-AC) scenarios, tailored
MO-AAC approaches exist, such are MO-ParamILS [4] and MO-SMAC [21]1.
For this paper, we decided to use SMAC and MO-SMAC for the AAC and MO-
AAC scenarios, respectively. These configurators support mixed-type and nested
parameters spaces, which the others do not have. They also support logarith-
mically scaled parameters, which could taken into account when sampling new
configurations.

SMAC is a model-based configurator and is internally alternating between
two phases; the Bayesian Optimisation (BO) phase and the intensification phase.
In the BO phase, promising configurations are found using a surrogate model
trained on previous algorithm runs. The surrogate model is a random forest that
takes the configuration and instance features as input and uses the quality met-
ric as output label. Configurations are found by performing random and local
searches, which are then ranked based on how promising they are. Because the
predictions of the surrogate model also return the uncertainty in its prediction,
the Expected Improvement (EI) acquisition function is used to express how
promising a configuration is. The intensification phase validates the proposed
configurations to see if they are actually better than the believed-to-be-best
configuration, i.e., the incumbent. This is efficiently done by first running the
challenging configuration on only one instance and comparing its performance
against the performance of the incumbent on that instance. If the challenger is
worse, it is rejected, and the comparison stops. Otherwise, the challenger is run
on more instances, and the comparison is made again on their aggregated per-
formance. If the challenger is still better than the incumbent after the challenger

1 Source code: https://github.com/jeroenrook/SMAC3/tree/mosmac-anon.

https://github.com/jeroenrook/SMAC3/tree/mosmac-anon
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ran on all the instances the incumbent ran on, the challenger is accepted as the
new incumbent.

MO-SMAC has the same working principle as SMAC. However, there are
several differences. First, the incumbent is now a set of non-dominated config-
urations. Secondly, the BO-phase has a surrogate model for each objective and
the predicted HV improvement (PHVI) acquisition function combines the predic-
tions of these models to score configurations on how much they will improve the
incumbent. Thirdly, comparisons are made based on Pareto dominance relations
during intensification. As long as the challenger is not dominated by the incum-
bent configuration closest to the challenger, the validation continues. Because
the number of problem instances the incumbent evaluates on increases during
a configuration run, the incumbent’s size is limited to 8 to ensure this progres-
sion. When a new configuration is added to the incumbent and the limited is
exceeded, the configuration with the lowest crowding distance [9] to the others
is removed.

4 Experiments

MO-AAC experiments were conducted to automatically configure EMOAs on
a complementary set of multi-modal MOPs for simultaneously showing conver-
gence in objective and diversity in decision space. Thereby, we will specifically
address the research questions posed in the introduction.

4.1 Experimental Setup

The experimental setup is aligned with the experiments of [22] to build on top
of their work and ensure comparability. Seven different EMOAs are considered,
the first four are MOEA/D [20], NSGA-II [9], Omni-Optimizer [8], and SMS-
EMOA [3]. These are classical EMOAs that intrinsically focus on convergence
towards the PF and thus may not be able to find diverse solutions in decision
space according to SP. An exception here might be Omni-Optimizer designed to
also favor a diverse decision space. The remaining three EMOAs utilize gradient
information of a MOP. HIGA-MO [28] focuses on the HV gradient while MOGSA
[11] and MOLE [23] use a gradient to utilize landscape characteristics to move
along local structures and preserve different solutions in the decision space.

The set of problem instances includes all problems of ZDT [30], DTLZ [10],
and MMF [29] except ZDT5 and MMF13, and instances f46, f47, and f50 from
bi-objective BBOB [5]. This results in a total of 33 instances. All instances are
bi-objective and have a 2-dimensional decision space. The EMOA population size
μ was fixed to 100, however, MOLE and MOGSA can return a larger solution
set than 100, as they do not have a population. In the rare case they return more
than 2 000 non-dominated points, 2 000 points were randomly sampled without
replacement to keep the SP computation – which relies on the matrix inversion
of dense matrices – possible.
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Table 1. EMOA configuration spaces.

Default Range

MOEA/D

T 20 [10, 40]

Tr 8 [4, 20]

aggregation wt {wt, awt, pbi}
archive 0 {0, 1}
decomp SLD {SLD, Uniform}
∇p 1 [0.1, 1]

neighbor λ { λ, x}
nr 1 [1, 10]

update norm {norm, best, restrict}
Variation level 1

method sbx {bin, diff, poly, sbx }
diffmut rand {rand, mean, wgi }
sbx η 20 [1, 100]

sbx pc 1 [1, 10]

Variation level 2

method poly {bin, diff, poly, sbx}
diffmut rand {rand, mean, wgi}
sbx η 20 [1, 100]

sbx pc 1 [1, 10]

Variation level 2

method off {bin, diff, poly, sbx, off}
diffmut rand {rand, mean, wgi}
sbx η 20 [1, 100]

sbx pc 1 [1, 10]

MOLE

descent parameters

armijo factor 1−4 [1−5, 0.1]

direction min 1−8 [0, 1]

histroy size 100 [1, 232 − 1]

max iter descent 1000 [1, 232 − 1]

scale factor 2 [1.1, 5]

step min 1−6 [1−8, 0.01]

step max 0.1 [1−4, 0.01]

explore parameters

angle max 45 [10, 90]

scale factor 2 [1.1, 5]

step min 1−4 [1−6, 100]

step max 0.1 [0.1, 100]

refine parameters

after nstarts 100 [1, 100]

hv target 2−5 [1−6, 0.1]

other parameters

epsilon gradient 1−8 [0, 1]

max local sets 1000 [0, 232 − 1]

Default Range

SMS-EMOA

mutator poly {gauss, poly, uni}
mutPoly eta 10 [0, 100]

mutPoly p 0.2 [0, 1]

mutGauss eta 1 [0, 1]

mutGauss sdev 0.05 [0, 1]

recombinator sbx {cross, int, sbx}
recSBX eta 5 [0, 10]

recSBX p 1 [0, 1]

NSGA-II

mutator poly {gauss, poly, uni}
mutPoly eta 10 [0, 100]

mutPoly p 0.2 [0, 1]

mutGauss eta 1 [0, 1]

mutGauss sdev 0.05 [0, 1]

recombinator sbx {cross, int, sbx}
recSBX eta 5 [0, 10]

recSBX p 1 [0, 1]

HIGA-MO

dominated steer NDS {M[1, 6], NDS}
sampling uni {uni, LHS, Grid}
step size 1−3 [1−9, 1]

Omni-Optimizer

delta 1−3 [0, 1]

eta cross 20 [5, 20]

eta mut 20 [5, 20]

init random {random, LHS}
mate norm {norm, restrict}
p cross 0.6 [0.6, 1]

p mut 0.1 [0, 1]

space niching 0.5 [0, 1]

MOGSA

exploration step 0.2 [0, 1]

ls method both {bi, mo-ls, both}
max no basins 50 [1, 2000]

max no basins ls 500 [1, 1000]

prec angle 1−4 [0, 0.01]

prec grad 1−6 [0, 0.01]

prec norm 1−6 [0, 0.01]

scale step 0.5 [0, 1]

For each problem instance, a reference set was empirically approximated by
combining all function evaluations while running all considered EMOAs 10 times
with an evaluation budget of 100 000. If the reference point for calculating the HV
of an instance was unknown, it was obtained by taking the maximum function
values of the obtained reference sets increased with a small constant to account
for solutions on the extremes [1]. To ensure comparability of HV values across
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different instances and enable aggregation, the HV was normalised by dividing
by the HV of the reference set of the specific instance.

SO-SMAC configures for SP and HV separately, whereas MO-SMAC config-
ures for both simultaneously. Experiments of [22] with SO-SMAC were repro-
duced as MO-SMAC is built on top of a different SMAC version [17] as was
originally used by the authors. Considering the 7 different EMOAs, a total of
21 different configuration scenarios were performed. Each configuration scenario
had a termination criterion of 250 algorithm calls. All other (MO-)SMAC param-
eters were set to default. Each of the EMOAs had a function call limit of 20 000
within configuration. A preliminary study showed that most algorithms showed
sufficient convergence given this budget. Table 1 lists the EMOA configuration
spaces. We did not configure for population size to prevent the configurators from
finding configurations where the population size equals the number of function
evaluations, which yields a high diversity in decision space but does not actually
run the respective EMOA beyond the initialisation of the population.

For computational reasons we used 10-fold cross-validation (CV) instead of
leave-one-out CV as in [22]. In each fold, 10 separate configuration runs were
performed to account for the stochastic behaviour of (MO-)SMAC. Out of these
runs, the incumbent solution for SMAC was selected based on the one that
yielded the best average performance on the training instances. For MO-SMAC
all configurations from the sets of incumbents out of the 10 configuration runs
were combined, and only the overall non-dominated configurations were selected
as the final incumbent. Again, this was based on their aggregated mean perfor-
mance on the instances in the training partition of the fold. On top of the CV
folds, additional configuration scenarios were conducted where the configurators
ran on all instances. The resulting configurations were evaluated on the test
instances of the respective folds for the CV scenarios and on all the instances
for the other scenarios. Each evaluation of a configuration on an instance was
based on 25 independent runs that were each seeded differently. To run all the
experiments, approximately 5 000 CPU hours were needed on the HPC cluster
PALMA II of the University of Münster. An overview of the experimental setup
can be found in Fig. 32.

4.2 Results

RQs were addressed based on the test instances of the CV results, apart from 3b
which relies on configuring on all instances in total. Figure 4 provides an overview
of the specific aspects the RQs investigate. On the left side RQ 2b focuses on the
problem space whereas all other RQs focus on the performance measure space
depicted on the right side.

In addition – to enhance clarity – each experimental result is labelled to
describe the origin and abstraction level they originated from. The shape of
the label describes if the origin is based on the CV results ( ) or on runs

2 Experimental code can be found at https://github.com/jeroenrook/MMMOO-
moconfig-exp.

https://github.com/jeroenrook/MMMOO-moconfig-exp
https://github.com/jeroenrook/MMMOO-moconfig-exp
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Fig. 3. Overview of the experimen-
tal setup: scenarios, folds, configuration
runs, and validation.

Fig. 4. Overview of RQs (orange, see
Sect. 4.2) and related spaces (left:
function-space, right: indicator-space).
(Color figure online)

with all instances ( ). The colour describes the abstraction level where green
( ) corresponds to decision-space (SP), blue ( ) to objective-space (HV), and
yellow ( ) to indicator-space. As an example, describes that the results from
the CV are used and that we look at their objective-space performance.

R1. How competitive are EMOAs configured for both convergence
towards the PF and diversity in decision space compared to EMOAs
configured for a respective single objective? Rook et al. [22] showed the
potential of AAC on multi-modal MOPs by configuring the EMOAs separately
for SP and HV. We deem it important that MO-AAC is able to find comparable
configurations to SO-AAC. This shows the competitiveness of MO-AAC with
SO-AAC even though MO-AAC has a more dispersed task. More specifically,
Fig. 5 compares the best-performing non-dominated MO configurations for SP
and HV over the 10 runs out of every fold with the respective SO configuration.
Interestingly, all solvers improve the SO-AAC solution for SP. Here, MOGSA
and MOLE have the highest increase, while HIGA-MO and NSGA-II have the
lowest increase. For HV, MOGSA and MOLE have the highest increase again,
while all other solvers show little to no substantial improvement.

R2. How Configurable are EMOAs? Specifically, we investigate versatility
and competitiveness. Versatility measures the adaption capability of an algorithm
to different requirements, e.g., the ability to compromise between HV and SP
gradually.

R2a. Which EMOA is Most Versatile? To answer this question, we now
consider the bi-objective space spanned by SP and HV based on the con-
figurations found with MO-SMAC. As HV in general measures quality and
spread of solutions in objective (here: performance) space, it is well-suited to
express the desired EMOA’s versatility, i.e. HV ∗ := HVHV,SP , where the non-
dominated configurations, on basis of the training instances, of the combined 10
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Fig. 5. Relative improvement of the best MO configuration for SP (left) and HV (right)
compared to the SO configuration, respectively.

configurator runs are used as input. HV ∗ is calculated over the mean perfor-
mance over each fold’s test instances and validation seed (25), resulting in 250
scores per algorithm. Based on these HV ∗’s the algorithms were ranked.

The average over all these rankings is shown in a Critical Difference (CD)
diagram, displayed in Fig. 6, where a lower ranking indicates better versatility.
The figure displays the CD as a black line when EMOAs are statistically tied. It
is based on a Nemenyi test [19] with α = 0.1, resulting in a CD of 0.52. The plot
shows that Omni-Optimizer has the highest HV ∗ overall, followed by MOLE,
and are therefore considered the most versatile EMOAs. HIGA-MO, MOEA/D,
and MOGSA achieve average ranking and are statistically tied. The worst HV ∗

was achieved by SMS-EMOA and NSGA-II which are also tied with each other.

Fig. 6. Rankings based on HV ∗ of the configurations.

R2b. Which EMOA is Most Competitive? Based on the mean perfor-
mance over all non-dominated MO-AAC configurations of each EMOA, we now
rank them for SP and HV separately. The mean of SP and HV over the test
instances of all folds (250) is considered. By this an overall performance value
for all found non-dominated configurations is provided and EMOA rankings are
similarly calculated as in R2a with also a critical difference of 0.52.

For SP, Omni-Optimizer outperforms all other algorithms. MOLE, HIGA-
MO, and MOEA/D achieve average ranking. Also, HIGA-MO is statistically
tied with MOLE and MOEA/D. The worst performing algorithms for SP are
MOGSA, NSGA-II, and SMS-EMOA. The rankings for HV look vastly different
than the SP rankings. Here, NSGA-II and SMS-EMOA are the best performing
algorithms, while they are the worst performing regarding SP. Omni-Optimizer
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is now the third best algorithm, although it is tied with SMS-EMOA. MOEA/D
and MOLE follow in the third and fourth position and are statistically tied.
HIGA-MO and MOGSA are tied as well and have the worst performance regard-
ing HV. These rankings closely resemble the rankings of Rook et al. [22].

Fig. 7. Performance rankings for SP (left,) and HV (right).

The rankings for versatility (Fig. 6) and competitiveness (Fig. 7) with regard
to SP are qualitatively similar. Here the algorithms that are designed to keep
a diverse decision space (Omni-Optimizer and MOLE) achieve the best per-
formance. The HV rankings, conversely, are dissimilar to the versatility ranks.
Here, algorithms that intrinsically focus on convergence in the objective space
(NSGA-II and SMS-EMOA) achieve the highest performance. Omni-Optimizer
also achieves good performance with regards to HV competitiveness as it sta-
tistically ties with SMS-EMOA which ranks second. It is expected that there
will be trade-offs between algorithms with regard to SP and HV, which makes
Omni-Optimizer’s performance as the best algorithm with regard to SP while
achieving a good ranking for HV noteworthy.

R3. How does the trade-off between the convergence towards the PF
and diversity in decision space look like? In the following, we will explicitly
investigate the extent and characteristics of the trade-off between HV and SP of
the non-dominated solutions generated by MO-AAC.

R3a What is the Extent of the Trade-Off? Figure 8 visualises the rel-
ative loss in SP and HV of the two extreme solutions on the trade-off surface
of the non-dominated MO-AAC configurations. Those were identified based on
the results on the validation instances, i.e. the median of the 25 repetitions per
instance and applying the arithmetic mean afterwards. For those configurations
we calculate the (relative) loss as follows: Denoting the best MO-AAC configu-
rations regarding HV and SP as CHV and CSP , respectively, relative losses in
HV and SP result as HV (CHV )/HV (CSP ) − 1 and SP (CSP )/SP (CHV ) − 1,
deliberately using only a conceptual notation here leaving out the EMOAs in
between. More specifically, the relative loss is the percentage of how one indica-
tor worsens when using the best configuration for the other indicator compared
to its own best configuration.

The more extreme the trade-off behaviour, the more versatile an EMOA is in
general since there are specific configurations that perform especially well on SP
or HV. SP shows, in general, a higher loss than HV across all EMOAs reflecting
a higher parameter sensitivity in this regard. MOEA/D shows the highest loss in
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Fig. 8. Relative loss for SP (left) and HV (right) on MO-AAC configurations.

both SP and HV, followed by MOGSA. Omni-Optimizer and NSGA-II have the
second highest loss of SP when considering the mean loss. This is also reflected
in Figs. 9 and 10.

R3b. How do the Actual Configurations Differ on this Trade-off? We now
focus on the actual parameter settings resulting from the MO-AAC experiments.
Relying on CV confirming generalisation capability of results, we consider MO-
AAC on all instances for further analysis, i.e. for each EMOA all incumbent
configurations of the 10 conducted configuration runs are chosen. Table 2 shows
that all EMOAs, except Omni-Optimizer, obtained solely unique configurations
reflecting both stochastic behaviour as well as exploration capability of MO-
AAC. However, only few non-dominated configurations are resulting after all.

Table 2. Number of MO-AAC configurations found.

Algorithm # configs unique configs non-dominated

MOLE 19 19 1

MOGSA 17 17 2

NSGA-II 27 27 4

HIGA-MO 17 17 3

MOEA/D 29 29 3

Omni-Optimizer 42 40 4

SMS-EMOA 23 23 3

Figure 9 shows the performance of all configurations referred to in Table 2,
complemented by the default EMOA configurations and the individual SO con-
figurations for SP and HV. Almost all of the non-dominated configurations domi-
nate the default configuration for every EMOA, confirming the potential of AAC
in general. When considering the SO configurations, 8 out of 14 are not domi-
nated by others when comparing to the configurations obtained with MO-AAC.
Thus, they would be part of the non-dominated front if found by MO-AAC. This
gives reason that MO-AAC is, in theory, also able to find these configurations.
This is actually the case for MOEA/D, where the SO configuration for SP is one
found by MO-AAC as well. An exception here is MOGSA, where the SO config-
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uration is the only non-dominated configuration overall and even dominates the
SO configuration for HV.

Fig. 9. MO-AAC, SO-AAC and default configurations for every EMOA separately,
trained and validated on all instances. The best trade-off solution reflects the carefully
picked best compromise between both objectives.

Aiming to provide recommendations for the overall best performing algorithm
when optimally configured, Fig. 10 combines all non-dominated (including best
hand-picked trade-off) MO-AAC configurations from the sub-figures of Fig. 9
relating to R1 in a visual way reflecting EMOA competitiveness. The optimally
configured Omni-Optimizer is the overall most performant EMOA followed by
NSGA-II with also a few configurations on the overall trade-off surface, however,
falling substantially behind in SP compared to a small loss in HV only. This is
unsurprising since Omni-Optimizer is an extension of NSGA-II to favor a diverse
decision space. SMS-EMOA and MOEA/D are second in line and comparable,
however, clearly dominated overall confirming results of R2b, while HIGA-MO
and MOGSA rank worst.

Fig. 10. Combined non-dominated MO-AAC configurations for all EMOAs, trained
and validated on all instances.
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Figure 11 shows the actual parameter values of the two most competitive
algorithms Omni-Optimizer and NSGA-II. The new recommended default con-
figurations corresponds to the selected best trade-off solution.

Fig. 11. Summary of all non-dominated, default, SO, and proposed new default con-
figuration parameters for Omni-Optimizer and NSGA-II corresponding to Fig. 9. All
configurations were found by training and testing on all instances.

4.3 Summary and Discussion of Results

Altogether, the results give interesting insights into the trade-off between HV
and SP in the extremes using MO-AAC. MO-AAC is capable of finding con-
figurations that have competitive performance with SO-AAC (Fig. 5). This is
underlined by Fig. 9, where in most cases, the SO-AAC and MO-AAC configu-
rations form a non-dominated front when considered together. Thus, MO-AAC
is able to find trade-off configurations that lie in between the SO-AAC config-
urations but is also able to find configurations that overlap or even dominate
SO-AAC configurations.

The second insight is the dominant performance of Omni-Optimizer. It
achieved the best average ranking regarding HV ∗ of the non-dominated MO-
AAC configurations. A contributing factor here is the ability of Omni-Optimizer
to find multiple (non-dominated), and specifically high performing configurations
(Table 2). Second, Omni-Optimizer substantially outperforms the other EMOAs
regarding performance w.r.t. SP and achieves competitive performance w.r.t.
to HV. Here it is tied with SMS-EMOA and only NSGA-II achieves a better
ranking. This is unsurprising since Omni-Optimizer is an extension of NSGA-II,
focusing on preserving diversity in decision space. Both aspects are also reflected
in Figs. 9 and 10.

Moreover, experimental results allow us to recommend new default configu-
rations for each EMOA – under similar problem dimensionalities – dominating
the previous defaults for both HV and SP. Figure 11 displays the new default
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configurations for Omni-Optimizer and NSGA-II. All other configurations can
be found with the experimental code.

5 Conclusion and Future Work

In this context, various EMOAs were automatically configured to simultaneously
generate diverse solutions in the decision space and foster convergence towards
the Pareto front. These configurations were obtained using the model-based AAC
framework (MO-)SMAC which demonstrated its high performance and potential
for solving multi-objective configuration tasks. As test instances, a set of multi-
modal multi-objective optimisation instances from different benchmark function
collections were utilised. Omni-Optimizer is shown to outperform competing
EMOAs regarding the trade-off behaviour w.r.t. HV and SP when optimally
configured by MO-AAC, it shows high versatility and competitiveness. NSGA-II
shows comparable performance but smaller versatility in configuring for diversity
in decision space. Overall, we were able to recommend new default configurations
in similar scenario conditions for all considered EMOAs which resulted in higher
performance regarding both performance criteria simultaneously.

The experimental results are promising in that there is a lot to gain by fur-
ther pursuing this line of research, fostering algorithm design, understanding of
algorithm behaviour, and automated configuration. A straightforward extension
of this work will be investigating scalability and generalisability of results, both
in terms of enlarging the dimensionality of the decision space, and possibly also
objective space. Here, the normalisation of SP needs to be looked at as it becomes
difficult to compare different instances in higher and differing dimensionalities.
Parallel to this, the effect of the EMOA’s evaluation budgets can be investigated.
Also, other benchmark sets, such as recently provided in [24], can be included.
Experimental results can then be further detailed and more specifically analysed,
focusing on specific benchmark sets and problem characteristics.

Moreover, MO configuration studies internally solve specific MOO problems
themselves, and it is crucial to analyse the characteristics of the resulting opti-
misation landscapes in order to get a detailed understanding of problem hard-
ness and structural properties such as multi-modality. This will further help in
understanding the performance differences of different configurators applied to
the underlying scenario. Respective experiments will thus include a compari-
son with MO-ParamILS [4] and potentially specific racing approaches as well.
Robustness of resulting EMOA configurations is also an issue and could even be
integrated as a third performance criterion into the MO configuration scenario.
However, different notions of robustness exist which could be explored first in
this regard.

Additionally, automated configurators do have parameters themselves which
should be analysed further regarding parameter importance and sensitivity of
results regarding the chosen settings within SO- and MO-SMAC. However, one
has to be careful not to end up in a ’vicious circle’ of meta-configuring configu-
rators.
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Abstract. One of the strong points of evolutionary algorithms and
other similar metaheuristics is their robustness, which means that their
performance is consistent across large varieties of problem settings. In
particular, such algorithms avoid preferring one solution to another
unless the optimized function gives enough reasons for doing that. This
property is formally captured as invariance with regards to certain trans-
formations of the search space and the problem definition, such as trans-
lation or rotation.

The lack of some basic invariance properties in some recently pro-
posed “nature-inspired” algorithms, together with the deliberate misuse
of commonly used benchmark functions, can present them as excellent
optimizers, which they are not. One particular class of such algorithms,
origin-biased metaheuristics, are good at finding an optimum at the ori-
gin and are much worse for any other purpose.

This paper presents a statistical testing procedure which can help
to reveal such algorithms and to illustrate the negative aspects of their
behavior. A case study involving 15 different algorithms shows that this
test successfully detects most origin-biased algorithms.

Keywords: Biased algorithms · Statistical tests · Nature-inspired
algorithms

1 Introduction

An implicit assumption behind good designs of algorithms intended for black-box
search and optimization is that such algorithms shall perform equally well for
problems that are identical up to certain natural transformations. This assump-
tion is very useful for reasoning about these algorithms: once they are shown to
work well on one problem from the class of identical problems, all other problems
are covered as well. This also contributes to the robustness of the algorithms,
because the algorithm essentially no longer depends on problem features consid-
ered unimportant.

For pseudo-Boolean optimization problems, such natural transformations
include inverting bit values and exchanging bit indices in the problem defini-
tion. For instance, the problem of finding a bit string maximizing the number of
ones is very similar to maximizing the number of zeros, so it is fair to expect from
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a good algorithm to have identical performance on these two problems. Formally,
this concept is captured in a definition of unbiased algorithms [13], and, concep-
tually, easily extends to arbitrary discrete search spaces [23]. As a side effect,
this enables better evaluation of the complexity of optimization problems [5].

In the case of continuous optimization, there are also some formal concepts
that are helpful in evaluating how robust or symmetric an algorithm is, typically
expressed in form of invariants. For instance, a problem of minimizing f(x) =
x1x2 with constraints −1 ≤ x1, x2 ≤ 1 is sufficiently similar to a problem of
minimizing f(y) = y1y2 − y1 − y2 + 1 with constraints 0 ≤ y1, y2 ≤ 2, because
the latter can be transformed into the former by a substitution x1 := y1 − 1 and
x2 := y2 − 1. One may expect that any algorithm that is claimed to be a black-
box optimizer should have identical performance on these two problems, which
is captured in a notion of translational invariance. Similarly, one can consider
multiplying variables and constraints by constants different from zero (scaling
invariance), including mirroring of the search space, and even rotations of the
search space: an algorithm which does not make any difference between such
problems can be called affine invariant.

Necessary Invariance and Benchmark Suites. While rotation invariance
can be difficult to achieve in high-performing algorithms, for which the complex-
ity of CMA-ES [9] can be a good example, translation and scaling invariance
properties are considered to be a necessary feature of any real-valued black-box
optimizer. To support this claim, we may cite the problem definition of the CEC-
2014 competition on single-objective real-parameter numeric optimization [14].
Here, all test functions, most of which have their optimum at the origin, such as
the “bent cigar” function f2(x) = x2

1+106
∑D

i=2 x2
i , are required to be shifted by

a vector o, which is provided for each function in a separate file and is unknown
to the optimizer, and they are also required to be scaled. Similar requirements
are present in all such competitions nowadays.

Problems from such competitions are typically used for benchmarking for
many subsequent years after the competition is over. Outside of the strict com-
petition framework, however, it is difficult to control whether these problems
are used correctly, and, in particular, whether the necessary transformations are
applied to the functions. This made it possible to propose algorithms that favor
optima at the origin and claim that they are superior by providing comparisons
on benchmarks such as CEC-2014 without applying the mandatory shift vec-
tors. In some of the cases, a series of algorithm designs and flaws in the use of
benchmarks by the same authors hints, in our opinion, at malicious intents.

Origin-Biased Algorithms. An example of such an algorithm is the sine-
cosine algorithm [17], which features the following update rule:

xij = xij + r1 sin(r2) · |r3yj − xij |,
where xi and y are individuals (so xij and yj are their j-th decision variables),
r1 is some positive constant depending on the current iteration, r2 is uniformly
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sampled from [0; 2π), and r3 is uniformly sampled from [0; 2). Due to the pres-
ence of r3, which is not identical to one, this update rule does not preserve
translational invariance, as |r3(yj +oj)−(xij +oj)| is not identical to |r3yj −xij |
for an arbitrary shift component oj . This algorithm has already been criticized
for this design pattern and its performance consequences [2]. In particular, the
change to xij will more likely be small when xij and yj are closer to the origin,
which nicely emulates adaptive step size when the optimum is at the origin too,
but does an improper job otherwise.

Translational invariance can easily be satisfied when a new individual is either
sampled uniformly from the constrained search space or created as a linear com-
bination of other individuals

xnew = α1x1 + α2x2 + . . . + αnxn ,

such that
∑

i αi sums up to exactly one, and is obviously violated when this sum
is not identical to one. However, algorithm descriptions can be vague, and the
degree to which finding an optimum at the origin is easier (or harder) than at a
significant distance from the origin, cannot be easily inferred from the provided
update equations. As a result, an experimental tool is needed to identifying
origin-biased algorithms and demonstrate the difference in convergence speeds.

Our Contribution. We propose a simply-defined benchmark problem with two
identical and symmetrically located global optima (and without any additional
local optima), one of which is at the origin. Using this problem, we investigate
the sequences of best known solutions over several iterations across a number
of independent runs, and analyse them with non-parametric statistical tests:
whenever a test detects a statistically significant difference in behavior around
these global optima, we may suspect that the algorithm in question is origin-
biased.

We also perform an experimental evaluation of the proposed technique using
15 algorithms, ranging from the classic ones to modern efficient optimizers, and
also including a variety of the so-called “nature-inspired” metaheuristics, many of
which are origin-biased. We show that this procedure is indeed able to distinguish
certain classes of algorithms and produce a clear evidence that they work worse
when the optimum is not at the origin.

Related Work. A number of recent works, such as [1,4,24], complain about
a flurry of “novel” metaheuristic algorithms that use questionable metaphors in
questionable way, often solely to make an impression of something new. Some
works [3] explicitly point out that many of these algorithms are copies of the
already existing algorithms, although our paper indicates that some of these
claims are not exactly true (and these algorithms are something even worse).

A research which uses statistical machinery to reveal potentially unwanted
dependencies of the performance of algorithms on the properties of the problem
being solved has been recently conducted in [28], where the authors investigate
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the concept of structural bias. This elaborate suite of experiments along with
statistical tests can determine different possible kinds of biases, such as, for
instance, the absence of rotational invariance in some classical variations of dif-
ferential evolution [25], as well as the degree of biasedness. However, they seem
to be focused more on fine effects found within the classic algorithms. What is
more, it is too easy to produce various falsely positive conclusions about the
presence of bias when constraint optimization is considered and constraints are
not modified in a correct way along with the rest of the problem definition, a
pitfall that can be found in subsequent work [27] of the same authors.

The effects of the use of linear recombination operators that violate transla-
tional invariance have been extensively studied in [26] with an obvious conclusion
that such operators do not contibute positively if the optimum is away from the
origin. Yet another recent work [12] also explores the bias towards origin as its
main topic, however, it mainly concentrates on the final optimization outcomes,
and does not attempt to measure the effect of the bias.

Structure of the Paper. In Sect. 2, we are going to describe the statistical pro-
cedure aimed at detecting origin-biased algorithms. The experimental evaluation
of this procedure is detailed in Sect. 3. Section 4 concludes the paper.

2 Proposed Testing Procedure

In this section we describe the testing procedure along with some rationale
behind it. The main idea of the procedure is to run an algorithm on a perfectly
symmetric optimization problem with two different local optima, so that a per-
fectly unbiased algorithm can take either direction from the start contribute.
We perform N runs of the algorithm on this problem for a limited number of
iterations T and record, for each iteration, the best individual and its fitness.
Ideally, for each fixed iteration, such record has equal chances of being closer to
either of the local optima, and the fitness measures should not be dependent on
which optimum is chosen. So if a difference in behavior is detected between the
runs that are closer to either of the optima, the algorithm is likely biased.

We chose a variation of the so-called Sphere function, which amounts to sum
of squares of variables. The number of decision variables D is set to 2, and the
function is as follows:

fT (x) = min{x2
1 + x2

2, (x1 − 10)2 + (x2 + 10)2}
subject to − 5 ≤ x1 ≤ 15

−15 ≤ x2 ≤ 5.

The values are chosen pretty much arbitrarily, such that the search space
is perfectly symmetrical. We also found it useful to avoid having the matching
variable values in the global optima, so that if an algorithm is biased with regards
to one particular variable, we do not miss it. The problem is illustrated in Fig. 1.

The next question is what exactly to measure. Our first idea was to simply
count how many runs of the algorithm ended up in either of the optima, O0 =
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Fig. 1. An illustration of the optimization problem fT (x) = min{x2
1 + x2

2, (x1 − 10)2 +
(x2 + 10)2}, a part of the testing procedure

(0, 0) or O1 = (10,−10), and if the algorithm converges to O0 significantly more
or less often than to O1, we declare it origin-biased. However, the preliminary
experiments showed that the algorithms available for evaluation are typically
not biased in this regard, and for those which are, a very large number of runs
is required to obtain any statistical significance.

The second idea was to measure the convergence speed among those runs
which tend to either O0 or O1, and to compare whether these speeds are statisti-
cally different. To achieve this, we record the best individuals for each iteration
in each run, which gives a set of values x

(1)
1 , . . . ,x

(1)
T ,x

(2)
1 , . . . ,x

(2)
T , . . . ,x

(N)
T .

Then, for each iteration number 1 ≤ t ≤ T , we collect those which are closer to
each of the optima as follows:

V0 = {x(i)
t | ||x(i)

t − O0|| < ||x(i)
t − O1||}

V1 = {x(i)
t | ||x(i)

t − O0|| ≥ ||x(i)
t − O1||}.

The sets F0 = {fT (x) | x ∈ V0} and F1 = {fT (x) | x ∈ V1} represent the
corresponding fitness values.

Our null hypothesis is that the algorithm in question is unbiased, which
means that F0 and F1 are sampled from the same distribution. Since fitness
values in such problems are far from being normally distributed, we use the
non-parametric Wilcoxon rank sum test, also known as the Mann-Whitney U
test [15,29]. This way, we obtain a sequence of p-values, one per each iteration.

Using this sequence, we can investigate whether the bias is present, for which
we may use the minimum p-value observed: the smaller the value, the more
prominent the bias. If there is a bias, we can also see in which iterations it is the
most prominent.
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Before comparing these values with any thresholds, we need to perform a
correction for multiple comparisons, as the adjacent p-values may be arbitrarily
correlated. We use the Bonferroni correction [6], as it is the most conservative
one. This correction can be interpreted as division of the threshold by the number
of comparisons, which is T in our case.

The next section applies this idea to a number of existing algorithms and
investigates the results.

3 Experiments

We implemented our experiments atop a Python framework that implements
many algorithms we suspect to be biased: EvoloPy [8]. The list of the authors
suggests that at least half of the algorithms with mostly the same authors have
an implementation which was approved by the actual authors. We feel that this
is important, so that we cannot be blamed for intentionally implementing the
algorithms in a wrong way and claiming that they are biased.

As an example of an algorithm which is known to be unbiased we also use the
reference Python implementation of CMA-ES [9], also maintained by the main
author of the algorithm and his collaborators. We implemented thin wrappers
around the corresponding frameworks, so that we can collect the intermediate
best values x

(i)
t mentioned above, and performed the analysis of the obtained

traces. We used the number of runs N = 103 and the number of iterations
T = 100. Also, we set identical population size P = 50 for all the algorithms.

Our experiments are available for reproduction on GitHub in the following
repository: https://github.com/AidanWalden1/origin-based-stat-test.

The total list of all algorithms we tested is as follows. Except for the parame-
ters mentioned above, all implementations are the defaults from their respective
libraries.

1. Genetic algorithm [11];
2. Differential evolution [25];
3. Particle swarm optimization [7];
4. Cuckoo search [33];
5. CMA-ES [9] with and without boundary checking;
6. Bat algorithm [32];
7. Firefly algorithm [30,31];
8. Salp swarm algorithm [18];
9. Moth flame optimizer [16];

10. Multiverse optimizer [20];
11. Grey wolf optimizer [21];
12. Sine-cosine algorithm [17];
13. Harris hawks optimizer [10];
14. Whale optimization algorithm [19];
15. The Jaya algorithm [22].

For each algorithm the corresponding figure on the following pages contains
two plots:

https://github.com/AidanWalden1/origin-based-stat-test
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– The plot of p-values against the iteration number, with two additional lines
corresponding to the significance levels p = 0.05 (uncorrected threshold) and
p = 0.0005 (corrected threshold).

– The quartiles of the fitness values. In red, we plot the fitness values of the
points that are closer to O0 = (0, 0), and in blue the ones that are closer to
O1 = (10,−10). If the algorithm is unbiased, these two should nearly coincide.

For the sake of brevity, we group similar algorithms and discuss them jointly
in the following subsections.

3.1 Algorithms that Pass the Test

The following algorithms passed the test and are mathematically confirmed to
have no origin bias: differential evolution, genetic algorithm, particle swarm opti-
mization, cuckoo search, bat algorithm and firefly algorithm.

Of these, differential evolution, genetic algorithm, particle swarm optimiza-
tion are the classical algorithms. For cuckoo search, it is known that is technically
a fast evolution strategy [34] with Lévy distribution chosen for the heavy-tailed
step size distribution. Similarly, bat algorithm and firefly algorithm are forms of
particle swarm optimization per [3].

Figures 2–7 show that none of these algorithms obtained sufficient statistical
significance for detecting a bias. The convergence plots, partitioned with regards
to the optimum being converged to, also look very similar with only negligible
differences. This confirms, to the degree possible using p-value-based statisti-
cal testing, that these algorithms are all unbiased with regards to translational
invariance.

3.2 CMA-ES

The CMA-ES algorithm [9] is widely recognized as an unbiased algorithm that
has very good performance in many applications, where maintaining rotational
invariance, along with translational and scaling invariance, is one of the crucial
enabling features to achieve this performance.

Our first move was to call CMA-ES in the same way as other algorithms by
also specifying the box constraints. The CMA-ES algorithm does not natively
include support for constrained optimization, and there are multiple ways to
introduce this feature to this algorithm. In Fig. 8 the default constraint handling
mechanism was enabled, which, surprisingly, resulted in occasionally significant
bias detected in the first 50 iterations, and a vastly significant bias in the last
50 iterations.

In an attempt to clarify the matter, we also ran CMA-ES without any
constraint-handling. The results are presented in Fig. 9. Here we see that the
first 50 iterations can indeed be treated as having no bias, but the last 50 itera-
tions again result in a high bias.
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Fig. 2. Differential evolution [25], min p-value: 0.0077, corrected: 0.77

Fig. 3. Genetic algorithm [11], min p-value: 0.012, corrected: 1

Fig. 4. Particle swarm optimization [7], min p-value: 0.034, corrected: 1



330 A. Walden and M. Buzdalov

Fig. 5. Cuckoo search [33], min p-value: 0.0022, corrected: 0.22

Fig. 6. Bat algorithm [32], min p-value: 0.1, corrected: 1

Fig. 7. Firefly algorithm [30,31], min p-value: 0.0056, corrected: 0.56
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Fig. 8. CMA-ES [9] with constraint handling. Minimum p-value in first 50 iterations:
6.85 · 10−7, corrected: 6.85 · 10−5. Minimum p-value in last 50 iterations: 4.67 · 10−42

Fig. 9. CMA-ES [9] without constraint handling. Minimum p-value in first 50 itera-
tions: 0.024, corrected: 1. Minimum p-value in last 50 iterations: 2.66 · 10−82

However, by closely looking at the convergence plots, and also by remember-
ing the IEEE 754 standard for floating-point arithmetics in computers, the effect
appearing in the last 50 iterations can be in fact explained. While converging
to O0 = (0, 0), the algorithm can operate with extremely small numbers in a
good precision, such as 5.301599682053987 · 10−52, whereas while converging to
O1 = (10,−10), this precision is not reachable, because in machine precision
10 + 5.301599682053987 · 10−52 results in 10. As a result, the algorithm has to
either stay at distances of order 10−17 from the optimum, or jump straight into
it. This is why the blue curves in Figs. 8–9 diverge around iteration 50.

The mild bias in the constrained version of CMA-ES can, on the other hand,
only be explained by some bias introduced by the constraint-handling code. This
resembles some of the effects reported in [27], and requires further investigation.
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3.3 Algorithms that Pass the Test but are Biased Differently

The salp swarm algorithm, the multiverse optimizer and the moth flame opti-
mizer demonstrated no bias in our test, as shown in Figs. 10–12.

However, the salp swarm algorithm and the multiverse optimizer both contain
an operator of the form:

xi = xj + α(l + β(u − l)),

where α is chosen such that |α| ∈ (c1, c2), where c1 is a positive constant, is
a function of the number of iterations and the sign is sampled uniformly from
{−1,+1}, and β is sampled uniformly from [0; 1].

Such an operator is clearly biased with regards to constraints: if the con-
strains are centered (l = −u), this operator is unbiased, otherwise it is not. We
performed an additional test following the same methodology as above, but on
a problem defined as follows:

– minimize f(x1, x2) = (x1 − 99)2 + (x2 − 99)2;
– first constraint set: −100 ≤ x1, x2 ≤ 100;
– second constraint set: 98 ≤ x1, x2 ≤ 298.

Two constraint sets are essentially mirrored with regards to the optimum,
and since the function itself is symmetric, the problems are isomorphic and
there should be no performance difference. Still, the minimum observed p-value
obtained for this problem is 1.01 · 10−162 for the multiverse optimizer and 1.9 ·
10−151 for the salp swarm algorithm. So, they are both clearly biased.

On the other hand, the moth flame optimizer uses the following update rule:

xij = yij + |xij − yij | · exp(t) · cos(2πt),

where xi and yi are individuals, and t is sampled uniformly from [a; 1] where a
linearly decreases from −1 to −2 over time. The expectation of exp(t) cos(2πt)
is not zero for most a, so there is clearly a directional bias. Our simple test
framework, however, is apparently insufficient to detect this bias experimentally.

3.4 Algorithms that Fail the Test

The grey wolf algorithm, the sine-cosine algorithm, the Harris hawks opti-
mization, the whale optimization algorithm and the Jaya algorithm clearly fail
the developed test, as illustrated in Figs. 13–17. In all these cases, we see bias
rising sharply from first iterations, and the convergence speeds are vastly differ-
ent for different optima O0 and O1. All these algorithms clearly converge to the
origin much faster than to the point distant from it, as illustrated by the red
convergence plots getting down way quicker than the blue ones. This is clearly
an indication that such algorithms do not fulfil their claims about performance
stated in their respective papers.
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Fig. 10. Salp swarm algorithm [18], min p-value: 0.0073, corrected: 0.73

Fig. 11. Multiverse optimizer [20], min p-value: 0.076, corrected: 1

Fig. 12. Moth flame optimizer [16], min p-value: 0.025, corrected: 1
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Fig. 13. Grey wolf optimizer [21] (Color figure online), min p-value: 1.21 · 10−149,
corrected: 1.21 · 10−147

Fig. 14. Sine-cosine algorithm [17], min p-value: 1.10 · 10−140, corrected: 1.10 · 10−138

Fig. 15. Harris hawks optimization [10], min p-value: 2.2 ·10−140, corrected: 2.2 ·10−138
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Fig. 16. Whale optimization algorithm [19], min p-value: 3.3 · 10−164, corrected: 3.3 ·
10−162

Fig. 17. Jaya [22], min p-value: 5.32 · 10−54, corrected: 5.32 · 10−52

4 Conclusion

We presented a simple and effective testing procedure based on statistical tests,
that can detect the presence of a bias towards an origin in an optimizer claiming
to be black-box. In our experimental study, it detected a significant proportion
of algorithms that can be confirmed by code inspection to be origin-biased.

The case of CMA-ES though indicated that, for algorithms that con-
verge really quickly, using the computer floating-point arithmetics following the
IEEE 754 standard can introduce the effect which can also be interpreted as a
bias, however, the actual optimizer cannot be blamed. Perhaps using different
kind of floating-point arithmetics consistently can alleviate this issue.

We hope that this paper can contribute to putting an end to the recent
domination of poorly-designed metaheuristics, which in turn would ensure a
brighter future to the domain of evolutionary computation.
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Abstract. This paper addresses the optimization of urban infrastruc-
ture for e-scooter mobility through a multi-criteria approach. The pro-
posed problem considers redesigning road infrastructure to integrate e-
scooters into a city’s multimodal transportation system. The objectives
involve improving cycle lane coverage for e-scooters while minimizing
installation costs. A parallel multi-objective evolutionary algorithm is
introduced to solve this problem, applied to a real-world instance based
on Málaga city data. The results showcase the algorithm’s effectiveness in
exploring the Pareto front, offering diverse trade-off solutions. Key solu-
tions are analyzed, highlighting different zones with varying trade-offs
between travel time improvement and installation costs. Visualization
of proposed infrastructure changes illustrates significant reductions in
travel time and enhanced multimodality. Computational efficiency anal-
ysis indicates successful parallelization, achieving substantial speedup
and high efficiency with up to 32 processing elements.

Keywords: E-scooter mobility · Urban infrastructure · Parallel
multi-objective optimization

1 Introduction

In recent years, micromobility transport means, such as bikes, e-scooters, and
other electric micromobility devices, have been adopted to urban transportation
by citizens as a sustainable alternative to internal combustion engine vehicles.
For instance, 136 million shared micromobility trips were taken in 2019 in the
United States [31]. This widespread use of micromobility devices has presented
new challenges for urban and transportation planners, as they must now deal
with a large influx of vehicles with varying sizes, mobility patterns, security
requirements, and technologies on city streets [27].
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Due to the novelty of e-scooters in urban transportation, few attempts have
been made for appropriate specific micromobility network planning. Different
issues regarding e-scooters have been discussed in recent literature [11], such as
parking spot location [35] or injury analysis and prevention [11]. One advantage
of e-scooters is that they are compact and easy to carry, store, and park. This
feature makes it possible to integrate e-scooters as a viable option in multimodal
transportation solutions [16,32]; e.g., people can use an e-scooter for a part of
their trip, then switch to walking or public transport.

This paper aims to integrate e-scooters as part of a multimodal transporta-
tion solution in cities. One solution to effectively include e-scooter mobility in
cities is setting up specific road infrastructure, such as cycle lanes [2], to be
shared by both bikes and e-scooters. Studies show that adding cycle lanes to
roads with two or more lanes does not significantly impact traffic [15,24]. Sus-
tainable urban micromobility requires road redesign, including the installation
of cycle lanes in road segments. This poses logistical challenges similar to other
location-based public services in smart cities [6,9,21,30].

Existing literature falls short in investigating the redesign of road infrastruc-
ture to enhance e-scooter transportation, with limited emphasis on cyclists. One
study suggested employing geographic information system tools and the net-
work robustness index (NRI) to assess the travel-time impact for drivers caused
by implementing separated bike lanes in Toronto. The NRI computations were
utilized to pinpoint suitable locations for these lanes, factoring in driver travel-
time impacts [5]. Another study developed a comprehensive optimization frame-
work using real data from a bike-sharing system. This framework formalizes the
bike lane planning problem, incorporating cyclists’ utility functions. The pro-
posed integer optimization model maximizes utility by considering cyclists’ route
choices, accounting for bike trip coverage and lane continuity [19]. Notably, these
studies overlook the economic cost associated with installing new bike lanes, a
crucial consideration for the execution of such infrastructure projects.

This research proposes a novel problem named Multiobjective Urban Road
Infrastructure Redesign for E-Scooters Integration (URIReI), a multi-criteria
optimization problem that considers redesigning road infrastructure to integrate
e-scooter mobility considering two relevant objectives: the cycle lane infrastruc-
ture coverage and the installation cost. A parallel multi-objective evolutionary
algorithm is applied to address URIReI considering a real-world instance based
on data of Málaga (Spain). The main contributions of this article are: a) defining
and formulating URIReI, a new realistic multi-criteria optimization problem for
redesigning the road infrastructure for e-scooters on a city scale, considering the
cycle lanes network coverage and installation costs; b) proposing a parallel multi-
objective evolutionary algorithm (pMoEA) to tackle URIReI; and c) defining a
realistic instance using real-world data to address the optimization problem.

The rest of the article is organized as follows: Sect. 2 describes the URIReI
problem. Section 3 presents the pMoEA applied in the experimentation. Sec-
tions 4 and 5 report the experimental setup and results. Finally, Sect. 6 presents
the conclusions and formulates the main lines for future work.
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2 The Multiobjective Urban Road Infrastructure
Redesign for E-Scooters Integration Problem

The problem considered in this paper aims to select the best location for new
cycle lanes in the current roads in a city to improve (multimodal) e-scooter
trips’ quality of service (QoS) by minimizing travel times and simultaneously
minimizing the costs of modifying the roads (i.e., installing cycle lanes).

The QoS of a given solution (tentative city roads design) is evaluated regard-
ing the reduction of travel times. This reduction is measured in terms of the pro-
portion of time required to carry out the trips compared to the current (actual)
design of the city in order to make it a minimization problem. Thus, the QoS
assigned to solutions that do not improve anything is 1, and the QoS of a solu-
tion that reduces travel times by 33% is 0.66. In this version of the problem, the
cost of installing cycle lanes depends on the length of the road and a constant
that represents the monetary costs per unit length.

The two objectives of this problem (i.e., improving QoS and reducing cycle
lane installation costs) are in conflict. While providing cycle lanes on every road
in a city would offer optimal quality of service, it would also come with a steep
economic cost and impede regular road traffic. To aid decision-makers in these
matters, the main objective of this research is to define and address the proposed
optimization problem to find new road designs that effectively balance the trade-
offs between these competing objectives.

2.1 Problem Description

In this section, we will present the mathematical formulation of the problem.
First, we will describe our system’s input elements, including the map and routes.
Then, we will move on to model our optimization problem.

To represent the map of a city, we use a directed graph, denoted as M =
(V,E). Here, E represents the edges (road segments of the city), while V rep-
resents the vertices (points of interest in the city, mainly road intersections).
We further divide the edges into two distinct sets: E1 ⊆ E and E2 ⊆ E, with
E1 ∩ E2 = ∅ and E1 ∪ E2 = E. The set E1 corresponds to road segments
suitable for new infrastructure installation, specifically cycle lanes. The set E2

denotes segments where installing such infrastructure is either unnecessary (due
to existing e-scooter infrastructure) or unfeasible due to specific characteristics.

We associate each edge with two functions, d and t. The function d : E → R

represents the length of the road segment, while the function t : E × {0, 1} → R

accounts for the reduction in travel time based on whether infrastructure is
added. The latter is defined in Eq. 1.

t(e,m) =

{
1 if m = 0
tcycle lane(e)
tcurrent(e)

otherwise
(1)

In this model, tcurrent represents the time it currently takes to travel the road
segment, while tcycle lane is the time required to cross it if a cycle lane is added.
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For edges in E2, where no infrastructure can be added, the function evaluates
to 1, indicating no improvement in travel time. Similarly, for edges in E1 where
infrastructure can be added but is not (m = 0), the function also evaluates to
1. However, if the infrastructure is added (m = 1) for edges in E1, the function
evaluates to a value less than 1, indicating a potential reduction in travel time.

We also have a set of routes of interest: R = {ri | ri = (voi
, vdi

), voi
∈ V, vdi

∈
V }, where each route is represented by its origin (voi

) and destination (vdi
).

In this optimization problem, given a city map M = (V,E1 ∪ E2) and a set
of routes R, we are looking for a binary vector �x = {x1, . . . , x|E1|}, where each
xi is set to 1 if it is proposed to install a cycle lane on ei ∈ E1, or 0 if the road
remains unchanged. This aims to minimize expressions 2 and 3.

f1(�x) =
1

|R| ·
∑
r∈R

1
|path(r, �x)| ·

⎛
⎜⎜⎝ ∑

e∈path(r,�x)
e∈E1

t(e, xe) +
∑

e∈path(r,�x)
e∈E2

t(e, 0)

⎞
⎟⎟⎠ (2)

f2(�x) =
∑
r∈R

⎛
⎜⎜⎝ ∑

e∈path(r,�x)
e∈E1

xe · d(e) · C

⎞
⎟⎟⎠ (3)

where path(r, �x) identifies the edges of the optimal path for route r using the
infrastructure proposed by �x. The constant C signifies the cost per unit length
required to install a cycle lane. Therefore, f1 measures the average reduction in
travel time for completing all routes using the proposed infrastructure (QoS),
while f2 represents the cost of implementing that infrastructure.

3 Parallel Multi-objective Evolutionary Algorithm

Addressing multi-criteria decision-making is key for improving sustainability in
cities. Non-dominated Sorting Genetic Algorithm, version II (NSGA-II) [8], has
been frequently used to solve the underlying multi-objective optimization prob-
lems, achieving highly competitive results [6,21,25,29,30,34]. Since the evalua-
tion of the individuals (tentative solutions) requires considerable computational
costs (about 3 min for each individual), we applied a parallel master-slave version.
This section summarizes NSGA-II, its operators and parallel implementation.

3.1 The NSGA-II Algorithm Applied to URIReI

NSGA-II employs a non-dominated elitist ordering strategy to enhance conver-
gence speed [8]. It implements a crowding technique to preserve solution diver-
sity and utilizes a fitness assignment method that considers dominance ranks
and crowding distance values. Algorithm 1 shows the pseudo-code of NSGA-II.
This paper used a NSGA-II that employs a file that saves all the non-dominated
solutions of all evaluations.
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Algorithm 1. Pseudo-code of the NSGA-II algorithm
1: t ← 0

2: offspring ← ∅
3: ← initialize(P (0))

4: while not stopping criterion do
5: evaluate(P (t))

6: R ← P (t) ∪ offspring

7: fronts ← non-dominated sorting(R))
8: P (t+1) ← ∅; i ← 1

9: while |P (t + 1)| + |fronts(i)| ≤ N do

10: crowding distance(fronts(i))
11: P (t+1) ← P (t+1) ∪ fronts(i)

12: i ← i+1
13: end while

14: sorting by distance (fronts(i))

15: P (t+1) ← P (t+1) ∪ fronts(i)[1:(N - |P (t+1)|)]
16: selected ← selection(P (t+1))
17: offspring ← evolutionary operators(selected)

18: t ← t + 1
19: end while

20: return computed Pareto front

3.2 Evolutionary Operators

Solution Encoding. Solutions are encoded as a binary vector �x of the size of
the search space, i.e., �x = {x1, . . . , x|E1|}. Each position in the vector represents
a possible inclusion of a cycle lane in a specific road segment on the map. If
xi=1, a cycle lane is installed in the road segment represented by i. If xi=0, no
cycle lane is installed. Figure 1 illustrates an example of solution encoding of a
scenario with 7 road segments (locations candidates) in which the road segments
2, 4, 5 and 6 have installed a cycle lane.

Initialization. The population is randomly initialized. For each position (xi) in
the solution vector of an individual, the initialization vector randomly assigns
a binary value. The values 0 and 1 have the same probability of being selected.
This process is repeated for each individual in the initial population.

Fig. 1. Example of solution encoding of a scenario with 7 road segments.

Selection, Replacement, and Fitness Assignment. NSGA-II uses the (μ+λ) evo-
lution model. The selection process is based on dominance through binary tour-
nament selection. Those that are non-dominated are evaluated using crowding
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distance. Fitness assignment is performed by considering Pareto dominance rank,
valid results, and crowding distance value.

Recombination and Mutation Operators. Through the evolutionary process,
recombination and mutation operators are applied to create the offspring. A
two-point crossover is used as a recombination operator between two individu-
als. This crossover operator, applied with a crossover probability of pC , selects
two random positions from the solution vectors representing the parents. It then
exchanges the bits within those positions to create two new solutions. After
the crossover operation, a multi-bitflip mutation is applied to the newly created
solutions. This operator flips each bit’s value with a mutation probability of pM .

3.3 Parallel Master-Slave Implementation

By distributing tasks such as population splitting or fitness function evaluation
across multiple processing elements, parallel implementations of EAs (pEAs)
have shown the capability to achieve high-quality results within reasonable exe-
cution times [13]. The multiprocessor parallel NSGA-II proposed in this work
aligns with the master-slave model, as classified by Alba et al. [1].

Given that the evaluation of the fitness functions of this problem demands
a more significant computational time cost than the application of variation
operators, it has been identified as a prime candidate for parallelization. Conse-
quently, our master-slave pEA is structured hierarchically, with a master process
performing the evolutionary search and controlling a group of slave processes
that evaluate the fitness function.

4 Experimental Setup

This section describes the problem instance addressed in this study, the metrics
used to evaluate our approach, and the execution platform. We also report the
results of the experiments performed to select the parameters of our algorithm.

4.1 Problem Instance

Málaga, in Spain, was chosen as the case study for this research. Málaga has
e-scooter regulations regarding the speed and roads that can be used [23,26].
The urban infrastructure graph of the city was obtained using real-world open
data from Open Street Map [12]. The edges of this graph, which resemble the
roads and streets, have attributes that correspond to additional information,
such as the type, the length, or whether they have cycle lanes. In this work,
we are interested only in cycle lanes since previous studies [7,33] suggest this
structure is a safer option for e-scooter users.

The search space consisted of roads with two or more lanes, not motorways.
Figure 2 is a coloured-painted map of Málaga. It displays the potential cycle lanes
in green and in blue existing infrastructure. Furthermore, multimodal options
are considered: subway, e-scooters, walking or a combination.
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The experiment was conducted using real-world open data to test our algo-
rithm. The graph was retrieved from Open Street Map and the official website
of Málaga subway1. Points of interest and other additional data were extracted
from Junta Andalusia website [17] and from the Málaga Open Data portal [20].

Fig. 2. A zoomed version of the map of Málaga without rural areas. The points in red
are the subway stations (Color figure online)

The origin points are the centre of mass of the 11 districts of Málaga. The
population density of each district’s census segment was clustered to obtain each
district’s centre of mass. Routes to educational institutions have been taken into
account, given that the primary users of this mode of transportation are typically
individuals aged 16 and over [28]. A total of 558 routes had to be evaluated.

Installing dedicated cycle lanes in the real world incurs various expenses [22].
We use 480,000 euros per kilometer as reported in one of Spain’s latest
projects [4].

4.2 Evaluated Metrics

In this subsection, we will describe the metrics employed to analyze the results
of our approaches from different perspectives.

Multiobjective Optimization Metrics. Relevant MO metrics are applied to
assess the search capabilities of the proposed approach. Regarding the quality
of the computed solutions (proximity to the Pareto front), generational distance
(gd) and inverted generational distance (igd) are computed [14]. The spread
metric is applied to evaluate the dispersion of non-dominated solutions found in
the search [18], and the number of non-dominated solutions (#nds) computed
is evaluated. Finally, the combined relative hypervolume (rhv) metric is applied
to analyze the coverage and dominance of the search space [36]. For those MO
metrics that requires the real Pareto front (which is unknown for the real problem
solved as case study), an approximation was computed by gathering all the non-
dominated solutions found in all the executions performed.

1 Málaga Subway website: www.metromalaga.es.

www.metromalaga.es
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Computational Efficiency. The assessment of parallel algorithm performance
commonly relies on speedup and efficiency. Speedup (sm) measures the degree
to which a parallel algorithm outpaces its corresponding sequential counterpart.
It is evaluated as the ratio of execution times between the sequential algorithm
(T1) and the parallel version executed on m processing elements (Tm). Efficiency
(em) is the normalized measure of speedup regarding the number of processing
elements used in executing a parallel algorithm, facilitates the comparison of
algorithms running on potentially dissimilar computing platforms.

Problem Related Metrics. To assess the effectiveness of the proposed solution,
we utilize two key metrics: the total travel time required to complete all routes
using the suggested infrastructure and the cost associated with implementing
said infrastructure. Our calculation of travel time involves the utilization of Eq. 2,
in which the optimal route (path(r, �x)) is determined by the Dijkstra algorithm.
It is important to note that this process can be quite time-consuming due to the
extensive search space and multitude of analyzed routes. We also summarize the
cost of the proposed infrastructure through Eq. 3.

4.3 Parameter Settings

A set of parametric setting experiments was performed to determine the
best parameter values for the proposed NSGA-II, which applies the operators
described in Sect. 3.2. The population size (#pop) and the maximum number
of generations (#gen) were calibrated in preliminary experiments. Due to the
computational time cost required to evaluate the fitness of the individuals and
limited access to computational resources, we have performed a limited num-
ber of fitness evaluations per independent run. Thus, after a preliminary anal-
ysis, the configuration with #pop=32 and #gen=50 provided a good explo-
ration pattern. Candidate values for pC and pM were pC ∈ {0.5, 0.7, 0.9} and
pM ∈ {0.30, 0.10, 0.05, 0.01, 0.001}. Each configuration was assessed on 15 inde-
pendent runs by using the rhv quality metric. Figure 3 summarizes the experi-
mental results by showing the boxplot with the distribution of rhv results com-
puted using each configuration. The most competitive competitive configuration
was pC=0.9 and pM=0.01. The mean computational time cost was 108.61 min.

Fig. 3. Parameter setting rhv results
(50 generations).

Fig. 4. Median of rhv for the 15 runs
(50 generations).
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After analyzing the convergence of the chosen configuration in terms of rhv
(see to Fig. 4), we observed that the algorithm was unable to converge after
50 generations. In order to improve this aspect, we conducted twice as many fit-
ness evaluations, as the computational time cost was still acceptable (expected
to be twice as long). Thus, we repeated all parameterization experiments by
conducting 100 generations. Boxplot with the distribution of rhv in Fig. 5 sum-
marizes the experimental results. As expected, the results were significantly
improved by doubling the number of generations. The configuration with pC=0.9
and pM=0.01 was the most competitive, as was the case with #gen=50.

Fig. 5. Parameter setting rhv results (100 generations).

4.4 Execution Platform and Implementation Details

The parallel NSGA-II was implemented2 in Python version 3.10.12. Our exper-
iments were run using Slurm into the Picasso supercomputer of the University
of Málaga that has a computation cluster of 126 X SD530 nodes: 52 cores (Intel
Xeon Gold 6230R @ 2.10 GHz), 192 GB of RAM. InfiniBand HDR100 network.
950 GB of local scratch disks. Slurm is workload management software that
allows the distribution of jobs into several resources.

The software required for the computations has been developed using Python.
The code was implemented using specific software libraries such as Numpy, scikit-
learn, and Pandas. OSMnx [3] and NetworkX were used to compute the routes
and paths. Finally, DEAP [10] and multiprocessing library were employed to
implement the NSGA-II and to parallel the implementation.

5 Experimental Evaluation

This section reports the experimental evaluation of the proposed approach
addressing the problem over the presented instance on 30 independent runs.
This analysis considers the multiobjective optimization metrics, the quality and
the cost of the proposed solutions, and the computational efficiency.
2 Github of the project: https://github.com/pedrozad/e-scooter-way.

https://github.com/pedrozad/e-scooter-way
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5.1 Multi-objective Optimization Evaluation

Table 1 presents the main descriptive statistics of the results of the studied multi-
objective optimization metrics. Since the Kruskal-Wallis statistical test rejected
the null hypothesis that the results follow a normal distribution, median and
interquartile range (iqr) are reported as quality and dispersion estimators. ↑
indicates that higher values of the reported metric are better, ↓ stands for lower
values are better. Although we do not compare our approach with other meth-
ods, the authors consider it necessary to report the primary metrics used in
multiobjective optimization because it may be helpful for further comparisons
and reproducibility of the work.

Table 1. Results of MO metrics for the studied instance.

minumum median iqr maximum

rhv ↑ 0.582 0.738 0.145 0.901

gd (×10−3) ↓ 0.194 0.557 0.478 1.088

igd (×10−3) ↑ 0.414 0.835 0.599 1.627

spread ↑ 0.059 0.198 0.088 0.369

#nds ↑ 22 54 24 72

The computed relative hypervolume values range from 0.582 to 0.901, indi-
cating that the algorithm successfully explores a substantial portion of the Pareto
front. The median rhv of 0.738 suggests a consistent performance across indepen-
dent runs, with higher values signifying a better coverage of the approximated
problem Pareto front. The interquartile range (iqr) is 0.145, which underlines
the reduced variability in the attained hypervolume values.

The generational distance values are scaled by 10−3 for readability. The gd
results range from 0.194 to 1.088. Lower gd values are desirable as they indicate
solutions closer to the Pareto front. The median gd value (0.557) suggests a
good algorithm convergence toward the Pareto front. The inverted generational
distance is also scaled by 10−3. The igd results range from 0.414 to 1.627. Higher
igd values are favourable, indicating solutions closer to the Pareto front. The
median igd of 0.835 suggests effective convergence.

The spread metric assesses the distribution of non-dominated solutions along
the Pareto front. The spread metric ranges from 0.059 to 0.369. Higher spread
values are desirable as they indicate a more evenly distributed set of solutions.
The median spread of 0.198 suggests a reasonable dispersion of solutions, while
the iqr of 0.088 reflects variability in the spread across independent runs.

The number of non-dominated solutions ranges from 22 to 72 across runs. A
higher number of non-dominated solutions implies a more diverse set of trade-
off solutions. For initial populations of 32 individuals, the median #nds of 54
indicates a substantial number of high-quality solutions. The iqr of 24 highlights
variability in the algorithm’s ability to discover non-dominated solutions.
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Summarizing, the proposed pNSGA-II performs commendably in address-
ing the multi-objective optimization problem for the studied instance. The con-
sistency in achieving high rhv and the presence of a considerable number of
non-dominated solutions underscore the algorithm’s effectiveness in exploring
the Pareto front. Variability in generational distance, inverted generational dis-
tance, and spread metrics across independent runs (i.e., iqr values) may indicate
sensitivity to specific problem characteristics.

5.2 Solution Analysis and Interpretation

In the previous section, we discussed the numerical performance of our algorith-
mic approach. Now, we will shift our focus to evaluate the quality of the solutions
in the problem domain. This section explores the trade-off between enhancing
travel time and minimizing the installation cost of cycle lanes.

Our analysis begins with the presentation of Table 2, which showcases the key
characteristics of essential solutions. The table highlights the extremes derived
from the Pareto front, such as a solution that minimizes Quality of Service (esT ),
as well as a solution that minimizes cost (esC). Furthermore, it features the
closest solution to the ideal vector (csIV ). The table also includes an alternative
scenario that covers the entire search space with cycle lanes (ALL) and the base
case of our study (BASE), which only uses the current existing infrastructure.

Table 2. Descriptive indicators for some key solutions. Cost in millions of euros

time (routes) time (improvement) cost

min mean std max hours % (millions of e)

csIV 46.45 1543.68 0.39 3532.08 31.34 11.58 263.82

esT 46.45 1539.21 0.39 3506.16 32.03 11.84 272.64

esC 53.33 1583.98 0.38 3532.08 25.09 9.27 256.35

ALL 46.45 1393.05 0.40 3439.45 54.69 20.21 562.24

BASE 73.88 1745.87 0.38 3562.66 – – 0.00

The table presents various solutions that offer a detailed analysis of the trade-
offs between travel time improvement and cycle lane installation costs. The ALL
scenario represents the upper limits in both travel time reduction (20.21%) and
associated costs (e562.24 millions), covering the entire search space with cycle
lanes. Although this scenario showcases the potential for substantial improve-
ments in travel time, it requires a considerably higher economic investment com-
pared to the base case (BASE), which serves as the reference.

Further analysis of the extremes reveals that the csIV solution, the closest
to the ideal vector, strikes a balance with a significant 11.58% improvement in
travel time while maintaining a relatively moderate cost increase. Conversely, the
extreme solution minimizing Quality of Service (esT ) achieves the highest travel
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time reduction (11.84%) at a slightly increased cost, emphasizing the potential
benefits of prioritizing travel time over cost considerations. On the other hand,
the extreme solution minimizing cost (esC) is a cost-efficient option with a 9.27%
reduction in travel time. This solution reflects the scenario where minimizing
installation costs takes precedence, showcasing the inherent trade-offs between
economic efficiency and travel time optimization.

Although the cost of these solutions seems high (exceeding e250 millions)
for only an 11–12% improvement (31–32 h), it’s important to note that this cost-
benefit analysis assumes a one-time use of each route. These cycle lanes would
be utilized repeatedly over multiple years, amplifying the overall impact. Apart
from the quantitative metrics, the investment in cycle lanes also yields substan-
tial social benefits by facilitating mobility, enhancing the safety of alternative
transportation users, and contributing to improvements in public health and the
environment. The provision of such infrastructure also encourages the adoption
of sustainable transportation alternatives, potentially reducing reliance on more
pollutant modes of transport like cars.

Fig. 6. All non-dominated solutions
computed by each run.

Fig. 7. Non-dominated solutions com-
puted for all runs and evaluated zones.

After analyzing some key solutions, we show all the non-dominated solutions
computed in Fig. 6. The identified non-dominated solutions are marked by black
dots, serving as an approximate representation of the problem’s Pareto front.
We use a black triangle � to denote the extreme solutions minimizing Quality
of Service (esT ) and minimizing cost (esC). The black star � represents the
closest solution to the ideal vector (csIV ). It is worth noting that the objectives
in the figure are normalized using the improvements in travel time and cost of
the ALL and BASE solutions as reference points. This normalization provides
a more comprehensive understanding of the non-dominated solutions. In terms
of solution quality, numerous options provide considerable time improvements,
exceeding fifty percent of the gains of the ALL solution, without incurring sim-
ilarly high costs (less than fifty percent of the cost).

Figure 7 shows the non-dominated solutions computed in the whole experi-
mentation. Besides, it includes four shaded zones identified, representing different
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trade-offs between travel time improvement and e-scooter lane installation costs.
Table 3 summarizes the main results in terms of travel time and deployment cost
for each zone. In Zone 1, the solutions offer significant enhancements in Quality
of Service with minimal infrastructure costs. Investing in electric scooter lane
infrastructure in this zone may be considered a cost-effective option for improv-
ing urban mobility system efficiency. In Zone 2, time improvements persist but
with a gradual cost increase. These solutions strike a balance between travel
time efficiency and economic efficiency. With 25 solutions in this zone, decision-
makers have a range of options for achieving a reasonable compromise between
travel time improvements and cost-effectiveness.

Zones 3 and 4 experience steeper cost increments in exchange for more sub-
stantial improvements in travel time efficiency. Although these solutions require
a more significant investment, they offer the most substantial reductions in travel
time. In environments where enhancing the transportation system’s efficiency is
a priority, and there is a broader budget, solutions from these zones could be
considered for more strategic implementation.

Table 3. Pareto front zones summary.

number of time (seconds) cost (millions of euros)

solutions min mean std max min mean std max

Zone 1 7 1560.33 1569.86 8.72 1583.98 256.35 256.82 0.54 257.81

Zone 2 25 1543.68 1550.83 4.99 1560.26 258.76 260.81 1.38 263.82

Zone 3 7 1541.33 1542.88 0.87 1543.61 266.33 267.30 1.50 268.85

Zone 4 9 1539.21 1540.31 0.84 1541.05 272.01 272.30 0.28 272.65

Finally, Fig. 8 illustrates a visual representation of a route (depicted in yel-
low) that connects a start point to a destination. The blue lines show the cycle
lanes installed. Left side of this figure shows the current configuration in Málaga
city and the right side presents the proposed infrastructure installation based
on csIV solution. This visualization highlights the significant reduction in travel
time (approximately 15%), and the promotion of multimodality in the trip. The
route computed when using the csIV infrastructure allows for smooth transitions,
incorporating the use of the metro (represented by red dots). Using the public
transportation optimizes travel time because the proposed new road infrastruc-
ture facilitates the integration of various modes of transportation within the
city, enhancing overall mobility and providing a clear example of the practical
benefits of the proposed urban redesign.
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Fig. 8. Representation of a route (orange line) using the current infrastructure (left)
and the infrastructure proposed by the csIV solution (right). (Color figure online)

5.3 Computational Efficiency

An additional ten independent runs of the selected parameterization for the
experimental analysis have been performed with 4, 8, and 16 processing elements
to evaluate the computational efficiency. Table 4 reports the mean, normalized
standard deviation (std%), and maximum (max) of the computational efficiency
metrics assessed for the pNSGA-II across the evaluated numbers of processing
units. These values were presented due to the results follow a normal distribution.

As the number of processing elements increases, a notable reduction in mean
computational time is observed, indicating improved efficiency in solving the
optimization problem. The speedup metric quantifies the algorithm’s accelera-
tion with respect to the sequential version. A substantial increase in speedup is
evident as the number of processing elements grows. This behaviour indicates
successful parallelization, with the algorithm achieving a speedup of up to 29.496
on 32 processing elements. Efficiency shows a decrease with the increasing num-
ber of processing elements. Nonetheless, the algorithm maintains high-efficiency
levels, surpassing 90% even with 32 processing elements.

Table 4. Speedup and efficiency regarding to the number of processing units.

#procs. comp. time (minutes) speedup efficiency

mean std% max mean std% max mean std% max

4 1358.994 0.035 1463.916 3.924 0.006 3.957 0.981 0.006 0.989

8 736.572 0.049 801.928 7.712 0.012 7.814 0.964 0.012 0.977

16 395.819 0.087 468.358 15.329 0.008 15.477 0.958 0.008 0.967

32 213.234 0.067 240.290 29.496 0.053 30.531 0.922 0.053 0.954

The results show that the pNSGA-II efficiently uses additional processing
elements, significantly reducing computational time and notable speedup. The
observed efficiency levels highlight the algorithm’s scalability and effectiveness
in leveraging parallelization for addressing the analyzed optimzation problem.
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6 Conclusions and Future Work

Our study focuses on optimizing urban infrastructure for e-scooter mobility. We
propose a multi-criteria optimization problem, called URIReI, that addresses
the challenge of integrating e-scooters into multimodal transportation systems
by redesigning road infrastructure. To solve this problem, we introduce a parallel
version of the well-known NSGA-II.

Our experimental evaluation was based on real-world data from the city of
Málaga, Spain. The proposed approach was highly effective, consistently explor-
ing the Pareto front and providing decision-makers with diverse non-dominated
solutions. These solutions represent trade-offs between travel time improvement
and infrastructure installation costs, offering flexibility in urban planning deci-
sions. We analyzed distinct zones, each with its characteristics, aiding decision-
makers in choosing solutions aligned with its goals and budget constraints.

Furthermore, we found that our algorithm significantly reduced computa-
tional time, achieving notable speedup while maintaining high-efficiency levels
even with a larger number of processing elements.

Future work should involve testing alternative algorithms to validate the
approach’s robustness. Also, incorporating additional modes of transportation,
such as buses, could enhance the model’s realism. We also plan to consider the
cycle lanes connectivity and assessing the impact on overall urban transporta-
tion networks. Finally, exploring the proposed infrastructure changes’ economic,
environmental, and social effects would contribute to a more holistic evaluation
of the solutions. This multi-faceted analysis would enrich decision-making and
foster sustainable and socially responsible urban development.
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Abstract. Training and deploying genetic programming (GP) classi-
fiers for intrusion detection tasks on the one hand remains a challenge
(high cardinality and high class imbalance). On the other hand, GP solu-
tions can also be particularly ‘lightweight’ from a deployment perspec-
tive, enabling detectors to be deployed ‘at the edge’ without specialized
hardware support. We compare state-of-the-art ensemble learning solu-
tions from GP and XGBoost on three examples of intrusion detection
tasks with 250,000 to 700,000 training records, 8 to 115 features and 2
to 23 classes. XGBoost provides the most accurate solutions, but at two
orders of magnitude higher complexity. Training time for the preferred
GP ensemble is in the order of minutes, but the combination of simplicity
and specificity is such that the resulting solutions are more informative
and discriminatory. Thus, as the number of features increases and/or
classes increase, the resulting ensembles are composed from particularly
simple trees that associate specific features with specific behaviours.

Keywords: Boosting · Bagging · Stacking · Evolutionary Ensemble
Learning · Intrusion Detection

1 Introduction

Intrusion detection tasks are typically either described by flow data collected
across networks or log files summarizing the operation of servers appearing on
a network. In this work, we assume the former flow based data, which is to
say, the packets transferred across a network are described in terms of source–
destination statistics, i.e. a flow. Several tools are available for constructing
flows (e.g. Argos, Tranalizer, WireShark). The intrusion detection task is then
addressed using some form of (supervised) machine learning algorithm. How-
ever, challenges appear on account of the high degree of class imbalance and
high cardinality of the data sets. In this work, we revisit the task of constructing
machine learning solutions to the flow based network intrusion detection prob-
lem, but with the additional objective of engineering features that discriminate
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between different behaviours appearing in the data. Moreover, the resulting sim-
ple solutions are then able to operate in real-time on very modest computing
platforms, i.e. an IoT/edge scenario.1

Previous research has deployed genetic programming (GP) to the net-
work intrusion detection task by addressing issues such as data set cardinal-
ity/imbalance [3,20] or multi-class classification [1,16]. However, since these
works were performed there have both been advances to the datasets used to
capture properties of the intrusion detection task and evolutionary ensemble
learners. The latter development implies that multiple (GP) classifiers partic-
ipate in providing a label [10]. One of the central questions when developing
ensembles is how to construct a suitably diverse set of base models [4,15]. That
is to say, if the classifiers participating in an ensemble are trained on the same
data, their behaviours will likely be correlated, rendering their combination in an
ensemble ineffective. With this in mind, different methods have been proposed
for ‘perturbing’ the training conditions, i.e. constructing models from different
subsets of features (e.g. Random Forests), re-weighting/sampling the training
partition (e.g. Bagging or Boosting [4]) and/or randomizing the training pro-
cedure (e.g. stochastic weight/population initialization). In addition, ensemble
methods do not necessarily return solutions that are informative from an end
user perspective. That is to say, if multiple models have to be applied simulta-
neously to collectively produce a label, then it becomes increasingly difficult to
determine the basis for decisions.

In this work, we revisit the network intrusion detection problem through
ensemble learning using two evolutionary ensemble learning frameworks:
BStacGP (Sect. 2) and Symbolic Bid-Based GP (Sect. 3). BStacGP explicitly
constructs a ‘stack’ of classifiers using a boosting process that returns a resid-
ual dataset after adding each classifier. The cardinality of the training partition
therefore decreases as each new tree is added to the stack. Symbolic Bid-Based
GP on the other hand employs a competitive coevolutionary relationship between
a population of teams (candidate ensembles) and a data subset (i.e. bagging
through coevolution). A ‘winner takes all’ model of aggregation is assumed, so
each label is associated with a single program, but programs in themselves might
be complex. In addition we compare solutions to those returned using XGBoost
and Decision Trees. Our interest is to assess the relative performance versus solu-
tion complexity against well known baselines for ensemble learning and single
model classification.

Section 4 reports on the benchmarking study performed across three datasets
(CTU-13, Kitsune and KDD-99) where these are representative of recent and
historically relevant intrusion detection benchmarks. As such the types of feature,
attack and normal data vary. Moreover, the number of classes requiring detection
range from 2 to 23 and the class distribution might be relatively balanced to
extremely imbalanced (<0.001%). BStacGP and XGBoost are most consistently

1 This is distinct but complementary to assuming that intrusion detection can be
performed at some centralized cloud based resource using more computationally
expensive paradigms, such as deep learning.
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able to provide solutions across the different datasets, but only BStacGP is
additionally able to return simple solutions. Simplicity in this case provides
more clarity with respect to how features are used and supports execution on
IoT/edge platforms.

2 BStacGP Framework

BStacGP represents a process for evolving a stack of predictors (Sect. 2.1) and
a process for ‘navigating’ the resulting stack (Sect. 2.2). Previous research indi-
cated that good scaling with cardinality was possible [21], but the impact of
class imbalance is unknown.

2.1 Stack Construction

The BStacGP framework is summarized by Algorithm 1. Unlike the majority of
frameworks for ensemble learning, BStacGP incrementally constructs a ‘stack’
of GP classifiers. The classifier maps an input, Xp, to a number line divided
into a discrete number of bins, Fig. 1. As long as inputs mapped to the same
bin have the same class label, then the bin is said to be pure.2 If on the other
hand, multiple inputs with different labels are mapped to the same bin, then
the bin is ambiguous. Any other bins are considered empty. Such a mapping
is independent from the number of classes involved, i.e. the number of bins is
significantly more than the number of classes and mappings are rewarded for
maximizing bin purity.

Fig. 1. Pictorial relation between program outputs (ŷp), bins, labels (0 ≤ Yp < C) and
bin type. Each bin spans an equal interval (max ŷp−min ŷp

MaxBins−1
). Each input, Xp, is mapped

to a single scalar position on the program’s output ŷp for which there is a known class
label, Yp. Depending on the distribution of Yp in the same bin, a bin is said to be pure,
ambiguous or empty

Having mapped the training partition to an individual’s number line, the
fitness function is designed to capture the properties of the bins making up the
resulting histogram distribution (as defined by the mapping). Specifically, for
each bin, the following purity/impurity metric is estimated,
2 Up to β instances from other classes accepted before pure considered ambiguous.
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bin(i, c) =
Count(i, c)

S(i) × Inst(c)
(1)

where Count(i, c) is the number of class ‘c’ records mapped to bin ‘i ’, S(i)
is the number of records mapped to interval ‘i ’, and Inst(c) is the number of
records from class ‘c’ appearing in the training partition. Fitness (fgini) is now
incrementally defined as per the following formulation,3

fgini ←
B,C∑

i,c

(bin(i, c))2 × Inst(c);∀i ∈ B, c ∈ C (2)

where B and C are the number of bins and classes respectively.

Algorithm 1. BStacGP framework
1: Ensemble ← ∅
2: while !MaxBoost do
3: initialize(Pop) � Initialize a Pop of single node ‘trees’
4: Champ ← ∅
5: repeat
6: Fitness ← Evaluate(〈X, Y 〉,Pop) � Evaluate using GiniIndex
7: Ranked ← Sort(Pop, GiniFitness) � Rank Pop
8: PPool ← Top(Ranked,Pop,%Gap) � Drop worst %Gap from Pop
9: Champ ← TestHistogram(PPool) � Identify Champion from parent pool

10: Offspring ← Variation(PPool, %Gap)
11: Pop ← PPool ∪ Offspring
12: until Champ �= ∅ OR !MaxGen
13: 〈X ′, Y ′〉 ← MarkPure(Champ) � Identify correctly labelled
14: 〈X, Y 〉 ← Residual(〈X ′, Y ′〉) � Return residual data partition
15: Ensemble ← Ensemble ∪ Champ � Update ensemble complement
16: end while

Steps 7 and 8 rank the population relative to this fitness function and drop
the worst %Gap individuals, i.e. a breeder. The resulting parent pool is tested
for a champion. A champion is defined as an individual with fitness better than
the last individual added to the stack and with at least one pure bin. Should
such an individual exist, then the inner loop exits, otherwise the loop continues
with the creation of offspring and their addition to the population.

The outer loop of Algorithm 1 completes by identifying the training records
that the champion successfully mapped to pure bins. These are removed from the
training partition, and the ‘residual’ training partition identified. Such a process
incrementally decreases the cardinality of the training partition and helps to
focus the next round of evolution on what the ensemble cannot correctly classify.

3 Motivated by information theoretic formulations employed in decision tree methods,
e.g. Chapter 8 in [6].
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2.2 Ensemble Querying Post Training

During training, programs are incrementally added to the ensemble using spe-
cific ‘splits’ of the data. Let a first-in-first-out list, L, reflect the order in which
(champion) programs were added to the ensemble. Given a set of test records,
〈Xt, Y t〉, a record is presented to the first program from the list, Li=0. Pro-
gram execution again maps the record to a bin. We now query the bin type (as
established during training), as follows:

– pure bin: the bin’s label is returned as the class prediction, y′
t, of this test

record. If y′
t = Y t then a correct classification results, otherwise the predicted

class was incorrect.
– ambiguous bin: increment the program list pointer (i.e. select the next

program Li) and repeat execution–bin querying for program, i = i+ 1.
– empty bin: identify the nearest bin that is either ambiguous or pure. Inter-

pret as above.

Such a process deploys the ensemble sequentially, with the ambiguous bin
category causing the next program from the list to be referenced. For each map-
ping to an ambiguous bin, the next program from the ensemble list is selected,
Li. Mapping to a pure bin returns the label associated with the bin during
training. If the last program fails to provide a label (record still mapped to an
ambiguous bin), then a default class can be returned (e.g. most frequent, most
costly).

3 Symbolic Bid Based GP

Symbolic Bid Based GP (hereafter SBB) constructs an ensemble of classifiers
using a symbiotic relationship between learners and teams [11]. In addition, a
data subset is assumed for decoupling the cost of fitness evaluation from train-
ing partition cardinality using a competitive coevolutionary formulation (a form
of boosting). SBB has previously demonstrated its effectiveness under a range
of imbalanced multi-class [14], high dimensional [5] and streaming classification
tasks [13]. In the following we summarize the symbiotic and competitive coevo-
lutionary components respectively.

3.1 Symbiotic Model

The symbiotic framework assumes that two populations are maintained: a team
population (T ) and a learner population (L). The team population attempts to
discover good combinations of Learners to appear in a team, whereas the learner
population represents the source of programs to appear in Teams. Learners are
defined in terms of a program, p, and an action, a, where actions are initialized
from the set of class labels, A. Each member of the team population identifies a
subset of Learners to appear in a Team such that,
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– the complement of Learners are unique.4
– at least two Learners appear per Team.5
– there are at least two different actions sampled by the Learners appearing in

the same Team.6

Evaluation of a team implies that the programs from all learners associated
with the same team are executed on the current training exemplar. Whichever
program has the maximum output wins the right to suggest its action (label)
resulting in a binary outcome for each interaction between Team, ti, and training
record pk, or

G(ti, pk) ←
{
1, if team ti classifies record pk
0 otherwise (3)

Once all teams are evaluated across all data records appearing in the data
subset, fitness sharing is applied,

fi =
∑

k

(
G(ti, pk)

1 +
∑

j G(tj , pk)

)2

(4)

Such a function helps to maintain the diversity of the team population with
the objective of letting the more specialist teams exist long enough to be sub-
sumed into the teams labeling the ‘low hanging fruit’. The other element to
diversity maintenance takes the form of the competitive coevolutionary relation-
ship between team and data subset (Sect. 3.2). Moreover, maintaining diversity
across a population provides the basis for independent cycles of evolution in
which new solutions describe their actions in terms of previously evolved teams.
This results in a hierarchy of teams or stacking [12,19].

After all the teams have their fitness evaluated on the current data subset,
they are ranked and the bottom GT% of the population are deleted leaving a
parent pool from which GT% children are composed. Any Learners from the
learner population that are not indexed by the parent pool are also deleted.
Variation operators are applied hierarchically to compose new teams/learners
by first cloning GT% teams (selected uniformly) and learners in order to avoid
disrupting working relationships in the respective team and learner parent pools.
Further details of variation can be found in the earlier works [5,14].

3.2 Competitive Coevolution

SBB coevolves a ‘point population’ (P), the content of which defines the data
subset from which fitness evaluation is performed. The point population is strati-
fied such that each class is represented equally with GP% of the point population
replaced at each generation. Although new training records are sampled uni-
formly from the original training partition to replace the GP% records deleted
4 Otherwise a trivial redundancy appears.
5 A single learner would only be able to suggest a single class.
6 All data labeled as the same class.
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at each generation, records are prioritized to remain in the data subset using
the concept of distinctions [7]. Record pk is said to form a distinction between
two teams, ti and tj if G(ti, pk) > G(tj , pk). This results in an P × (T 2 − T )
matrix of distinctions. Fitness sharing can also be applied to the resulting matrix
of distinctions [5,7,14]. Records are then prioritized for retention in the point
population that, for example, identify a single team as classifying a record than
no other team can classify.7

4 Results

4.1 Datasets and Parameterization

Benchmarking is performed across two recent large intrusion detection datasets
CTU-13 [8] and the Kitsune network attack dataset [17] and the historically
relevant KDD-99 dataset. Summary dataset statistics appear in Table 1.

The CTU-13 dataset8 contains seven different types of Botnet traffic and is
described using 8 features derived from flows provided by the Argos Netflow gen-
erator. The task is posed as separating normal from Botnet, i.e. anomaly detec-
tion. This results in a relatively balanced distribution of attack versus normal,
but under a low dimensional feature space. This means that feature engineering
will likely be necessary in order to provide effective anomaly detectors.

The Kitsune dataset9 describes eight different types of attack, includ-
ing Man-in-the-Middle, Denial-of-Service and probing/scanning. Moreover, the
devices used to collect the data are representative of IoT applications (e.g. web
cams and baby monitors). Each flow is described in terms of 115 features with
the goal of the classifier to identify each type of attack (as well as normal traf-
fic). The high dimensionality is assumed to provide the basis for better classifier
accuracy. With this in mind, the goal of the classifier is to identify each attack
instance as well as normal. The class distribution is imbalanced with 4 classes
appearing in less than 0.5% of the data.

Finally, the KDD-99 dataset10 has been deployed in multiple ways over
the years, e.g. anomaly only, distinguish between the 5 attack types and normal.
In this work, the full 23 class formulation is assumed, where this represents
a particularly challenging task scenario as individual attack types should be
identified and the high degree of class imbalance is present.

Algorithm parameterization is performed using a grid search. In the case of
BStacGP and SBB the resulting parameterizations are reported in Tables 2 and
3 respectively. In all cases 30 runs are performed. Test data is employed post
training and does not inform parameter choices. XGBoost [2] and Decision Trees
[18] are also subject to task specific parameter tuning, but space restrictions
preclude an enumeration of the parameters.
7 Put another way, without a specific training record, the significance of a Team would

be lost.
8 https://www.stratosphereips.org/datasets-ctu13.
9 https://archive.ics.uci.edu/dataset/516/kitsune+network+attack+dataset.

10 https://www.openml.org/search?type=data&sort=runs&id=1113&status=active.

https://www.stratosphereips.org/datasets-ctu13
https://archive.ics.uci.edu/dataset/516/kitsune+network+attack+dataset
https://www.openml.org/search?type=data&sort=runs&id=1113&status=active
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Table 1. Dataset properties. #Train and #Test are the cardinality for training and
test partitions respectively. D is the number of features and C the number of classes.
Class Distribution reflects the (approx.) distribution of each class. Largest single class
corresponds to ‘normal’. All the rest are different instances of an attack

Dataset CTU-13 Kistume KDD-99

#Train 560,792 735,612 247,010
#Test 240,340 315,263 247,010
Dimension (D) 8 115 41
Labels (C ) 2 9 23
Class Distribution (%) 55/ 45 75.8/ 6.7 /5.4/ 4.3/

4.3/ 2/ remaining
with <0.5%

48.1/ 33.8/ 16.7/ 0.4/
0.3/ 0.2/ 0.17/ 0.17/
0.16/ 0.04/ 0.04
remaining with <0.001%

Table 2. BStacGP parameters. MaxBoost through to Gap are defined in Algorithm
1. MaxBins appears in Fig. 1. β is the bin purity threshold

Dataset CTU13 Kitsune KDD99

MaxBoost 10 100 200
MaxGen 2 1 10
Pop 300 1000 300
Gap 30% 30% 30%
MaxBins 100,000 30 100
β 2 2 2

4.2 Benchmarking Comparison

Table 4 summarizes performance on the test partition using the Balanced Accu-
racy and macro F1-score metrics [9] (averaged across 30 champions identified
from training runs). In addition, we also capture multiple statistics to quan-
tify the complexity of a solution. We note that XGBoost provides the most
accurate solutions, but also typically the most complex. Solutions based on the
Decision Tree method will always have the least number of trees (1), but are
not necessarily the simplest solution (high Tree Depth and/or Total number of
nodes). Solutions identified by SBB typically concentrate on classifying the most
frequently occurring classes (difference between Balanced Accuracy and macro
F1-score) and are therefore generally not competitive.

Under the balanced two class CTU13 dataset, decision tree solutions were
the most complex, whereas they were the simplest under the 23 class KDD99
dataset. We also consider the impact of attempting to reduce the decision tree
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Table 3. SBB parameters. MaxGen/Team/Length represent max. generations/team
size/num. nodes per tree. #levels is the max. depth of the hierarchy. Gap is the number
of individuals replaced in the ‘point’ and ‘team’ populations respectively

Dataset CTU13 Kitsune KDD99

#levels 10 5 10
MaxGen 10,000
MaxTeam 10
MaxLength 96
Pop. Size 200
Gap 20 (10)

and XGBoost solutions to match the complexity of BStacGP.11 These results
are summarized in the last two columns in Table 4. It is apparent that reducing
the complexity of decision tree or XGBoost (to that of BStacGP) has a negative
impact on macro F1-score.

Table 5 reports the typical training time for constructing classifiers using each
approach. The two GP approaches are the slowest, particularly with respect to
the CTU13 and KDD99 datasets. On the largest cardinality dataset (Kitsune),
however, BStacGP runtimes were in the same order of magnitude of runtime as
recorded for XGBoost. Moreover, BStacGP runtimes were very consistent across
all three datasets. Decision tree training was always the fastest (only constructs
a single classifier), but appeared to slow considerably on the Kitsune dataset.
SBB was by far the slowest and most variable.

4.3 BStacGP Behavioural Properties

XGBoost deploys all the ensemble to label every data record. This makes it
difficult to learn from the resulting model (e.g. identify the most discriminatory
features) as well as costing more computationally. Decision trees need only use
part of a tree to make a decision, but as the tree depth increases, it also becomes
increasingly difficult to provide knowledge transfer. BStacGP on the other hand
explicitly organizes trees hierarchically as a stack. A tree either provides a label
or declares a data point as ambiguous. Only ambiguous records are forwarded
to the next tree (Sect. 2.2). This means that only a single tree is responsible for
making each prediction.

CTU13 is formulated as a two class, low dimensional task for which fea-
ture engineering appears to have taken place, Fig. 2. There are only two trees in
the stack, with a comparatively high complexity (Table 4). No particular pref-
erence to predicting normal/attack appears across the layers, and both trees
appear to have a similar complexity. Conversely, Fig. 3 illustrates how a BStacGP

11 BStacGP average rank of 1.33 for total number of nodes, versus an average rank of
2.67 and 3.67 for decision tree and XGBoost.
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Table 4. Test performance. Bal acc. is the balanced accuracy metric as applied to all
classes. F1-score is the multi-class ratio of precision to recall with equal class weighting.
# Trees are the number of trees appearing in a solution. Tree Depth is the max. tree
depth. Total # nodes is the total operator count across all components of a solution.
†denotes the best test classification performance of the simplest solutions. Bold are the
best classification performance ignoring model complexity

CTU13

Model BStacGP SBB DT XGboost simple DT simple XGboost

Bal. acc. 93.1† 80.9 96.0 96.0 92.3 88.8
F1-score 93.1† 81.1 96.1 96.0 92.1 88.8
#Trees 2 3 1 100 1 5
Tree Depth 5.43 4 49 6 15 4
Total #nodes 86.2 184 44,659 9,834 99 147

Kistume

Model BStacGP SBB DT XGboost simple DT simple XGboost

Bal. acc. 90.7 91.1 99.8 99.9 89.5 96.2†
F1-score 92.0† 49.1 99.6 99.9 84.2 80.2
#Trees 28.5 9 1 1,000 1 20
Tree Depth 1 4 35 3.42 11 2
Total #nodes 85.5 383.3 555 15,250 89 136

KDD-99

Model BStacGP SBB DT XGboost simple DT simple XGboost

Bal. acc. 73.5 68.4 68.0† 85.8 – 63.5
F1-score 71.5 44.7 69.9† 81.0 – 62.0
#Trees 101 16 1 2,300 – 69
Tree Depth 2.59 4 34 1.92 – 3.14
Total #nodes 817.8 857.5 405 13,790 – 855

Table 5. Training times (approx). All times on a common Intel i7012799H computing
platform. SBB, BStacGP and Decision Trees perform training using a single thread
whereas XGBoost employed 20

Dataset CTU13 Kitsune KDD99

Decision Tree ≈1 s 5.2 min ≈1 s
XGBoost 14 s 10 min ≈1 s
BStacGP 5–6min 13 min 10min
SBB 30min to 45 h

solution decomposes the Kitsune test partition. There are 53 trees in this par-
ticular champion (x -axis). In the case of normal (subplot (a)) predictions are
made cumulatively across the entire stack whereas for SSDP flood (subplot (e))
most predictions are made early on, particularly level 0. Fuzzing operations are
detected by classifiers at levels 3 and 27 in particular (subplot (b)). The majority
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of man-in-the-middle attacks (ARM MitM and Video Injection) are also asso-
ciated with specific levels of the stack (level 4 and 10 respectively). Conversely,
the SYS DoS attack is identified much later in the stack (subplot (f)).

Fig. 2. BStacGP trees under CTU13 test partition. Hit, Miss and Confuse are the
counts of correct, incorrect and ambiguous bin associations respectively

Figure 4 (top row) illustrates the specific predictions on Kitsune correspond-
ing to particular levels of the BStacGP solution from Fig. 3. Moreover, all the
trees comprising this stack take the form of decision tree stumps (a single arith-
metic operation with two features) as follows: level 0: x62−x27; level 3: x62+x58;
level 10: x62 + x9; and level 48: x6 − x27. Figure 4 (bottom row) illustrates the
frequency with which different features are indexed across all trees for 3 example
classes. Thus, feature 62 is frequent and common to all, but features 27, 58 and
9 (or 20) are frequent and specific to each class.

Figure 5 provides a summary of test behaviour from a BStacGP solution over
6 classes from the KDD99 dataset. There are 117 levels to this stack. It is again
clear that specific trees contribute specific properties, albeit with a collection of
trees distributed across the stack classifying each class. However, the ‘Smurf DoS’
class represents an exception in which all 140,000 instances are correctly labeled
by a single tree (subplot (b)). Moreover, the consistently low miss rates indicates
again that the BStacGP classifiers are incrementally ‘picking off’ very specific
behaviours from particular classes. Thus, the Neptune DoS attack appears to
be labeled by 4 trees from the stack (subplot (c)), whereas ≈75% of Warez r2l
attacks are detected by 2 trees (subplot (d)). Similarly, ≈90% of the Satan and
ipsweep probe behaviours are detected by 3 to 4 trees (subplots (e) and (f)).
Given that these preferences also appear under the training condition, specific
trees and features can again be associated with specific attacks.

Figure 6 (top row) illustrates specific predictions on KDD99 corresponding
to particular levels of the BStacGP solution from Fig. 5. It is again apparent
that trees with very specific properties/functions result. Moreover, these trees
are also relatively simple. For example:
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Fig. 3. Operation of BStacGP under Kitsune test partition. x -axis is the stack level,
y-axis is the number of the class labeled correctly (orange), incorrectly (green) or ‘I
don’t know’ (blue). Only the latter are forwarded to the next stack level for labelling

Fig. 4. Example classifier performance under Kitsune test partition. (X) indicates stack
level. Bars represent number of miss/correct/confuse predictions per class. (FF) indi-
cates feature frequency across the entire class
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Fig. 5. Operation of BStacGP under KDD-99 test partition. x -axis is the stack level,
y-axis is the number of the class labeled correctly (orange), incorrectly (green) or ‘I
don’t know’ (blue). Only the latter are forwarded to the next stack level for labelling.
6 of 23 classes shown due to space restrictions

Fig. 6. Example classifier performance under KDD99 test partition. (X) indicates stack
level. Bars represent number of miss/correct/confuse predictions per class. (FF) indi-
cates feature frequency across the entire class
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– Smurf DoS (level 82 tree): x31 + x19 + (x2 × x3) − x20 − x23

– Neptune DoS (level 21 tree): (x17 − x2) × (x28 − x24) + x11 + x17 − x2

– Satan probe (level 19 tree): x18 + (x2 + (x27 − x16))

Fig. 6 (bottom row) illustrates the frequency with which specific features are
utilized across all trees for 3 classes. Feature 2 is common to all, but other
features appear to be class specific, e.g. feature 3, 19, 20, 23, 31 (Smurf), 17 24,
28 (Neptune) or 16, 18, 27 (Satan).

5 Conclusion

IoT or edge computing devices increasingly represent the entry point for net-
work borne attacks. Such devices typically have a limited computing capability.
However, as the first point of entry they also represent the first opportunity
to minimize the impact of malicious behaviour. We conduct a benchmarking
study in which we build candidate (machine learning) detectors from three rather
different datasets representing different perspectives on the intrusion detection
task (balanced anomaly detection, imbalanced high dimensional feature space
over 9 classes or imbalanced high class count over a medium number of fea-
tures). XGBoost provided the best classification accuracy, but also represented
solutions that are opaque (thousands of trees). Conversely, the preferred evolu-
tionary ensemble (BStacGP) provided increasingly transparent solutions as the
number of classes and/or dimension of the feature space used to describe the
task increased. In effect, the amount of feature engineering appears to decrease
as the number of features increases, making for trees that often only consist of
1 to 5 nodes. Moreover, such trees are highly discriminatory in that they pro-
vide labels for classifying significant amounts of specific classes. Attempting to
tune XGBoost to the same complexity as BStacGP had particularly negative
consequences for classification performance, precluding their use for intrusion
detection on IoT devices.

Future research will continue to investigate new ways for constructing evolu-
tionary ensemble methods in order to both scale to higher dimension/cardinality
and develop better interpretability.

Acknowledgements. Circos plot constructed using http://circos.ca.
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Abstract. Evolutionary computation (EC) has a great potential of
exploiting parallelization, a feature often underemphasized when describ-
ing evolutionary algorithms (EAs). In this paper, we show that the
paradigm of stream processing (SP) can be used to express EAs in a
way that allows the immediate exploitation of parallel and distributed
computing, not at the expense of the agnosticity of the EAs with respect
to the application domain. We introduce the first formal framework for
EC based on SP and describe several building blocks tailored to EC.
Then, we experimentally validate our framework and show that (a) it
can be used to express common EAs, (b) it scales when deployed on
real-world stream processing engines (SPEs), and (c) it facilitates the
design of EA modifications which would require a larger effort with tra-
ditional implementation.

Keywords: Parallellization · Design of EAs · Distributed computing

1 Introduction

Artificial intelligence (AI) has witnessed significant growth in recent decades,
propelled by advancements in hardware and the establishment of de-facto stan-
dard frameworks with rich application programming interfaces (APIs). These
frameworks play a pivotal role in decoupling aspects such as efficient imple-
mentation and interfacing with diverse hardware platforms. Despite this overall
progress, not all AI-related techniques have advanced uniformly. EC, the focus
of this paper, has seen the emergence of numerous fragmented and specialized
frameworks with limited customizability and in need of structural modifications
to address crucial aspects like scalability and parallel/distributed execution [2].

To make a significant step towards enhancing the adaptability and perfor-
mance of EC, we present here a novel approach to overcome these limitations by
leveraging a state-of-the-art computing paradigm named SP, widely adopted in
the IoT-to-Cloud continuum [6,11,15,24]. SP allows to describe forms of com-
putation which occur over streams of items that flow over time. By connecting
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simple (or complex) SP building blocks, either stateless of stateful, and orga-
nizing them in graphs called queries, one may describe complex workflows in an
elegant way. Moreover, and more importantly, SP is more than a scientifically
mature field [4,30,34]: there exist many widespread software frameworks which
are used in real-world production-level applications [17] and nicely couple with
different kinds of distributed computing systems [16,29]. On the other side, most
of the significant EAs used in EC are population-based and iterative. In prac-
tice, this means that several candidate solutions exist during the execution of
an EA and they are modified over time by re-iteratively applying a small set
of operations (e.g., selection, variation, evaluation), combined in simple or more
complex ways. The potential link between SP and EC is hence clear: candidate
solutions, i.e., individuals in the EC jargon, are the items that can be processed
by SP blocks in EC-aware queries that reflect the overall working principles of
the EA.

In this work, we lay down this link and propose the first formal framework
based on the SP paradigm for EC. We describe a number of SP blocks, called
operators, tailored to EC which may be used to define different EAs, without
imposing limitations on the kind of entities the EA can work on. In fact, one of
the strong points which has favored the usage of EC in very different domains
is its capability to work with different kinds of solutions (e.g., numerical formu-
lae [18], Boolean functions for cryptography [31], security policies [20], robotic
controllers [27]) and hence on different domains [5]. With most of these solution
kinds, simply resorting on GPU-based parallelization would not be enough. In
contrast, SP facilitates seamless adaptation of existing EAs to different domains
while decoupling the support for efficient parallel/distributed execution on larger
and more heterogeneous computing systems.

We validate our proposal experimentally, by using our SP framework to
implement two EAs and applying them to five problems with two kinds of solu-
tions (bitstrings and mathematical formulae). We show that the implementations
of stream-based EAs are effective and we provide evidence of how simultane-
ous executions (jobs) can be customized without requiring alterations to the
underlying implementation. We also showcase the advantages of decoupling EA
definition and execution in SP with advanced intra- and inter-job customiza-
tion options such as merging of populations from different jobs at runtime, to
trade-off fitting performance and job completion time.

To our knowledge, this is the first attempt to port EAs into the realm of SP.
However, the power of SP has already been harnessed for improving other AI-
related workflows [22,23], mostly based on machine learning (ML). Conversely,
AI and ML proved useful to tune and optimize SP tasks. Actually, most of the
existing literature (e.g., [33]) focuses on the latter case, which is not relevant to
our work. Concerning the first case, i.e., SP for AI, we note that Apache Flink
provides a set of ML APIs [8], which, however, do not support any EA. As stated
in [3], the integration of ML within stream processing is still at its early stage,
with many systems that support efficient data distribution across ML jobs but
that, under the hood, still rely on RPC calls to external frameworks for carrying
out the actual learning processes.
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For what concerns the parallelization of EAs [1], many previous works tar-
geted specific hardware platforms, with an increasing interest in the last decade
in those based on GPUs [19,28]. However, despite the EC community acknowl-
edges that scalability and exploitation of large computing infrastructures are
key goals [14], the SP paradigm has not yet been applied to EC. Nevertheless,
modern EC software [9,21] is often designed to exploit concurrency.

2 Preliminaries: Stream Processing

2.1 Definitions

A stream S is an unbounded sequence of tuples defined over the attributes
A(S) = {τ, a1, . . . , ap}, where each attribute a has a domain V (a). τ is a special
attribute called timestamp defined in a time domain V (τ) = T ∪ R, T being the
time domain. A tuple t of a stream S is composed of |A(S)| = p + 1 attribute
values, with each value v(a, t) ∈ V (a), with a ∈ A(S).

For the sake of brevity, we write V (A(S)) for the set of all possible tuples
defined on the attributes A(S) of a stream S, i.e., V (A(S)) = T × V (a1) × · · · ×
V (ap) with A(S) = {τ, a1, . . . , ap}. Moreover, we define Aτ (S) = A(S)\{τ} and,
accordingly, we write v(Aτ (S), t) for the part of the tuple of t consisting of all
the attributes without the timestamp, i.e., v(Aτ (S), t) = 〈v(a1, t), . . . , v(ap, t)〉 ∈
V (Aτ (S)).

In the literature [12], several models build on different assumptions about the
ordering of tuples within a stream S based on their τ attribute. For generality,
we do not impose a total order on τ , but only assume there can exist substreams
Sk ∈ S so that ∀ti, tj ∈ S, k(v(Aτ (S), ti)) = k(v(Aτ (S), tj)) =⇒ v(τ, ti) ≤
v(τ, tj), where k(v(Aτ(S), t) is an arbitrary function applied on any attribute
value of tuple t, implies ti is observed before tj in S.

A stream processing query (or simply query) is a directed graph where nodes
are either sources, operators, or sinks and edges are streams. A query meets
the following criteria: (a) sources have no incoming streams, (b) sinks have no
outgoing streams, (c) and operators have at least one incoming and one outgo-
ing stream. Sources generate tuples over time. Sinks consume tuples. Operators
process tuples from input streams and produce tuples to output streams, not
necessarily resulting in each tuple in the input stream becoming a tuple in the
output stream. We describe operators in the next section.

2.2 Operators

Operators are either stateless or stateful. Stateless operators do not maintain a
state that evolves based on the tuples they process, while stateful operators do.
Since a comprehensive overview of common operators found in SPEs [12] is not
within the scope of this contribution, we present next the ones we consider in
our work.
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Merger. This is a stateless operator with n input streams Sin,1, . . . , Sin,n and
one output stream Sout, such that A(Sin,1) = · · · = A(Sin,n) = A(Sout). We
denote by M a Merger operator.

Merger outputs each input tuple of each input stream on the output stream,
keeping unmodified the timestamp and each attribute.

Delayer. This is a stateless operator with one input stream Sin and one output
stream Sout, such that A(Sin) = A(Sout) and is defined by a delay value δ ∈ T.
We denote by D[δ] a Delayer operator with its parameter.

Delayer outputs each input tuple tin on the output stream as a tuple tout,
increasing the timestamp by δ, i.e., v(τ, tout) = v(τ, tin) + δ.

FlatMap. This is a stateless operator with one input stream Sin and n output
streams Sout,1, . . . , Sout,n and is defined by n functions f1, . . . , fn, each process-
ing an input tuple into a bag of tuples of the i-th output stream. Formally,
fi : V (Aτ (Sin)) → P∗(V (Aτ (Sout,i))). We denote by FM[f1, . . . , fn] a FlatMap
operator with its parameters.

Intuitively, FlatMap maps one incoming tuple to zero or more output streams.
Formally, for each input tuple tin and each fi, FM[f1, . . . , fn] first computes the
bag Tout,i = fi(v(Aτ (Sin), tin)), then it outputs one tuple tout,i for each element
in Tout,i to the i-th output stream, setting v(τ, tout,i) = v(τ, tin).

Aggregate. This is a stateful operator with one input stream Sin and one output
stream Sout. Aggregate is defined by: a key function fkey : V (Aτ (Sin)) → K, with
K being a discrete set of keys, that takes a tuple of Sin and returns a key; an
output function fout : P∗(V (Aτ (Sin))) → P∗(V (Aτ (Sout))) that takes a bag of
tuples of Sin and produces a bag of tuples of Sout; a window size ws ∈ R

+; and
a window advance wa ∈ R

+. We denote by A[fkey, fout, ws, wa] an Aggregate
operator with its parameters.

Intuitively, Aggregate groups incoming tuples in sets (called instances),
based on their key and timestamp, and transforms instances in outgoing
tuples; the instances constitute the state of the operator: they are initially
empty and are updated based on incoming tuples. Formally, A[fkey, fout, ws, wa]
works as follows for each input tuple tin of Sin: (1) it computes the key
k = fkey(v(Aτ (Sin), tin)); (2) it computes the epochs e1, . . . , eh ∈ N such that
v(τ, tin) ∈ [eiwa, eiwa + ws[; (3) it adds tin to each instance Ik,ei

associated with
k and ei. Finally, based on the assumption that tuples in Sk are timestamp
sorted (see Sect. 2.1), for each Ik′,e such that ewa +ws < v(τ, tin) and k′ = k, (1)
it computes Tout = fout(Ik′,e) and (2) it outputs one tuple tout for each element
of Tout with v(τ, tout) = maxt∈Ik′,e v(τ, t). After having set the tuples of Tout,
Aggregate removes the corresponding instance Ik′,e from the state.

Multiplexer. This is a specialized FM[f1, . . . , fn] with one input stream Sin

and n output stream Sout,1, . . . , Sout,n, such that A(Sin) = A(Sout,1) = · · · =
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A(Sout,n). All the fi : V (A(Sin)) → P∗(V (A(Sout))) functions are the same: they
return a one-element-bag containing the input. Hence, this operator forwards
each input tuple on each output stream. We denote by X a Multiplexer.

Filter. This is a specialized FM[f1] with one input stream Sin and one out-
put stream Sout, such that A(Sin) = A(Sout). The only f1 : V (A(Sin)) →
P∗(V (A(Sout))) applies a predicate π : V (A(Sin)) → {true, false} to the input
v(A(Sin), tin) and returns an empty bag if π(v(A(Sin), tin)) is false or a one-
element-bag containing only the input otherwise. We denote by F[π] a Filter
with its parameter.

3 EAs as Queries

We consider optimization problems defined by a search space P and a fitness
function q : P → R. We assume, without loss of generality, that q has to be
minimized, i.e., the goal is to find p� = arg minp∈P q(P ).

We employ an EA for solving the optimization problem. We do not enforce
any specific constraint on the EA. We only assume it is iterative and population-
based, i.e., that it evolves a population (formally, a bag) of individuals iteratively
until some predefined termination criterion is met. We call individual a triplet
given by an genotype g ∈ G, a phenotype p ∈ P ∪∅, which is a candidate solution
to the optimization problem, and its fitness, which can be either q(p) or ∅; for
both the phenotype and the fitness, ∅ represents the case when they are not yet
been evaluated for g. We call genotype-phenotype mapping a function φ : G → P
that allows to obtain a phenotype p = φ(g) from a genotype g: in EC terms,
φ (together with its domain G and co-domain P ) defines the representation of
solutions. We denote by I = G × P × R the set of all possible individuals for a
problem defined over P and tackled with a φ : G → P representation.

An EA has some parameters and is, in general, stochastic. We call job an
execution of an EA with some predefined parameter values: the outcome of a
job is one solution p∗ corresponding to the best individual, i.e., the one with the
best fitness in the population at the last iteration of the EA.

In the following sections, we describe how to use stream processing to describe
EAs, namely, how to express EAs as queries. To this aim, we introduce a number
of operators, defined as specializations of the FlatMap and Aggregate operators
described in Sect. 2.2, with names and functionalities which are familiar to the
EC community.

In a query representing an EA there are three kinds of streams: (a) streams
SJ of jobs, where A(SJ ) = {jobId, . . . }, V (jobId) = N, and the other
attributes describe possible other parameters of the EA; (b) streams SI of
individuals, where A(SI) = {jobId, individual} and V (individual) = I; (c)
streams SI∗ of bags of individuals, where A(SI∗) = {jobId, individuals} and
V (individuals) is P∗(I).

Finally, in a query representing an EA the time domain T is N and v(τ, t)
represents the iteration of “birth” of an individual.
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IndividualFactory. This is a specialized FM[f1] with one input stream of jobs
SJ,in and one output stream of individuals SI,out. The only f1 : I → P∗(I) takes
a job and returns a bag of n individuals where only the genotype is set, according
to the parameters of the input job. In EC terms, f1 represents the population
initialization procedure. We denote by IF[n] an IndividualFactory operator with
its parameter.

FitnessEvaluator. This is a specialized FM[f1] with one input stream of indi-
viduals SI,in and one output stream of individuals SI,out. The only f1 : I →
P∗(I) “fills” the phenotype and fitness of the individual, if they are ∅. Note
that, f1 always outputs bags of one element, i.e., ∀i ∈ I, |f1(i)| = 1. We denote
by FE a FitnessEvaluator operator.

GeneticOperator. This is a specialized FM[f1] with one input stream of bags
of individuals SI∗,in and one output stream of individuals SI,out. The only f1 :
I → P∗(I) takes the input individuals and applies a genetic operator o : G∗ → G
to their genotypes: the resulting genotype g is set as the genotype of the output
individual with φ(g) as phenotype and ∅ as fitness. As for FE, here f1 always
outputs bags of one element. We denote by GO[o] a GeneticOperator with its
parameter.

Selector. This is a specialized A[fkey, fout, 1, 1] (i.e., with ws = wa = 1)
with one input stream of individuals SI,in and one output stream of bags of
individuals SI∗,out. The key function fkey returns the jobId of the individual,
hence instances contain individuals of the same iteration and of the same job—
this is the default behavior for the Selector operator; later in the paper, we
explore different alternatives. The output function fout works as follows: let
Σ : P∗(V (Aτ (SI))) → P∗(V (Aτ (SI))) be a stochastic function that takes a bag
of individuals and returns a subbag of those individuals, then, given an instance
I, fout applies Σ to I for nsel times, hence obtaining nsel bags. We denote by
S[Σ,nsel] a Selector with its parameters.

IndividualWrapper. This is a specialized FM[f1] with one input stream of
individuals SI,in and one output stream of bags of individuals SI∗,out. The
only f1 : I → P∗(P∗(I)) takes an individual and returns a bag containing a
one-element-bag containing that individual. Hence, this operator “wraps” input
individuals in bags. We denote by IW a IndividualWrapper.

IndividualUnwrapper. This is a specialized FM[f1] with one input stream of
bags of individuals SI∗,in and one output stream of individuals SI,out. The only
f1 : P∗(I) → P∗(I) is the identity. Hence, this operator “unwraps” an input bag
of individuals to its elements, which are sent on the output stream. We denote
by IU a IndividualUnwrapper.
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3.1 Example: Genetic Algorithm (GA) Query

We here show an example of an EA expressed as a query.
We consider the case of a rather standard genetic algorithm (GA), mostly

agnostic with respect to the solution representation φ—in Sect. 4 we discuss
the experiments we performed with a bitstring representation and a tree-based
representation for mathematical formulae.

This EA works as follows. Initially, it builds a population of npop individuals,
according to a representation-specific procedure. Then it iterates the following
steps. First, it builds an offspring of npop individuals by generating 0.8npop

individuals with crossover followed by mutation and the remaining 0.2npop with
just mutation—in both cases, it selects parents with tournament selection. Then
it merges the parents with the offspring and selects the best npop individuals
that will constitute the population at the next iteration. The EA keeps iterating
for niter times. Figure 1 shows the query corresponding to this EA.

Fig. 1. The query for a standard GA. Arrow types indicate the stream types: dotted
for streams of jobs SJ , solid for streams of individuals SI , solid thick for streams
of bags of individuals SI∗ .

Σtour,n represents tournament selection: given a bag of individuals, it repeats
n times the following steps: it first selects ntour individuals—ntour being a param-
eter of tournament selection—from the bag (randomly with repetition), then it
selects the best individual in the subbag; the output is a bag of n individuals,
consistently with the parameters needed by the S[Σ,nsel] operator. Note that in
the query for this EA Σtour,n is used two times, once for generating nsel = 0.8npop

bags of n = 2 individuals (that will be the parents of a new individual built with
crossover followed by mutation), once for generating nsel = 0.2npop bags of n = 1
individual (that will be the parent of a new individual built with mutation).

Σtrunc,n represents truncation selection: given a bag of individuals, it returns
the n best individuals in the subbag—Σtrunc,n, differently from Σtour,n, is hence
deterministic. There are two operators in the query based on this selection func-
tion: S[Σtrunc,npop , 1] takes input individuals of one iteration (recall that S is an
Aggregate with ws = wa = 1 and that τ is the iteration number) and outputs
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one bag of the npop best ones. S[Σtrunc,1, 1] just outputs the best individual of
each iteration: this one is then unwrapped and sent to the sink.

The operators D[1] and F[τ < niter] govern the iterations of the EA. The
former increases the iteration number; the latter stops sending back individu-
als to the first Multiplexer when niter iterations occurred: that is, it acts as a
termination criterion.

The job source JS and the Sink represent the “start” and “end” of the evo-
lutionary optimization. Namely, we assume the source emits one job tuple upon
some user action as, e.g., the submission of an optimization task to the SPE
running the query representing the EA. On the other end, the arrival of one
individual (which is the best individual at each iteration) to the Sink might trig-
ger the storing or logging of the individual (i.e., the solution and its fitness) for
later analysis.

3.2 Example: Random Walk (RW) Query

Here we show an example of a query corresponding to another, much simpler
EA. This EA is a form of random walk (RW) where the population is constituted
by one single individual.

In detail, RW works as follows. Initially, it builds the first individual accord-
ing to a representation-specific procedure. Then, at each iteration, it mutates
the individual, used as parent, and compares the obtained offspring against the
parent. If the offspring is better than the parent, it keeps it as the parent for the
next iteration; otherwise, it keeps the parent. The EA keeps iterating for niter

times. Figure 2 shows the query corresponding to RW.

Fig. 2. The query for RW. Arrow types indicate the stream types, as in Fig. 1.

3.3 Streaming-Based Implementation Details

For ease of exposition, Sects. 3.1 and 3.2 discuss the steps performed by the
operators while processing the individuals of a single job. One of the key advan-
tages of stream processing, though, is the possibility of leveraging task/operator
pipelining and data parallelism while processing the individuals of one or more
jobs in a concurrent, parallel, and distributed fashion. In this section, we pro-
vide further insights about how stream processing achieves this while efficiently
handling the tuples flowing through operators.
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Watermarks and Result Production. In Sect. 2.2, we stated that the A
operator (i.e., the stateful operator specialized by the Selector operator S—see
Sect. 3) produces a result for Ik,e upon the reception of a tuple tin ∈ Sin so that
ewa + ws < v(τ, tin) and fkey(v(Aτ (Sin), tin)) = k.

In the examples from Sects. 3.1 and 3.2, we note all the individuals of a
job belonging to the first iteration are eventually fed to the S operator. For
such individuals to be fed to fout, nonetheless, S needs to receive at least a
tuple with the timestamp and key required to trigger the invocation of fout.
Under the hood, such triggering is based on special tuples called watermarks [12]
that only carry a timestamp and a key. In SPEs, watermarks are automatically
generated, forwarded, and processed by operators to trigger results production
while correctly enforcing operators’ semantics.

Concurrent, Parallel, and Distributed EA Job Execution. Two impor-
tant aspects must be taken into account when multiple EA jobs are carried out
at the same time by a given query. First, due to the asynchronous analysis of
streaming operators, individuals of one or more jobs could be processed at differ-
ent paces, thus advancing their iterations at different rates. Second, depending
on the fkey used by the S operator, two bags of individuals from the same or
different jobs that are not jointly processed at the i-th iteration could later be
expected to be jointly processed at the j-th iteration, with j > i (this holds true
also for their offspring individuals).

Accounting for the first aspect alone, the watermarks described in the previ-
ous section are sufficient to enforce correct semantics even when intra- or inter-
job iterations advance at different paces, since the watermark triggering the
invocation of fout on such individuals is received after all such individuals. To
handle the second aspect, though, watermarks from different keys need to be
merged, using only the minimum of the latest received values [12] as a trigger
for result production. By doing this, being Pi and P ′

i two bags of individuals
associated to two different keys k, k′ at the i-th iteration, and so that individ-
uals in Pi and P ′

i (or their offspring) are to be jointly processed in bag Pj at
the j-th iteration, with j > i, the watermark forwarded after invoking fout on
Pi cannot prematurely trigger the invocation of fout on Pj before P ′

i individu-
als/offspring are added to Pj (and vice-versa). This mechanism is transparently
handled by SPEs, as we also exemplify in Sect. 4.3.

Query Optimizations. SPEs usually compile the queries defined by users
(referred to as logical) into physical queries by automatically applying optimiza-
tions such as operator chaining and parallelization to boost performance while
preserving the semantics of the logical query [10,25]. Such a conversion is also
applied to the queries considered in this work. During such conversion, UW
operators are chained with their upstream peers. An S followed by a UW, for
instance, performs directly UW’s unwrapping upon the production of a bag of
individuals, thus avoiding unnecessary tuple communication costs between S and
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UW. IW wrapping, moreover, is transparently handled by the stream connect-
ing IW to its preceding/subsequent operator, avoiding also in this case extra
communication overheads to/from the IW operator itself.

4 Experimental Evaluation

Our experiments aim at answering the following research questions: (RQ1) does
an EA implemented as an SP query deliver the same search effectiveness of
its “classic” implementation? (RQ2) does an EA query scale, in terms of search
efficiency, with the degree of parallelism available to the SPE? (RQ3) is it possible
to express new EAs conveniently in the form of queries?

We performed the experiments considering the EAs presented in Sects. 3.1
and 3.2, each one tailored to two different representations and used to solve two
different problems. Unless otherwise specified, we set npop = 100, ntour = 5, and
niter = 100 for GA and niter = 10 000 for RW. Note that this way, both EAs
generate 10 000 new individuals for each job. For easing the comprehension, in
the following we present the results of the experiments in terms of the number
nevals of fitness function evaluations, rather than of niter.

Problems and Representations. Concerning the problems, we considered
two cases. First, we considered the classic one-max (OM) problem, in which the
goal is to find an �-long bitstring of ones: we took � ∈ {100, 1000}. The fitness
function q gives the rate of bits in the string set to zero, to be minimized. For
OM, G = P = {0, 1}�, i.e., genotypes and phenotypes are bitstrings and the
mapping function φ is the identity. We used as genetic operator omut the bitflip
mutation and as oxo the uniform crossover followed by a bitflip mutation, both
mutations with probability 0.01. We recall that RW uses only omut, while GA
uses both genetic operators. Finally, when building the initial population for
GA and the initial genotype for RW, we simply sampled � bits for each genotype
with uniform probability.

Second, we considered symbolic regression (SR), in which the goal is to find
a mathematical expression which minimizes the prediction error on a dataset
{x(i), y(i)}i=n

i=1 , with x ∈ R
p and y ∈ R. In particular, we considered the datasets

corresponding to three popular benchmarks [36]: Keijzer-6, where y =
∑j=�x1�

j=1
1
j

and the dataset contains n = 50 observations with x1 evenly spaced in [1, 50];
Nguyen-7, where y = ln(x1+1)+ln(x2

1+1) and the dataset contains n = 20 points
with x1 randomly distributed in [0, 2]; Pagie-1, where y = 1

1+x−4
1

+ 1
1+x−4

2
and the

dataset contains n = 625 points with both x1 and x2 evenly spaced in [−5, 5].
In the three cases, the fitness function q is given by the mean squared error
(MSE) of a candidate solution on the dataset—we remark that we did not use
linear scaling while evaluating individuals [35]. For SR we adopted a tree-based
representation for the individuals—when coupled with GA, they correspond to a
standard form of genetic programming (GP). In detail, the genotype space G is
the set of all the trees with a depth in [3, 8] in which the non-terminal nodes are
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• + •, • − •, • × •, •/∗•, or ln∗ • (where • represents child nodes and /∗, ln∗ are
the protected versions of the corresponding operations) and terminal nodes are
the problem independent variables xi or the constants 0.1, 1, 10. The phenotype
space P is the set of mathematical expressions corresponding to the trees in G.
With this representation, we used the standard tree mutation and standard tree
crossover as genetic operators.

Implementation and Baseline. We implemented the queries corresponding
to GA and RW (and all the stream operators adopted by them) using Flink
1.15.2 [7], a popular and well-established SPE also offered by Cloud providers
such as AWS. For the experiment related to (RQ1), we used JGEA [21] as the
classic implementation of the two EAs. We remark that both implementations
are based on Java.

We run the experiments on an Intel Xeon E5-2637 v4 @ 3.50 GHz (4 cores,
8 threads) server with 64 GB of RAM with Ubuntu 18.04. In general, the two
implementations exhibited similar performance in terms of running time: how-
ever, we remark that a thorough comparison of the computational efficiency of
JGEA against our prototypical EA queries was not a goal of this study.

4.1 (RQ1): Equivalence of Search Effectiveness

We performed 30 jobs, i.e., evolutionary runs, for each combination of problem,
EA, and implementation (i.e., query or classic). We report the results in Figs. 3
and 4 for OM and in Figs. 5 and 6 for SR. Namely, Figs. 3 and 5 show the fitness
q(p∗) of the best individual during the evolution, while Figs. 4 and 6 detail the
distribution of the best fitness at two stages of the evolution, at nevals = 1000
and at nevals = 10 000, i.e., at the end of the evolution.

Fig. 3. Best fitness (median and interq. range) during the evolution.

By observing the figures, we note that the general trend of the lines (for
Figs. 3 and 5) is similar for the two implementations, regardless of the problem
and of the EA. This finding suggests that an EA implemented as a query is
“functionally” similar to its counterpart implemented in a classic way: solutions
found with a query are as good as those found with a classic implementation.
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Fig. 4. Distribution of the best fitness nevals = 103 and 104. Over the pairs of boxplots,
p-value of the Wilcoxon test: = means that all the samples are 0.

Fig. 5. Best fitness (median and interq. range) during the evolution.

Fig. 6. Distr. of the best fitness at nevals = 103 and 104; p-values as in Fig. 4.

For each combination of problem and EA, we performed a statistical signif-
icance test (Wilcoxon signed rank, after having verified the proper hypotheses)
with the null hypothesis of equality of the means of the best fitness, at the two
stages of the evolution corresponding to nevals = 1000 and nevals = 10 000. Fig-
ures 4 and 6 report the p-values (and the underlying distributions, in form of
boxplots): in most of the cases the differences are not statistically significant.

4.2 (RQ2): Scalability

SPEs are highly optimized to exploit parallelism. We wanted to verify that this
capability holds also when the SPE is executing a query corresponding to an EA.
For this experiment, we considered the Pagie-1 problem and GA, because they
correspond to the most computationally intensive combination. We submitted to
the query a number njobs of concurrent jobs (with different random seeds), with
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njobs ∈ {1, 3, . . . , 29}, and we measured the average completion time (wall time)
for each job. We repeated the experiment four times setting Flink parallelism to
1, 2, 4, or 8 (with 4 and 8 being the parallelism degrees for which all cores are
used). Figure 7 presents the salient results of this experiment, i.e., the average
wall time vs. njobs for different parallelism degrees.

Fig. 7. Average job completion time (wall time) when performing njobs concurrent jobs
using different degrees of parallelism.

It can be seen that, provided a large enough number of jobs (here, ≈10) is
submitted to the query, the SPE can keep the average wall time constant. Also,
by comparing the different lines, one can observe that the greater the parallelism,
the lower the average time: namely, it corresponds to 9.5 s, 7.0 s, 6.2 s, and 5.5 s
for 1, 2, 4, 8 parallelism, respectively, for njobs = 9 and to 7.7 s, 4.9 s, 3.5 s,
3.0 s for njobs = 29. Note that, the gains of higher parallelism degrees are less
pronounced as Flink’s parallelization grows, especially once 5 or more jobs are
run in parallel. This is expected since the 4 available cores are fully utilized for
a parallelism degree higher than 4 or when 5 or more jobs run in parallel.

4.3 (RQ3): Expressive Power of Query-Based EAs

Quantifying the expressive power of queries for EAs, i.e., “counting” how many
sound EAs can be expressed as queries is an hard task which is beyond the scope
of this study. Nevertheless, we attempted to show concretely that a practitioner
would easily be capable of modifying an EA by acting on the query.

Beside trivial modifications involving single operators (e.g., changing the
selection function Σ of the S operators in Fig. 1 from tournament to roulette
wheel), and simple modifications of the query (e.g., removing the “lowest” path
exiting from the first X operator in Fig. 1, hence making the generational model
without overlapping), we considered a modification showcasing the ease for rich
customization enable by SP-based EA queries. In particular, we put ourselves in
the perspective of a user who does not know how to set some hyperparameter
of an EA for a given problem, considering GA applied to Pagie-1 and the set C
of constants defining the genotype space of trees as hyperparameter.

A straightforward approach would be to consider np candidates for C and
then run np jobs. Eventually, one candidate would turn out to be the best one,
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i.e., the one delivering the best solution. However, this approach would be com-
putationally heavy, because all jobs would be executed entirely, including those
corresponding to bad values of C. A smarter approach is to start np jobs in par-
allel with np candidate values for C and to merge them after a number nmerge

of bootstrap iterations, on the assumption that in the merged population the
individuals built with the best C will likely score better.

While merging jobs is not straightforwardly supported in a traditional EC
software (e.g., in JGEA it would imply a rewriting of the full GA), it is trivial in
the context of a streaming query, since all individuals (from any number of jobs)
are being processed within the same instance of the query. More concretely, this
can be achieved by customizing the fkey of the S operator, returning the same
key for different jobs after the given number of bootstrap iterations.

We realized this modification and experimentally compared it against the
expensive approach where all the candidate values are tested entirely—we
remark, however, that our goal was not to propose a novel and effective meta-EA,
but to show that realizing it is easy if it is an SP-based EA. Namely, we tested
two cases: one (“at once”) in which we started np jobs and merged all the jobs
in a single job after nmerge iterations and one (“continuous”) in which, starting
at the nmerge-th iteration, we merged two random jobs at each generation until
obtaining one single job.

Figure 8 shows the results of the comparison of this meta-EA against the
trivial approach (“baseline”) where np jobs are executed all together and entirely,
all terminating after 100 iterations. We executed 10 times each of the five meta-
EA and reported the best fitness across all their np. We set np = 30 and built
the 30 candidates for C by randomly sampling 3 values in [0, 10] for each one.

Fig. 8. Best fitness (median and interq. range) during the evolution w meta-EAs.

By observing Fig. 8, we see that the experiment highlights the differences
between meta-EAs. In particular, all the variants of the smart approach are
cheaper in terms of the overall number of fitness evaluations. Moreover, they
also appear to be faster in convergence.

5 Concluding Remarks

We proposed a formal framework based on SP for EAs in the context of EC. We
implemented two EAs in the form of SP queries, i.e., graphs of SP operators,
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and experimentally showed they are as effective as their non-SP counterparts,
i.e., the EAs implemented in a traditional way. Also, we showed that using our
framework, one may easily define new EAs or modify existing ones to explore
new algorithmic possibilities or to streamline complex experimental procedures.

We believe our work may indicate a path towards a democratized EC. SP,
a paradigm widely used in the IoT-to-Cloud continuum and offered as a service
by, e.g., AWS, may enable the effective use of EAs beyond the communities of
researchers and of specialists of specific implementations, without, remarkably,
diminishing the wide applicability of EC to very different domains. Moreover, we
think that by leveraging the existing literature aimed at characterizing [13] and
explaining [26] the execution of SP queries, EC might stand out, in the broad
family of AI, in consistency and explainability [32].
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Abstract. In many machine learning applications, there are hundreds
or even thousands of features available, and selecting the smallest sub-
set of relevant features is a challenging task. More recently, researchers
have investigated how data augmentation affects feature selection per-
formance. Although evolutionary algorithms have been widely used for
feature selection, no studies have investigated how data augmentation
affects their performance on this challenging task. The study presented
in this paper investigates how data augmentation affects the performance
of evolutionary algorithms on feature selection problems. To this aim, we
have tested Genetic Algorithms and Particle Swarm Optimization and
compared their performance with two widely used feature selection algo-
rithms. The experimental results confirmed that data augmentation is a
promising tool for improving the performance of evolutionary algorithms
for feature selection.

1 Introduction

In recent years, machine learning has seen a strong growth in the number of fea-
tures used to represent the ever-increasing data collected. Unfortunately, in many
applications, a part of those features may be redundant or irrelevant with respect
to the target concept of the problem at hand. Those features may give rise to
the curse of dimensionality phenomenon: when the dimensionality increases, the
volume of the space increases so fast that the available data becomes sparse. This
sparsity negatively affects the performance of the learned models and increases
training time complexity. Those harmful features can be identified and then
eliminated by using feature selection techniques. Feature selection refers to the
process of finding the smallest subset of relevant features to use for the model
construction. Feature selection is a search problem in the search space made of
all the possible subsets of the available features. In addition to a search strat-
egy, feature selection requires an evaluation function to estimate feature subset
quality. Evaluation functions can be divided into two wide categories, namely
filter and wrapper. Filter functions are based on statistics measures, whereas
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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wrapper functions use the performance achieved by a given classification algo-
rithm trained on the subset of features to be evaluated [15]. As concerns the
search strategy, the exponential nature of the search space (if N is the number
of available features, the total number of possible solutions is 2N ) makes the
exhaustive search impracticable in most real-world problems. For this reason,
many search techniques have been applied to feature selection, such as complete
search, greedy search, and heuristic search [21]. Unfortunately, the effectiveness
of most of these approaches is limited by their high computational costs or by
early stagnation in local optima.

Thanks to their global search ability, evolutionary computation (EC) tech-
niques have been widely used as search tools in feature selection problems [1,22].
Furthermore, EC techniques do not need domain knowledge and do not make any
assumptions about the search space, such as whether it is linearly or non-linearly
separable and differentiable [5,6]. Among the EC-based approaches, Genetic
Algorithms (GAs) have been widely used. GA binary vectors provide a natu-
ral and straightforward representation for feature subsets: the value 1 or 0 of
the chromosome i-th element indicates whether the i-th feature is included or
not. This allows GA-based algorithms to be used for feature selection without
any modification [7]. More recently, also Particle Swarm Optimization (PSO)
has been widely used. PSO has been inspired by the social behavior of birds
and fish. In the PSO metaphor, a swarm of “particles” (the potential solutions)
move through the search space by adjusting their velocities and positions. Par-
ticle dynamics is based on the knowledge learned so far in the search space by
stochastically toward their own best-known position as well as the entire swarm’s
best-known position. For feature selection, particles can be either binary vectors,
as in the GA algorithm mentioned above, or real-valued numbers [14]. In the sec-
ond case, the i-th feature is selected only if the i-th value in the particle is larger
than a given threshold θ [23].

Data augmentation involves creating new training data by applying various
transformations to the original data [11], and improves model performance by
increasing the diversity of training samples. Data augmentation is widely used in
deep learning to create new training images using transformations like flipping,
rotating, and scaling, among others [20]. Although less common, data augmenta-
tion is also used for tabular data. In this case, transformations include techniques
like adding noise, interpolating data, or shuffling features [26]. Also, EC-based
techniques have been used for data augmentation. In [18], the authors intro-
duce a novel approach for finding effective data augmentation strategies to train
deep neural networks in the medical imaging domain. In [16], the authors use
an evolutionary algorithm to select the input samples generated by a generative
adversarial network (GAN).

Recent studies have investigated the effectiveness of integrating data aug-
mentation and feature selection. In [25], the authors use a generative adversar-
ial network (GAN)-based technique and a hybrid feature selection method for
small sample credit risk assessment with high dimensionality. In [4], the authors
combine data augmentation and feature selection to build a data-driven sys-
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tem for automatic model recommendation in a computational physics problem.
However, although EC-based approaches have been widely used for feature selec-
tion and, more recently, data augmentation, no studies have investigated how
data augmentation affects the performance of evolutionary algorithms for feature
selection.

In this paper, we try to fill the gap mentioned above by presenting a study
in which we have tested the effectiveness of EC-based algorithms on augmented
data. In particular, we tested GA and PSO as evolutionary algorithms. To inves-
tigate the performance of GA and PSO, we first compared their performance with
the baseline results achieved without feature selection. Then, we compared their
results with those achieved by two widely used feature selection algorithms. The
first algorithm is recursive feature elimination (RFE) [13], whereas the second is
a filter-based algorithm [19], both implemented in scikit-learn [17], used as ML
backend library for the project. The experimental results confirmed that data
augmentation is a promising approach for improving the effectiveness of EC-
based algorithms for feature selection. The analysis of those results has allowed
us to define a wide range of future research activities.

The remainder of the paper is organized as follows: Sect. 2 details the pro-
posed approach, whereas Sect. 3 reports and discusses the experimental results.
Finally, Sect. 4 is devoted to the conclusions and summarizes the future work
inspired by the analysis of the experimental results.

2 The Proposed Approach

This study is aimed at investigating how data augmentation (DA) affects evo-
lutionary algorithms in feature selection (FS) problems. Our approach was to
explore how these techniques influence the performance of machine learning mod-
els, primarily in terms of accuracy and number of features selected. In the follow-
ing subsections, we detail the procedure we implemented for data augmentation
as well as the implementation of the GA and PSO algorithms considered in our
study.

2.1 Data Augmentation

Data augmentation, a pivotal technique in machine learning, is essential for
tackling imbalanced datasets and enhancing model generalization. Our algorithm
(Algorithm 1), streamlines the generation of new samples by initially creating a
set of random samples. The process involves a class-wise computation of the
mean and standard deviation for each feature in the dataset. The augmentation
process is iterative, continuing until the predetermined augmentation percentage
is met. During this iterative process, each class undergoes a procedure where
new samples are perturbed in a manner that adheres to class-wise constraints.
Each perturbed sample is then evaluated to ensure it falls within ±3σ of the
class’s feature distribution. Samples that meet this criterion are retained in the
augmented dataset, while those that do not are discarded and replaced with
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Algorithm 1: Data Augmentation with Random Noise.
Input: Dataset with N features and C classes; Percentage of augmentation P .
Output: Augmented dataset.
Load Dataset;
Generate randomly k new samples;
while P not met do

foreach Class do
Calculate the mean and standard deviation of each feature class-wise;
Pertubate samples adhering to class-wise constraints;
Evaluate if a samples falls within ±3σ of the class distribution;
if sample fits within the range then

Retain the sample in the augmented dataset;
else

Discard the sample and generate a new one;
end

end
Check the performance of the augmented dataset with a classifier
(K-Nearest Neighbors);
Ensure class balance in the distribution of new instances;

end

newly generated samples. This approach meticulously maintains the integrity
and distribution of the original dataset, introducing only slight modifications to
random instances.

The augmentation’s effectiveness is estimated using a K-Nearest Neighbors
classifier, ensuring class balance and adjusting generated sample numbers per
class as needed.

2.2 Evolutionary Algorithms for Feature Selection

PSO for Feature Selection. Particle Swarm Optimization (PSO) is an evolu-
tionary computation technique that mimics the social behavior of swarms. In the
context of feature selection for machine learning, PSO can be harnessed to iden-
tify an optimal subset of features that enhance the performance of a predictive
model.

The PSO algorithm begins with the initialization of a population of particles.
Each particle represents a candidate solution to the feature selection problem
and is characterized by a position vector in the search space and a velocity
vector that determines its movement through the search space. The position of
a particle corresponds to a specific subset of features from the dataset.

The fitness of each particle is described in Sect. 2.3. A sigmoid function is
applied to the particle’s position to decide if its value exceeds 0.5, including or
excluding each feature. This function transforms the feature’s score to a probabil-
ity, creating a binary decision process. A particle’s position, therefore, translates
to a particular selection of features.



Integrating Data Augmentation 401

Table 1. PSO parameters setting.

Parameter Value

Swarm Size 30

Cognitive Coefficient (φ1) 2.0

Social Coefficient (φ2) 2.0

Number of Iterations 60

Particle Position Limits (pmin, pmax) [−1.0, 1.0]

Velocity Limits (smin, smax) [−1.0, 1.0]

The PSO algorithm iteratively updates the particles’ velocities and positions.
This update is influenced by the personal best position of each particle and the
global best position found by the swarm, moderated by cognitive and social
coefficients. These coefficients determine the relative influence of an individual
particle’s experience and the collective experience of the swarm, respectively.

Each particle’s velocity is adjusted by considering the difference between its
current position, its personal best, and the global best positions. The velocity
update reflects a balance between exploring new areas in the search space and
exploiting known good solutions. The particles’ positions are then updated by
adding the new velocity to the current position, ensuring that particles move
towards regions of the search space with higher fitness values.

As the algorithm proceeds, particles converge towards a subset of features
that provides a balance between a high accuracy score and a low complexity
penalty. The algorithm terminates after a pre-defined number of iterations.

Upon completion, the algorithm returns the best feature subset found during
the search (Table 1 shows the parameter values used).

GA for Feature Selection. In this section, we describe the second method for
the feature selection process, using a Genetic Algorithm (GA). Traditional meth-
ods may lead to suboptimal solutions. Hence, we employed a GA to efficiently
search for the best subset of features that could yield the highest prediction
accuracy.

The GA begins with a population of potential solutions, each representing a
different combination of features. These solutions are encoded as binary strings,
where the presence of a feature in a given solution is marked as ‘1’ and its
absence as ‘0’. The GA evolves these solutions over several generations. In each
generation, the quality of each solution is evaluated according to the fitness
function detailed in the next subsection.

The evolution process involves selection, crossover, and mutation operations.
Selection favors solutions with higher fitness, allowing them to pass their genes
to subsequent generations. Crossover combines pairs of solutions to produce off-
spring that inherit features from both parents, while mutation introduces ran-
dom changes to maintain genetic diversity within the population. The algorithm
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Table 2. GA parameters setting.

Parameter Value

Population Size 50

Crossover Probability 0.6

Mutation Probability 1/#features

Tournament size 3

Number of Generations 40

Elitism Keep best

iteratively refines the population of feature subsets through these operations.
The best-performing individual (feature subset) is identified at the end of the
process. This subset provides the features that better discriminate the classes of
the problem at hand by excluding irrelevant and noisy features.

The GA’s effectiveness is measured by the quality of the final feature subset it
identifies, as well as the consistency of its performance across multiple runs. The
approach is flexible and can be adapted to various types of data and models.
This method allows for an automated and intelligent search for the optimal
feature space, potentially uncovering interactions and dependencies that are not
immediately evident using other feature selection methods (Table 2 shows the
parameter values used).

2.3 Fitness

We use a wrapper fitness function implemented using the DEAP [9] Python
library and based on the K-Nearest Neighbors (KNN) classifier, using five-fold
cross-validation as a model performance evaluation strategy. Furthermore, the
defined fitness function also considers the number of selected features. Given an
Individual I, its fitness f(I) is computed as follows:

f(I) = Acc + α

(
Ntot − Nsel

Ntot

)
(1)

Acc is the accuracy achieved by KNN on the subset of features encoded by I, α
is a penalty coefficient set to 0.01, Ntot is the total number of available features,
whereas Nsel is the cardinality of the subset encoded by I.

3 Experimental Results

As mentioned in the Introduction, this research aims to investigate the effect of
data augmentation on EC-based techniques for feature selection; for this reason,
we performed several sets of experiments. We used six datasets originating from
various application domains. We employed datasets with diverse characteristics
regarding sample sizes, features, and classes. In detail, we considered Hand [2], a
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Fig. 1. Experimental workflow.

handwriting features dataset for Alzheimer’s disease diagnosis; Isolet [3], known
as the “Isolated Letter Speech Recognition” dataset contains features extracted
from audio recordings, for speech and pattern recognition tasks; Mfeat1 and
Mfeat2 are two subsets of the Multiple Features dataset [8], containing attributes
associated with handwritten numerals. Other datasets are the Ozone [24] dataset,
related to ozone levels for monitoring and studying climate and environment, and
Toxicity [12], comprising toxic and non-toxic molecules specifically crafted for
the functional domains of a protein playing a pivotal role in regulating circadian
rhythms. For further details, please refer to Table 3.

The following subsections comprehensively describe each experiment, dis-
cussing the related results. For each dataset and experiment, we carried out
twenty runs. Figure 1 shows the overall workflow of the experiments carried
out. The first implementation refers to a baseline case, Sect. 3.1, where datasets
were directly used for classification. Instead, four feature selection methods were
exploited in the second experiment, Sect. 3.2. A third experiment, Sect. 3.3,
involved the addition of a data augmentation module. In a fourth set of exper-
iments, we investigated the behavior of GA and PSO during the evolution.
Finally, to assess the effectiveness of GA and PSO, we compared the best results
obtained using data augmentation with the baseline results as well as those
achieved without data augmentation.

To assess the performance we used the accuracy, a common metric in machine
learning that measures the overall correctness of a model’s predictions. It was
calculated as the ratio of correctly predicted instances over the total number
of instances. As we perform 20 runs, we refer to the average accuracy and its
standard deviation, which provide us with information about the stability of the
experimental results. We also report the average number of selected features, as
it is crucial in ML for efficiency, interpretability, and model performance.
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Table 3. The datasets used in the experiments.

Dataset #Samples #Features #Classes

Hand 174 90 2

Isolet 7797 617 26

Mfeat1 2000 216 10

Mfeat2 2000 64 10

Ozone 4748 72 2

Toxicity 171 1203 2

3.1 Baseline Experiment

The initial experimental setup served as a basic reference point for comparing its
performance to the subsequent experiments, which were more time-consuming
and resource-intensive. This comparison is helpful to determine whether the
added complexity and effort in more advanced experiments lead to better per-
formance. Figure 1 shows the final experimental workflow, where the baseline
case is represented as the uncoloured section of the model. The system took a
dataset, subjecting it to an initial preprocessing phase. This step is crucial for
ensuring data quality and aligning the dataset with the standards expected by
the subsequent classification algorithm. The procedure can be described through
three operations: the encoding of categorical features, the handling of missing
values, and a scaling transformation of all the features with the RobustScaler
standardization technique. The first two operations were selectively applied to
datasets where their application is meaningful and necessary. This step was the
same for every experimental setting. Once the input dataset was processed, it
was ready for the classification step. First, the dataset was split into training
(80%) and test (20%) sets. Then, the training set was employed in a Bayesian
search [10] to optimize the hyperparameters of the classification algorithm. The
Bayesian search was implemented following a 5-fold cross-validation strategy.
The chosen supervised ML algorithm is K-Nearest Neighbors (KNN), and after
the hyperparameters’ optimization, it was trained on the training set and tested
on the test set. The final output was expressed in average and standard devia-
tion accuracy, computed over the 20 runs. Table 4 shows for every dataset the
obtained value of average accuracy and standard deviation.

Table 4. Baseline experiment results in terms of average accuracy and standard devi-
ation computed over 20 runs.

Dataset AVG STD

Hand 58.8 7.1

Isolet 90.7 0.6

Mfeat1 95.7 1.1

Mfeat2 95.3 1.1

Ozone 94.1 3.8

Toxicity 67.4 5.5
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3.2 Testing Feature Selection

The second experimental setting can be evinced from Fig. 1, considering the
uncoloured section and the green box referring to the feature selection module.
It is noticeable at first glance that the complexity is increased with respect to
the baseline experiment, described in Sect. 3.1. The setup is similar to the pre-
vious one, with the addition of a feature selection module. Before the Bayesian
search, we used the training set for feature selection (FS). We tested several FS
techniques to understand which feature selection method was more convenient
and to find a good trade-off between resources and performance. In particular,
this experiment aims to compare common FS methods with those proposed in
our approach Sect. 2.2, based on evolutionary algorithms inspired by the prin-
ciples of biological evolution and natural selection. In detail, we considered two
FS algorithms:

– Recursive Feature Elimination (RFE);
– SelectKBest (SKB).

RFE performs a greedy search to find the best-performing feature subset based
on the backward elimination strategy [13]. Starting from the whole set of avail-
able features, the RFE algorithm iteratively creates models and determines the
worst-performing feature at each iteration. Then, it builds the subsequent mod-
els with the remaining features until all of them are explored. Finally, features
are ranked according to the order of their elimination. If the data contain N
features, RFE evaluates N2 subsets in the worst case. SelectKBest algorithm,
instead, is a feature selection technique that identifies the most influential fea-
tures in a dataset. It assigns scores to features based on a specified statistical test,
which measures the strength of the relationship between each feature and the
target variable. Common tests include ANOVA for regression and Chi-squared
for classification. SelectKBest then ranks these features based on their scores.
The parameter k determines the number of top-scoring features to retain. This
process effectively reduces the feature space, enabling models to focus on the
most relevant data, improving efficiency, and potentially enhancing model per-
formance. The training set was partitioned to create a validation set comprising
20% of its samples. This division is crucial, as the validation accuracy is the
scoring function for RFE and SKB obtained from the KNN algorithm.

Table 5 shows the result for the feature selection methods tested; for every
dataset, the best results are in bold. From the table, we can observe that the
best performance was achieved by PSO, which outperforms the others in four
cases out of six. PSO outperformed the remaining algorithms both in terms
of accuracy and the number of selected features. Though PSO was the best,
another interesting trend from the table is that PSO and GA performance was
comparable to the common and well-established FS method tested.
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Table 5. Feature selection results in terms of average and standard deviation accuracy
and average number of selected features computed over 20 runs.

Dataset(#features) RFE SKB PSO GA

Acc #feat Acc #feat Acc #feat Acc #feat

Hand (90) 57.7 ± 7.5 45 58.0 ± 6.9 45 58.8 ± 6.8 33.3 58.4 ± 8.0 40.6

Isolet (617) 88.8 ± 1.4 308 88.3 ± 2.1 307 92.1 ± 0.9 291.8 91.5 ± 0.7 302.1

Mfeat1 (216) 95.0 ± 1.7 108 95.4 ± 1.6 109 95.9 ± 0.9 90.9 95.8 ± 1.1 103.3

Mfeat2 (64) 96.0 ± 1.0 32 96.2 ± 0.9 31 95.3 ± 1.0 31.5 95.3 ± 1.2 36.1

Ozone (72) 91.8 ± 3.2 36 92.3 ± 3.9 37 92.4 ± 3.3 29.9 94.2 ±2.8 32.6

Toxicity (1203) 64.8 ± 5.8 600 64.6 ± 6.6 601 67.1 ± 7.5 509.9 64.4 ± 8.7 597.9

3.3 Data Augmentation and Feature Selection

The third experiment shown in Fig. 1 was conducted with the experimental set-
ting described in Sect. 3.2, with the addition of a data augmentation module
(orange box). The workflow equals the previous one, so the input dataset was
processed and split into training and test sets. This time, the training set was
first augmented and then used for feature selection, bayesian search, and finally,
for training the KNN algorithm. Using the data augmentation procedure detailed
in Sect. 2.1, we tested three augmentation percentages, namely 10%, 20%, and
30%.

Table 6 shows the results obtained. To have a complete view of how the
DA affects the performance, we also included the results achieved without DA
(0%). From the table, it is evident that increasing the augmentation percentage
generally leads to improved performance. There are exceptions to this trend,
as indicated by the Ozone dataset when using the GA method, and the Isolet
dataset in combination with RFE and SKB. However, for every dataset, the best
performance was reached with the highest percentage of augmented data; in some
cases, the increase in the accuracy reached the 5% from no data augmentation
up to the 30% of augmented data, as for the case of the Isolet dataset with
RFE. Besides this, the evolutionary FS methods outperformed the others for
four datasets out of six, whereas for the remaining datasets, their performance
was comparable to the other well-assessed FS methods. From the table, we can
also observe that for all algorithms, data augmentation did not affect the number
of features selected. Finally, comparing PSO and GA, we can see that the GA
typically selected more features than the PSO.

3.4 Investigating the Behaviour of GA and PSO

In this set of experiments, we investigated the behavior of GA and PSO during
the evolution. To this aim, we plotted the average fitness values as a function
of the generation number. Figure 2 shows those plots for three out of the six
datasets analyzed, namely Hand, Isolet, and Toxicity (the other ones showed
similar trends). To investigate how data augmentation affects evolution, we plot-
ted the average fitness for the three data augmentation percentages as well as
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Fig. 2. Average fitness trend comparison: PSO on the left and GA on the right.
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Table 6. Data augmentation and feature selection results in terms of average accu-
racy and standard deviation computed over 20 runs for every FS technique and DA
percentage.

Dataset (#features) DA (%) RFE SKB PSO GA

Acc #feat Acc #feat Acc #feat Acc #feat

Hand (90) 0 57.7 ± 7.6 45 57.9 ± 6.9 45 58.8 ± 6.8 33.3 58.4 ± 8.1 40.6

10 61.7 ± 7.0 45 60.1 ± 8.0 46 62.7 ± 7.4 38.0 62.8 ± 8.7 40.7

20 65.6 ± 6.6 45 64.5 ± 8.5 44 66.3 ± 9.9 33.1 67.6 ± 6.8 40.1

30 66.7 ± 7.2 44 64.0 ± 9.5 45 68.3 ± 6.2 34.3 69.6 ± 5.7 38.4

Isolet (617) 0 88.8 ± 1.4 308 88.3 ± 2.1 307 92.1 ± 0.9 291.8 91.5 ± 0.8 302.1

10 82.2 ± 4.6 307 81.7 ± 3.6 308 92.0 ± 0.7 294.9 91.5 ± 1.0 301.5

20 85.5 ± 3.8 308 85.9 ± 3.4 306 92.6 ± 0.7 295.6 92.4 ± 0.8 304.1

30 88.9 ± 2.2 308 87.7 ± 2.5 308 92.9 ± 0.9 292.3 92.7 ± 0.7 299.4

Mfeat1 (216) 0 95.0 ± 1.7 108 95.4 ± 1.6 109 95.9 ± 0.9 90.9 95.9 ± 1.1 103.3

10 95.5 ± 1.4 107 95.6 ± 0.9 109 96.2 ± 1.0 94.5 96.5 ± 0.8 101.2

20 96.2 ± 0.9 108 96.3 ± 0.9 109 96.5 ± 0.8 89.5 96.5 ± 0.6 105.1

30 96.5 ± 0.9 106 96.5 ± 0.9 109 96.7 ± 0.6 90.8 96.9 ± 0.9 104.6

Mfeat2 (64) 0 96.0 ± 1.0 32 96.2 ± 0.9 31 95.3 ± 1.1 31.5 95.3 ± 1.2 36.1

10 96.0 ± 1.1 32 96.1 ± 1.4 33 95.4 ± 1.4 32.0 95.2 ± 1.4 35.6

20 96.4 ± 0.9 32 95.6 ± 0.9 34 96.1 ± 1.0 32.4 96.2 ± 0.8 36.2

30 96.1 ± 1.3 32 96.5 ± 0.8 32 95.7 ± 1.3 32.1 96.2 ± 1.0 34.7

Ozone (72) 0 91.8 ± 3.2 36 92.3 ± 3.9 37 92.4 ± 3.4 29.9 94.2 ± 2.9 32.6

10 92.1 ± 3.1 37 93.3 ± 3.4 35 93.1 ± 2.4 30.2 92.8 ± 2.8 33.7

20 93.0 ± 2.8 36 93.4 ± 3.2 35 94.1 ± 2.6 29.2 93.4 ± 2.5 33.7

30 92.9 ± 2.4 36 93.2 ± 2.5 35 94.8 ± 2.1 30.0 94.6 ± 2.2 33.1

Toxicity (1203) 0 64.8 ± 5.8 600 64.6 ± 6.6 601 67.1 ± 7.5 509.9 64.4 ± 8.7 597.9

10 64.5 ± 6.6 601 67.9 ± 7.5 602 66.1 ± 5.5 511.3 62.2 ± 4.2 593.1

20 66.7 ± 9.5 601 66.9 ± 7.9 600 65.3 ± 6.3 502.7 63.4 ± 9.1 592.0

30 70.1 ± 8.9 601 67.1 ± 9.5 600 69.6 ± 8.0 519.8 68.7 ± 8.0 593.3

that without augmentation. Looking at the plots, it is easy to notice that for
each dataset the range of variation of the fitness is the same for the two algo-
rithms and that in every case the line referring to the 0% of DA never exceeds the
others, while the yellow line referring to a DA of 30% exceeds all the others: the
only exceptions occur for some generations in the first part of the evolution, as
shown in Fig. 2(a) for GA and in Fig. 2(b) for PSO. As expected, the increment
of the fitness is directly linked to the increment of the augmented data. This is
true in almost every case, except for PSO algorithm applied to Hand dataset,
where the augmentation of the 10% outperforms the one of the 20%. Another
interesting detail is that the fitness of the GA shows a more stable trend with
respect to the one given by PSO.

3.5 Comparison Findings

Finally, to assess the effectiveness of GA and PSO, we compared the best results
obtained using data augmentation with the baseline results (no FS) as well as
those achieved without DA (see Table 7). To statistically validate the comparison
results, we performed the non-parametric Wilcoxon rank-sum test (α = 0.05).
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Table 7. Comparison between baseline experiment and best performance achieved
with FS and FS combined with DA.

Dataset (#features) Baseline Without DA 30% DA

Acc FS Acc #feat FS Acc #feat

Hand (90) 58.8 ± 7.1 PSO 58.8 ± 6.8 33.3 GA 69.6 ± 5.7 38.45

Isolet (617) 90.7 ± 0.6 PSO 92.1 ± 0.9 291.8 PSO 92.9 ± 0.9 292.3

Mfeat1 (216) 95.7 ± 1.1 PSO 95.9 ± 0.9 90.9 GA 96.9 ± 0.9 104.6

Mfeat2 (64) 95.3 ± 1.1 SKB 96.2∗ ± 0.9 31 SKB 96.5∗ ± 0.8 32

Ozone (72) 94.1∗ ± 3.8 GA 94.2∗ ± 2.8 32.6 PSO 94.8∗ ± 2.1 30

Toxicity (1203) 67.4∗ ± 5.5 PSO 67.1∗ ± 7.5 509.9 RFE 70.1∗ ± 8.9 601

The values in bold highlight for each dataset the results, which are significantly
better with respect to the remaining ones, according to the Wilcoxon test. As
concerns the results that do not present a statistically significant difference, the
best two results are both starred.

From the table, we can see that the GA and PSO achieved the best sta-
tistically significant results on three out of the six datasets used (Hand, Isolet,
and Mfeat1). It is interesting to note that for the Hand dataset, feature selec-
tion without data augmentation did not achieve any performance improvement,
whereas data augmentation allowed us to achieve a large accuracy improvement
(about 10%), but selecting more features A similar behavior, but with a smaller
accuracy improvement, can be observed for Mfeat1, where data augmentation
improved the accuracy by selecting more features.

Finally, from the table, we can also see that PSO performed better than
GA on all three datasets, whereas data augmentation allowed GA to achieve
the best performance on two out of the three datasets (Hand and Mfeat1), by
selecting more features than those selected without data augmentation. These
results suggest that data augmentation makes advantageous the GA property to
select more features than PSO.

4 Conclusions and Future Work

In this research, we investigated the effect of data augmentation on the perfor-
mance of evolutionary algorithms applied to feature selection problems. To this
aim, we considered two effective and widely used evolutionary-based algorithms
for feature selection, namely a genetic algorithm and a particle swarm optimiza-
tion. They can explore a large search space of feature combinations thanks to
their search efficiency. We tested these algorithms on six different datasets and
considered different percentages of augmented data up to 30%. Finally, we also
evaluated a baseline case where no feature selection and data augmentation were
applied for comparison. For what concerns feature selection, we also tested two
well-known techniques in machine learning: RFE and SKB. As expected, the
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developed experimental settings highlighted the importance of a feature selec-
tion technique and a data augmentation procedure.

The results obtained confirm that data augmentation always produces
improvements in the performance of feature selection algorithms and that these
improvements are directly proportional to the percentage of augmented data.
In the case of the Hand dataset, the performance increment is much more sig-
nificant compared to that of the other considered databases: this behavior may
be due both to the fact that the baseline performances of the other databases,
namely Isolet, Mfeat1, Mfeat2 and Ozone, are very high (over 90%) compared
to those of Hand database (less than 60%), and to the fact that probably the
available features are less redundant. This last point is also confirmed by the
percentage of features selected for Hand database, which is lower than those of
the above databases. The only exception is represented by the database Toxic-
ity, which exhibits baseline performance rather low (less than 70% of accuracy),
similar to Hand database, but does not allow the feature selection algorithms to
achieve significant performance improvements. These results probably depend
on the limited number of samples included in the toxicity database (171), but
represented with a very high number of features (1203).

These interesting preliminary results paved the way for a wide range of future
research activities. Indeed, we plan to extend our study by considering more
datasets and evaluating different classification algorithms in both the final step
and the fitness of the feature selection. We will also investigate different metrics
for evaluating classification performance, e.g., F1-score, for imbalanced datasets.
Future research activities will also investigate how data augmentation affects the
performance of Multi-objective feature selection.
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generative approach for audio data augmentation. In: 2020 IEEE 22nd Interna-
tional Workshop on Multimedia Signal Processing (MMSP), pp. 1–6 (2020)

17. Pedregosa, F., et al.: scikit-learn: machine learning in Python. J. Mach. Learn.
Res. 12, 2825–2830 (2011)

18. Pereira, S., Correia, J., Machado, P.: Evolving data augmentation strategies. In:
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Abstract. As global mortality rates rise alongside an increasing inci-
dence of skin cancer, it becomes increasingly clear that the pursuit of an
effective strategy to combat this challenge is gaining urgency. In tradi-
tional practices, the diagnosis of skin cancer predominantly depends on
manual inspection of skin lesions. Despite its prevalent use, this approach
is beset with several limitations, such as subjectivity, time constraints,
and the invasive nature of biopsy procedures. Addressing these obsta-
cles, the burgeoning field of Artificial Intelligence has been instrumental
in advancing Computer Automated Diagnostic Systems (CADS) for skin
cancer. A critical aspect of these systems is feature extraction, a process
crucial for discerning and utilising key characteristics from raw image
data, thereby bolstering the efficacy of CADS. This study introduces a
feature extraction model that evolves automatically, leveraging the prin-
ciples of genetic programming and cooperative coevolution. This method
generates a ensemble of models that collaboratively work to extract dis-
cerning features from images of skin lesions. The model’s effectiveness is
evaluated using a publicly accessible dataset, whilst further analysis per-
taining to interactions between the decomposition of image colour chan-
nels are explored. The findings indicate that the proposed method either
matches or significantly surpasses the performance of established bench-
marks and recent methodologies in this field, underscoring its potential
in enhancing skin cancer diagnostic processes.

Keywords: Skin cancer · Genetic programming · Machine learning

1 Introduction

Skin cancer, a pervasive global health concern, is primarily categorized into
non-melanoma skin cancer (NMSC) and cutaneous malignant melanoma (MM).
NMSC, including Basal Cell Carcinoma (BCC) and Squamous Cell Carcinoma
(SCC), accounts for the majority of cases but is less deadly compared to MM,
which constitutes less than 5% of cases yet is responsible for about 65% of skin
cancer-related deaths [1].

Currently, skin cancer diagnosis predominantly relies on manual examination
of skin lesions, either through self-examination or by healthcare professionals,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. Smith et al. (Eds.): EvoApplications 2024, LNCS 14634, pp. 413–429, 2024.
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particularly dermatologists. Dermatologists use specific dermoscopic criteria for
diagnosis, which involves pattern analysis, the 7-point checklist, the Menzies
method, and comprehensive methodologies like the Colour, Architecture, Sym-
metry and Homogeneity (CASH) and Asymmetry, Border, Colour, and Dermo-
scopic structures (ABCD) [2–7].

However, several limitations are associated with these diagnostic approaches:

1. Inherent Subjectivity: Diagnostic conclusions can vary among specialists
due to the subjective nature of manual evaluations, leading to potential dis-
crepancies in treatment decisions and patient outcomes [8].

2. Time Constraints: The high demand for dermatological services often
results in limited examination time, possibly leading to missed or delayed
diagnoses with serious prognostic implications [9].

3. Invasiveness of Biopsy Procedures: When manual examination is incon-
clusive, biopsies are conducted. This procedure can cause discomfort or pain,
adding to the patient’s emotional and physical burden [10].

4. Challenges in Early Detection: Early stages of skin cancer, especially
MM, are difficult to detect with the naked eye, often leading to delayed diag-
noses and complicated treatment protocols [11].

In response to these challenges, the integration of Artificial Intelligence (AI)
in healthcare, particularly Computer Automated Diagnostic Systems (CADS), is
gaining traction. CADS, enhanced by the rapid advancement in AI and compu-
tational capabilities, holds the potential to improve the accuracy and efficiency
of skin cancer detection, addressing the limitations of manual examinations [12].
Despite its potential, AI in the realm of skin cancer detection faces substantial
challenges. The complexity of hand-crafting feature extraction (FE) algorithms
introduces development intricacies and limits scalability. The uninterpretable
nature of feature extraction in many AI models can deter medical professionals’
trust in AI-based decisions.

The application of AI in skin cancer diagnosis, especially through CADS,
offers a promising avenue to overcome the limitations of manual diagnostic meth-
ods. By enhancing accuracy and efficiency, AI could drastically contribute to
better prognostic outcomes in skin cancer patients.

Genetic Programming (GP), is a technique known for evolving tree-
structured programs to solve specific problems. Since the early 1990s [13], GP
has seen successful applications in various fields, notably in image processing [14]
and feature detection/extraction [15]. The concept of co-operative co-evolution
(CC), often integrates with GP. CC tackles complex problems by breaking them
down into simpler sub-problems or ‘species’ [16]. Each species evolves indepen-
dently, with the performance of an individual evaluated based on its interaction
with top performers from other species, known as the ‘context vector’.

GP plays a significant role in AI-based CADS for detecting skin cancer. Ain
et al. [17] utilised GP on dermoscopic images to develop a melanoma detection
method, incorporating both domain-independent features, such as LBP descrip-
tors, and domain-specific features from the 7-point dermatology checklist [17].
Their research demonstrated the efficacy of combining these feature types in
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classification, with GP models achieving high accuracy and interpretability in
distinguishing between benign and malignant lesions. This work underscored the
potential of pre-defined features like LBP and statistical wavelet decomposed
images in achieving top-tier results. In a subsequent study, Ain et al. introduced
a two-stage GP system (2SGP-W) for skin lesion analysis, which excelled in
feature selection and construction, outperforming existing algorithms [18].

However, these hand-crafted, pre-defined features may overlook novel dis-
criminatory attributes. Exploring ML, specifically GP, to develop an automatic
FE algorithm is therefore promising. GP’s ability to evolve feature extractors
automatically offers numerous benefits over traditional methods like LBP or
deep learning pipelines, including simultaneous feature extraction and selection.
This dual functionality enhances model efficiency, reducing errors common in
conventional methods with separately optimised components.

Support for the efficacy of GP in automatic image extraction can be found
in the scientific literature. Specifically, in their work [19], Al-Sahaf et al. utilised
GP to automatically evolve an LBP-like image, termed GP-criptor, using raw
pixel values [19]. It is important to note the complexity pertaining to FE for skin-
lesion images, marked by vast search spaces, instance diversity in both shape and
appearance, and presence of artifacts and noise, necessitates innovative solutions.
GP, with capacity to automatically navigate this intricate search space to evolve
a solution, has the potential to effectively address these challenges.

1.1 Goals

The overall objective of this study is to leverage the capabilities of GP and CC,
to automatically evolve a FE model capable of extracting discriminatory features
pertaining to the malignance of a skin lesion instance. To fulfill this goal, the
following objectives are pertinent:

– Evolving and aggregating multiple models for FE by performing colour
decomposition on each skin lesion image in adherence to CC and GP princi-
ples;

– Crafting an appropriate fitness function incorporating both distance-based
and wrapper-based measures to ascertain discriminatory features;

– Comparing the performance of the models synthesised by the proposed
method to that of canonical as well as recently proposed FE methods; and

– Offering an insight into the characteristics of the proposed method through
providing further analysis of the evolutionary process and results produced
by experimentation.
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2 Literature Survey

2.1 Feature Extraction

2.1.1 Local Binary Pattern
Local Binary Pattern (LBP), first proposed by Ojala et al. [20], can be described
as one of the widely utilised image descriptor feature extraction methods in the
field. Through utilisation of a sliding window with a fixed radius, LBP method
involves scanning an image pixel-by-pixel, starting from the top-left corner to
the bottom-right corner. Each central pixel in the sliding window is assigned a
value based on a binary comparison with its adjacent pixels. Using these values,
a histogram that represents the texture of the overall image is constructed.

LBP can be classified into two patterns, uniform and non-uniform, which
can be categorised based on the nature of the bitwise transitions. The former
(uniform) consists of at most two bitwise transitions (either from 0-to-1 or 1-to-
0), whilst the latter (non-uniform) may contain more than two such transitions.
For example, the pattern (00011110) is considered uniform, whereas (01011100)
can be classified as non-uniform. Furthermore, the classification of the pattern
has an impact on the resulting vector, this vector may be reduced if it stems
from an LBP pattern. To elaborate, the size of the vector can be represented as
2b where b is the number of adjacent pixels, but can be reduced to b(b − 1) + 3
if the pattern is uniform.

2.1.2 GP-Criptor
In [19], GP is utilised to automatically evolve a feature extractor using the raw
pixel values, known as GP-criptor. Although GP-criptor operates in a somewhat
similar manner to LBP, it automatically evolves a set of pixel formulas, thus
replacing the expert designed ones. For this reason, the evolved individual con-
sists of three stages: pixel value extraction, arithmetic operators, and encoding.
Pixel extraction involves the position of the sliding window, wherein the values
of pixels adjacent to the center are extracted, and then used as the terminal set.
From there, arithmetic operators are applied to these extracted pixels, adhering
to the evolved individual’s function set and GP tree structure. The final step
involves encoding the results into a binary string, which is then converted to a
decimal number. This number is subsequently tallied in a histogram-like data
structure. Essentially, this image descriptor allows the conversion of an image to
a histogram like feature vector, which can be fed into a machine learning clas-
sifier such as a support vector machine or k-nearest neighbour for classification
purposes.

2.2 Related Work

The swift advancement of AI in CADS has led to the emergence of innovative
technologies once considered purely fictional. A groundbreaking demonstration
of this shift occurred in 2017 by Esteva et al., wherein they introduced a compu-
tational model that outperformed board-certified dermatologists in diagnosing
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Fig. 1. The overall algorithm of the proposed method.

skin cancer in terms of both accuracy and speed [12]. This achievement has
sparked a surge in research on the application of deep learning in skin cancer
detection, focusing on the development and refinement of FE algorithms.

Deep learning (DL), deeply rooted in neuroscience, is a subset of AI that
utilizes complex ML techniques to replicate the brain’s intricate neural networks
[21]. Codella et al. Were among the pioneers using DL for skin cancer diagnosis,
applying the Caffe DL framework to extract features from skin cancer images
that are essential for distinguishing between classes [22]. Convolutional Neural
Networks (CNNs) are especially prominent in this field, renowned for their ability
to identify high-level feature maps with strong discriminatory power due to their
convolutional structure [23]. The prevalence of DL in skin cancer research was
evident in 2017, with 22 of the 23 studies using a CNN variant [24].

The development of research is not only confined within DL, however, with
researchers exploring other avenues to ascertain an effective AI-based CADS
system. Ain et al. juxtapose four GP-based classification methods in one of
their related works, [25]. After evaluation on two publicly-available datasets, the
authors demonstrate the efficacious nature of GP in the task of feature selection
and construction. Upon further analysis of the interpretable models, authors also
discovered that asymmetry was crucial in the task of skin cancer detection.

3 Co-operative Co-evolution Image Descriptor

3.1 Algorithm Overview

Illustrated by Fig. 1 is a diagrammatic overview of the proposed algorithm: Co-
operative Co-evolution Image Descriptor (CC-Criptor). Firstly, the contents of
the dataset is divided into a training and test split. During the training process,
the extractor sample is randomly chosen, in which 20 samples from each class are
chosen. These extractor samples are fed to the CC evolutionary process, wherein
a feature extraction model is obtained. This newly evolved model is then utilised
to vectorise both the training and the test data. This vectorised training data is
then leveraged to train a classifier, which is then tested using the vectorised test
data, to obtain the final performance of the feature extraction model.
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3.2 Model Representation

The complete evolved model consists of three sub-trees, wherein each tree repre-
sents the best performing individual of a sub-population. The representation of a
sub-population individual is in alignment with the tree-based GP principles put
forth by Koza [13], wherein terminal nodes are drawn from the terminal set and
non-terminal nodes are sourced from the function set. Numerous studies under-
score the importance of colour in the realm of melanoma detection [26,27]. Con-
sequently, it was deemed prudent to partition each data instance (image) into
three discrete sub-populations, corresponding respectively to the Red, Green,
and Blue colour channels of the data instances, wherein these sub-populations
in adherence to the co-operative co-evolution principles. Each sub-population
individual represents an evolved mathematical formula that is utilised to obtain
the feature vector. It should be noted that the decomposition into colour chan-
nels constitutes the fundamental augmentation of CC-criptor compared to GP-
criptor. Unlike GP-criptor, which generates a single individual corresponding to
the grayscale representation of the image, CC-criptor produces multiple individ-
uals, each corresponding to a different colour channel of the image.

3.2.1 Terminal Set
The terminal set for each GP tree is composed of the raw pixel values extracted
by each sliding window position. For this reason, the size of the terminal set is
determined by the size of the sliding window (w). Furthermore, it is contingent
upon the associate sub-population, as each tree encapsulates a distinct subset
of the feature space, i.e., colour channel. For example, if w = 3 (i.e., the sliding
window is 3 × 3), the terminal set for the three colour channels would consist of
Ra, Gb, and Bc, where a, b, and c each independently range over {1, 2, . . . , 9}.

3.2.2 Function Set
The function set utilised in this algorithm adheres to that which was proposed in
[19]. Specifically, this consists of four binary arithmetic operators, and one encode
operator. The binary operators, including addition, subtraction, multiplication,
and protected division, take two values as inputs, perform the specified operation,
and return a single value. Importantly, the modulation of the division function
is designed to address the division by zero scenario, returning a value of 1 in
such instances. The encode node serves as a unique function node consistently
located at the root of each tree. Specifically, the objective of this code node is to
synthesise a binary number at each position of the sliding window. It should be
noted that the number of children, denoted as h, in the code node determines
the length of the resulting binary number. This length defines the range of values
that can be represented, specifically 2h.

3.3 Feature Vector Synthesis

The primary objective of CC-criptor is to generate three GP-trees which in
turn can be utilised to convert a colour image into a one dimensional vector
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Fig. 2. Diagrammatic explanation of vectorisation process [19].

(or histogram). A sliding window used by the system which traverses the whole
image horizontally and vertically, beginning at the top left, in order to extract
pixel values at each position. In order to clearly elucidate this process, the method
can be broken down into four distinct steps, which is demonstrated by Fig. 2.

1. The pixel values of the current window are extracted and fed to the terminal
set of the GP program.

2. The GP program is utilised to evaluate this terminal set, wherein the encode
node is left with h number of children (i.e. h number of integer values).

3. The integer values of the children of the encode node are evaluated against a
threshold (thresh), in which 1 and 0 are returned for each child, if they are
greater than or less than the threshold, respectively. This creates a binary
code of length h.

4. The generated binary code is converted to decimal, and the corresponding
bin value of the histogram is incremented by one.

It must be noted that this process is repeated for each colour channel, thereby
producing a feature vector of length 3× 2h. Consequently, the generated feature
vector directly represent a histogram with the frequencies of each binary code
in each window position, which can be represented as x.

3.4 Individual Fitness Evaluation

A hybrid fitness evaluation is proposed in this work, wherein two objectives are
performed simultaneously, in a manner analogous to that proposed in [28]. To
elaborate, this fitness function was designed with the objective of having a high
accuracy on the training set, whilst concurrently maximising and minimising
the distances between instances of different and the same classes, respectively.
Specifically, this can be mathematically defined as

Fitness(x) =
(

1
1 + e−5(Dw−Db)

)
+ (1 − Accuracy) (1)

Accuracy =
Correct

Total
(2)

where Dw is the mean distance of instances that are of the same class, and Db

is the mean distance of instances that are of a different class. It must be noted



420 T. C. John et al.

Fig. 3. Skin lesion image samples from PH2 dataset.

that the specified distance measures are in complete adherence to the work of
Al-Sahaf et al. in [29].

In addition to the distance based component of the proposed fitness function,
a wrapper based function is implemented in order to ascertain the discriminatory
capability of the evolved feature extractor. In particular, the k-Nearest Neigh-
bour (k-NN) algorithm is leveraged, wherein the sample set of extracted features
are utilised to evaluate efficacy of the feature extractor as it pertains to select-
ing discriminatory features. Equation 2 delineates the accuracy evaluation of the
wrapper based function. To reduce bias arising from random train/test splits,
stratified k-fold cross-validation is employed, addressing the imbalanced distri-
bution of class samples. It must be noted that the inverse of the mean accuracy
provided by the evaluation is utilised, as fitness minimisation is the objective of
the fitness evaluation.

As elucidated [16], the fitness assessment of an individual is determined not
only on its intrinsic performance but also in conjunction with the performance
of leading individuals, termed “representatives”, from distinct species. In adher-
ence with this paradigm, every individual tree subject to a fitness evaluation
is concatenated with representatives from other species. It is of importance to
highlight that the fitness evaluation of an individual tree is contingent upon the
collective assessment derived from the entire context vector (CV), as opposed
to its isolated performance. Therefore, within a given CV, a tree exhibiting
sub-optimal individual performance may surpass the performance of a tree that
exhibits superior individual performance.

4 Experimental Design

Outlined in this section is the execution of the proposed approach, aimed at
facilitating the replication of the study’s outcomes.

4.1 Dataset

In this work, the Pedro Hispano Hospital (PH2) dataset was utilised. Estab-
lished at the Pedro Hispano Hospital in Mastosinhos, Portugal [30], the PH2
dataset was made publicly available in 2013. This compilation of images encom-
passes a total 200 dermoscopic images captured with a Tubinger Mole Analyser
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Table 1. PH2 Dataset Characteristics

Classes Num of Instances Image Size

Melanoma 40 754 × 576–768 × 675

Common Nevi 80 763 × 552–769 × 577

Atypical Nevi 80 764 × 575–768 × 576

system at a magnification factor of 20, each with a pixel resolution of 765 ×
560 pixels. The PH2 dataset consists of 8-bit RGB skin lesion images, binary
segmentation masks, and clinical diagnoses. A sample of the images utilised in
this study is exhibited in Fig. 3, wherein Figs. 3(a) and 3(b) demonstrate benign
instances, Figs. 3(c) and 3(d) illustrate malignant instances, respectively. More
specifically, a dermatologist evaluated each instance in the dataset, from which
clinical evaluations, manual segmentation of skin lesions, clinical diagnoses, and
features from the 7-point checklist were derived and provided. Table 1 elucidates
the distribution of classes present in the PH2 dataset.

In the context of this study, both Atypical Nevi and Common Nevi instances
are considered as the negative class, while Melanoma instances are designated
as the positive class. This classification is consistent with the literature [31],
thereby transforming a multi-class problem into a binary classification task.

4.2 Data Pre-processing

In the dataset, the proportion of each image occupied by the Region of Interest
(ROI) varied across instances. For instance, while the ROI might encompass half
of one image, it could cover only a quarter of another. To address this variabil-
ity and eliminate potential extraneous details, each image was cropped using
a bounding-box delineated around the ROI. Given that the focus of this task is
skin lesion classification, only the information within the ROI holds relevance for
the algorithm. Consequently, the binary mask was superimposed on the original
image, ensuring that the proposed algorithm would exclusively process the ROI.

4.3 Methods for Benchmark Comparison

In the present study, a descriptor analogous to the LBP method is proposed,
through the integration of CC and GP. LBP for feature extraction has been
leveraged in multi-stage GP-based classification models, exhibiting state-of-the-
art results [25]. As such, it would be judicious to evaluate the discriminatory abil-
ity of features solely-extracted by LBP, and compare it to that which has been
extracted by CC-criptor. Additionally, the CC-criptor represents an advance-
ment over the original GP-criptor algorithm. Given this context, it is appropri-
ate to elucidate the performance disparities between these two algorithms. The
primary objective is to ascertain whether the incorporation of CC has intro-
duced a notable enhancement in performance. Consequently, the GP-criptor is
integrated into this study for comparative analysis.
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Furthermore, it was considered prudent to contrast the outcomes of the
images derived from the CC-criptor with those from a recently published study in
the domain. In [32], Ain et al. introduced a novel technique capable of automat-
ically extracting global features from skin cancer images. This method, termed
Feature Learning approach using GP (FLGPSCD), leverages GP and combines
six commonly used image descriptors to extract these high-level features. The
researchers demonstrated the superiority of performance of their method over
both the baseline approach and the six feature descriptors on real-world datasets.

Given the pervasive use of DL in computer vision tasks, it was deemed suit-
able to benchmark the performance of our proposed method against a standard
CNN. Consequently, we adopted the LeNet-5 framework, as outlined in [33].
Where relevant, the same methodology was applied, including the utilisation of
a 5-fold cross-validation and identical pre-processing techniques.

4.4 Parameters

In this research, the k tournament selection method with k = 7 was utilised
for parent selection, combined with a one-point crossover mechanism to gen-
erate unique offspring. Uniform mutation was the chosen mutation technique,
involving random sub-tree generation and replacement in a GP tree, with the
evolutionary process concluding after 50 generations. Aligning with [19], the
experimental parameters were meticulously chosen to facilitate a fair compari-
son. The species population size (θ) was set at 50, and the Ramped Half-and-Half
method, incorporating grow and full initialisation techniques, was adopted for
population initiation. The maximum depth size was limited to 10, with initial-
isation sizes ranging from 2 to 5. Genetic operators were configured at 80% for
crossover and 19% for mutation, with an additional 1% dedicated to elitism.
This approach ensures the retention of the fittest individuals in the population,
preserving their fitness through subsequent generations.

4.5 Experimental Setup

The imbalanced structure of the dataset, combined with a limited number of pos-
itive instances, prompted the decision to employ stratified 5-fold cross-validation.
This method aims to minimise the influence of random data splits on fluctua-
tions in algorithm performance. In order to furthermore mitigate the possibility
of stochasticity playing a determining role in deviations of the performance of
the algorithms, 30 distinct experiments were conducted using different random
seeds for stochastic methods, specifically GP-criptor, CC-criptor, and LeNet-5.
It should be noted that GP-criptor was evolved with one grayscale colour channel
per instance, whilst CC-criptor utilised the red, green, and blue colour channels
during evolution. While the primary focus of this study is FE, the efficacy of the
extracted features of the GP-criptor and CC-criptor were ascertained by their
performance in a foundational classifier. To this end, k-NN, Gaussian Näıve
Bayes (GNB), Support Vector Machine (SVM), Linear Discriminant Analysis
(LDA) and Multi-layer Perceptron (MLP) classifiers were employed. It must be
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noted that LeNet-5 instead utilised fully connected neural network layers for
classification purposes, as in adherence to [33].

Table 2. Classification Performance of LBP, GP-Criptor, and CC-criptor (%). Values
represent the mean and standard deviation (mean ± std. dev.)

Classifier F1-Score Balanced Accuracy

LBP k-NN 66.39 68.63

GNB 72.96 67.37

SVM 47.45 50.00

LDA 59.82 68.22

MLP 47.45 50.00

GP-criptor k-NN 64.03 ± 4.15 59.58 ± 3.76

GNB 71.58 ± 3.01 62.55 ± 2.24

SVM 65.78 ± 3.81 61.80 ± 3.68

LDA 70.05 ± 3.57 66.35 ± 4.00

MLP 70.33 ± 3.57 63.02 ± 4.02

CC-criptor k-NN 78.28 ± 2.42 65.43 ± 2.89=

GNB 76.40 ± 2.84 65.25 ± 2.91=

SVM 75.10 ± 3.57 65.25 ± 2.81=

LDA 79.58 ± 3.13 74.83 ± 3.72↑
MLP 80.28 ± 2.27 68.87 ± 2.54=

4.6 Performance Evaluation Metrics

Owing to the imbalanced nature of both datasets, employing balanced accuracy
as the primary statistical metric was considered appropriate. Balanced accuracy
is defined as:

Balanced Accuracy =
1
2

(
TP

TP + FN
+

TN

TN + FP

)
, (3)

TP , TN , FN , and FP denote true positive, true negative, false negative, and
false positive values, respectively. The use of balanced accuracy in this study,
rather than conventional raw classification accuracy, helps to offset potential
performance disparities in the proposed method that might arise from the pre-
dominance of specific classes, as discussed earlier in this chapter. In addition to
balanced accuracy, the F1-score was utilised to provide a more comprehensive
analysis of the model’s classification capability.
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5 Results and Discussions

To determine the statistical significance between each variant in the experiments,
a two-sided, paired t-test at a 95% significance level was used for comparisons
between models. The symbols =, ↑, and ↓ indicate whether the average metrics
of the CC-criptor models are not significantly different, significantly better, or
significantly worse than those of the other models, respectively.

5.1 Binary Classification Performance of GP-Criptor
and CC-Criptor

The binary classification results exhibited by CC-criptor and GP-criptor are
shown in Table 2. Specifically, these are decomposed into algorithmic blocks ver-
tically, wherein each block demonstrates the efficacy of the features on the con-
ventional classifiers delineated in the previous section. Upon inspection of the
results, it becomes clear that LDA provides the best performance in comparison
with the other typical ML algorithms, demonstrating a mean accuracy of 74.83
± 3.72 and 66.35 ± 4.00, for the CC-criptor and GP-criptor algorithms, respec-
tively. Moreover, the results indicate that when using the CC-criptor extracted
features with an LDA classifier, the performance is statistically significantly
superior than all other permutations.

Table 3. Comparison against Benchmark Methods (%)

Classifier with Best
Performance

Mean Balanced Accuracy Best Model Performance

LBP GNB 67.37 73.67

FLGPSCD SVM 66.58 ± 5.40 73.14

LeNet-5 CNN 74.30 ± 4.12= 82.03

GP-criptor LDA 66.35 ± 4.00 77.19

CC-criptor LDA 74.83 ± 3.72= 80.63

5.2 Performance Comparison with Benchmark Methods

Delineated by Table 3, it becomes apparent that although exhibiting similar
performance for k-NN, GNB, and SVM, CC-criptor significantly outperforms
LBP in effective feature extraction when coupled with the LDA classifier. Addi-
tionally, CC-criptor has demonstrated statically significant superiority over the
FLGPSCD method when coupled with the LDA classifier. When comparing the
performance of CC-criptor with LeNet-5, both exhibit similar results. However,
a unique feature of CC-criptor is its ability to automatically evolve three inter-
pretable GP trees. These trees offer insights into the algorithm’s decision-making,
particularly in relation to the interactions among colour channels. Additionally,
CC-criptor extracts model-agnostic features suitable for various classifiers.
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6 Further Analysis

6.1 Algorithm Convergence

To evaluate the evolutionary efficacy of both GP-criptor and CC-criptor, it is
appropriate to examine the convergence graphs that display the average fitness
of the context vector for the GP and CC methodologies, respectively, across
each generation. This evaluation includes the average from the 5-folds over all
50 generations, spanning the 30 independent runs, as depicted in Figs. 4a and b.
The y-axis represents the average CV fitness for the CC-criptor and GP-criptor
algorithms, respectively. It should be noted that the fitness assessment varies
between the two methods, leading to a substantially different range of output
values for each algorithm. To address this, the y-axis has been scaled to facilitate
detailed examination of the fitness convergence. In contrast, the x-axis displays
the count of generations for both algorithms. Elucidated by the GP-criptor plot,
evolution begins at a starting fitness of 0.90 ± 0.089, then drastically decreases
to 0.75 ± 0.072 by generation 25, and then smoothly decreases to 0.72 ± 0.063
by the last generation. In contrast, the CC-criptor plot demonstrates commences
evolution with a starting fitness of 0.993 ± 0.007, however follows a more linear-
like convergence to 0.986 ± 0.009 at the halfway point of evolution, and finally
terminates evolution with a fitness value of 0.982 ± 0.010.

Fig. 4. Comparison of convergence between CC-criptor and GP-criptor.

From this dichotomy, it is immediately apparent that the convergence of GP-
criptor is substantially more drastic than that of CC-criptor. However, it must
be noted that GP-criptor only relies on the learning of one tree, as opposed to
the CV of three trees as in CC-criptor. Furthermore, the linear convergence of
CC-criptor may indicate that the algorithm has not reached full convergence,
as the last 10 generations do not demonstrate a stagnation in fitness as it does
with GP-criptor. Additionally, the smaller relative scale of change in fitness over
the evolutionary process of CC-criptor must be taken into account. Since the
population size of each method is kept consistent for performance comparison
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purposes, where GP-criptor has 150 individuals in the whole population whereas
CC-criptor has 50 individuals in each subpopulation, it is possible that the lack
of genetic diversity in each CC-criptor sub-population is not conducive to more
productive convergence.

Table 4. Performance of models on different colour decompositions (%).

Model F1-Score Balanced Accuracy

Red Colour Channel KNN 80.96 ± 3.15 58.75 ± 5.94

GNB 79.54 ± 8.07 60.02 ± 8.29

SVM 80.35 ± 0.86 51.01 ± 2.25

LDA 80.19 ± 7.38 63.53 ± 8.54

MLP 80.12 ± 0.52 50.29 ± 1.31

Green Colour Channel KNN 82.19 ± 2.83 62.26 ± 8.21

GNB 81.00 ± 4.74 60.79 ± 5.68

SVM 80.04 ± 0.31 50.10 ± 0.77

LDA 77.38 ± 7.86 59.90 ± 9.69

MLP 80.00 ± 0.00 50.00 ± 0.00

Blue Colour Channel KNN 84.08 ± 3.71 62.36 ± 8.10

GNB 84.50 ± 4.23 64.93 ± 6.23

SVM 80.65 ± 1.34 51.63 ± 3.34

LDA 74.38 ± 10.99 59.11 ± 9.61

MLP 80.12 ± 0.52 50.29 ± 1.31

6.2 Colour Decomposition Analysis

For the purpose of ascertaining the role of each colour channel on the overall
performance of the CC-criptor algorithm, each colour channel was vectorised
through utilisation of the corresponding best performing individual, with the
results of this being illustrated in Table 4. Upon observation of these results, it
becomes apparent that the results of each individual component of the model
are considerably worse than that of the model as a whole.

The juxtaposition of the performance of the whole system and each of the
individual performance is likely a reflection of the co-operative nature of the evo-
lutionary process. To elaborate, when evaluating each of sub-population individ-
uals, their performance is gauged based upon its collaborative performance with
the other members of the CV. Thus, this arises the possibility that although the
individual possesses good collaborative performance, it lacks individual discrim-
inatory ability. With none of the trees demonstrating statistically significantly
superior performance over any of the others, it cannot be claimed that any of the
colour channels contribute substantially more than the others in this proposed
method.
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7 Conclusions and Future Work

Inspired by the effectiveness of GP in FE, this paper proposes an automatically-
evolving feature extraction model for skin cancer. The comparative analysis
reveals that the CC-criptor model, especially when combined with LDA, demon-
strates superior performance over GP-criptor in binary classification tasks. A
salient aspect of CC-criptor is its unique ability to automatically evolve three
distinct GP trees, thus shedding light on the interactions of colour channels and
asserting its adaptability across a spectrum of classifiers. The integrated model
of CC-criptor, leveraging the strengths of individual colour channels, exhibits
enhanced effectiveness, suggesting synergistic contributions rather than depen-
dence on a single channel for its efficacy in feature extraction.

In future research, investigation into a modified elitism function is to be con-
ducted. This approach will focus on selecting permutations of individuals that
exhibit the highest collective fitness. Furthermore, the exploration a two-stage
GP process may yield promising results. Features extracted by CC-criptor will
form the terminal set for evolving a GP tree, offering two benefits: enabling
the creation of complex features and offering insights into colour channel inter-
actions. Understanding these interactions may have significant clinical implica-
tions, by enhancing the efficacy of skin cancer diagnosis and treatment strategies.
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Abstract. Many studies focused on gastric motility require the use of
synthetic tracers to map the motion of content. Our study instead takes
advantage of an unusual MRI acquisition protocol, combined with multi-
objective optimised clustering to map the motion of food (peas, a natural
‘tracer’) in a human stomach. We chose NSGA-II to optimise the starting
positions for a modified k -means to create optimum clusters. We com-
pared our optimisation approach with a purely random approach that
took an equal amount of processing time. Since we have no ground truth
available, we have created alternative measures to evaluate our solutions:
if the resulting pea velocities are within an expected range, and if each
pea’s motion is correlated with neighbouring peas. We found that the
optimised version has a significant improvement over the purely random
search. Furthermore, we found many interesting food motion behaviours,
such as correlated pea motion and more complex motion dynamics such
as collision. Overall we found that the combined optimisation and clus-
tering approach produced interesting findings relating to food dynamics
in a human stomach.

Keywords: NSGA-II · k -means · MRI

1 Introduction

Magnetic resonance imaging (MRI) of the gastrointestinal tract (GIT) is a non
invasive technique providing good spatial resolution and tissue contrast which
has been used since the late 90s to diagnose various diseases of the GIT and more
recently to evaluate functional disorders [17]. Research on digestion (human and
animal) are also based on MRI [5], but the imaging of stomach, as a soft tissue
that moves and expands, is particularly challenging. MRI is currently used to
measure gastric volume, emptying, and contractile activity in various conditions
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(empty stomach, liquid or solid meals) [7]. These measurements rely on the
design of appropriate acquisition and image reconstruction protocols. But image
analysis still relies on human intervention, for instance to identify the limits of
the organ by manually placing reference points, slowing down the analysis of
large volumes of data. The analysis of gastric motility is another difficult and
challenging issue [13]. Various experimental protocols have been developed [10],
often based on the ingestion of tracers [26], aiming at providing a rapid and high
resolution acquisition [17]. Semi-automated analysis of such datasets have been
recently proposed [20], mainly focused on the external shape of the organ.

In this paper we propose an automatic image analysis method based on
an experimental protocol developed in [5], focused on the visualisation of the
stomach content instead of its limits, which is rather novel. The idea is to identify
the trajectories of a set of harmless tracers (frozen peas) in the MRI of a human
stomach to gain information on the distribution of food inside the stomach during
the digestion process. A major limit for the analysis of dynamic stomach content
is the MRI acquisition protocol itself, that, to limit the interaction between slices
during the measurement, interleaves the acquisition of the slices (see Sect. 3 for
details). As the stomach content constantly moves, objects observed in a 2D
slice may also appear in another slice: it puzzles the interpretation of the 3D
geometry. We propose a 4D reconstruction approach (3D + time) that takes this
acquisition protocol into account. By doing this, we are able to group duplicated
peas into clusters captured at different time steps. To do this, we have created
a multi-objective optimised clustering method using NSGA-II and k -means to
cluster these duplicated peas. Then, subsequent analysis of each cluster enables
estimating a local trajectory of it, turning what might have been considered
as a defect into valuable information about the local movements. In addition,
simultaneous imaging of a set of tracers makes it possible to visualise where
local movements are correlated or not, providing further valuable information
for understanding stomach mechanisms.

The rest of this paper is structured as follows: Sect. 2 reports related research
in stomach mechanics and clustering; Sect. 3 describes the MRI datasets used;
Sect. 4 expresses our problem in more detail; Sect. 5 describes our optimised clus-
tering approach, Sect. 6 describes our methods of evaluation and finally Sect. 7
reviews whether our solution has achieved its aims and makes suggestions for
future work.

2 Related Work

The human stomach can be split in four regions: the fundus, stomach body,
antrum and pylorus [8]. The fundus and stomach body serves as a highly-flexible
content storage area. The antrum serves as a soft mixer, the pylorus initial aim
is a tap and as a second effect, it may generate some higher shear. After a meal
is ingested, the stomach wall contracts which causes peristaltic waves to move
food through the stomach and aid digestion [11,14]. These peristaltic waves start
from the stomach wall and proceed in the direction of the antrum, where the



432 C. Spann et al.

food contents are mixed and any large components are dispersed in smaller parts.
The contents are pushed into the pylorus, which itself contracts and pushes the
contents back into the stomach [11]. Most of the large particles are reduced
into smaller pieces (1–3mm size), which make it easier to pass through the
pylorus [8,11]. The frequency of peristaltic waves is approximately 3 cycles per
minute [14,19] and the average range of peristaltic speed is 1.5–5.0mm/s [14].
Furthermore, in the gastric emptying phase, these contractile waves significantly
increase in amplitude and velocity [14]. The speed of stomach-emptying will
depend on the food consumed, since solid foods must be ground to a sufficient
size first before proceeding [14]. For example, over 50% of a calorific liquid meal
will be emptied in 1 h [8,22], and over 2 h for a solid meal [8]. Zero-calorie liquids
such as water are emptied almost immediately [14]. There have been several
studies focused on quantifying motion in medical imaging. [21] used cine-MRI
to compare stomach motion in fasting and post-prandial states. They quantified
gastric motility based on the minimum and maximum antrum diameters. An
alternative method of quantifying motion in medical imaging is by using the
Hausdorff Distance, which has been applied in [28] to show differences in the
inhalation states of the human diaphragm.

Our work relies on k -means clustering algorithm, which involves partitioning
a multi dimensional dataset into ‘k’ clusters [18]. The algorithm involves defining
a set number of centroids, relating each point to its closest centroid, and then
moving centroids to the mean position of its cluster. The initial placement of the
centroids can have an impact on the final result of the algorithm [9,23]. Some
methods of initialising centroids include the Forgy, MacQueen, Kaufman and
random methods [23]. Another approach is the use of wrapper methods, which
repeatedly execute k -means with different initial centroids and then picking the
best result [9,15]. Alternatively, the initial starting points could be initialised
using an evolutionary algorithm to produce optimal clusters [12]. A modified k -
means has been used to detect object motion [27]. In the study presented here,
we will also used a modified k -means to analyse the motion in the MRI datasets
presented next.

3 Datasets

This paper builds upon a previous experiment using MRI to examine digestion.
Volunteers swallowed whole frozen garden peas as well as carbohydrates (bread or
pasta) with water or lemon juice [5]. They then had MRI scans of their stomachs.
Frozen peas have been chosen as they have a simple shape (sphere) and they keep
their shape through the initial steps of the digestion. The original experiment
focused on the carbohydrate digestion and gastric emptying, whereas here we are
interested in the information that can be obtained by following the peas. Each
dataset referred to in this study refers to a single patient’s stomach scanned
in MRI. A numerical identifier is used to allow for anonymity (see Table 1). For
consistency we use the same identifiers as in previous articles [1,6,25]. Each scan
consists of several 2D cross sectional ‘slices’. The key principle to understand is
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Table 1. Dataset description

Dataset # Type of peas Pixel spacing
(in mm)

Pea diameter
(in mm)

1 Garden peas [0.5, 0.5, 2.0] ∼8

2 None [0.98, 0.98, 2.0] N/A
3 to 7 Petits pois [0.9, 0.9, 2.0] ∼5

8 to 10 Petits pois [0.83, 0.83, 3.0] ∼5

that slices were not scanned in a sequential order. To reduce interference between
contiguous slices in the 3D space, atoms of hydrogen must be given time to
‘relax’. For this reason, the slices were scanned in groups with spatial gaps in
between, and there is a time delay between the scanning of each slice group (see
Fig. 1). Due to the time delay, we consider each dataset to be 4D (3D + time).
Each cell of Fig. 1 corresponds to the Z index of the corresponding 2D slice in
the 3D space. Light blue cells show the cells being acquired at a given timestep;
dark blue cells are already acquired at a given timestep. Each row in the figure
shows a particular timestep (T = 1, T = 2, and T = 3) from the same scanned
volume. All the slices of “Group slice 1”, namely 1, 10, 19 and 28, correspond to
the timestep T = 1, etc. and were scanned almost simultaneously. Ten datasets
were produced in this way.

Fig. 1. Demonstrating the unusual scanning order for each of our datasets. Slices are
scanned in groups with a time delay in between, meaning that peas can be duplicated
in multiple slices.

There are three additional concerns to be raised. Firstly, Dataset 1, a different
size of peas were used that were much larger in diameter than the peas used in
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other datasets (see Table 1). Secondly, Dataset 2 contains no peas, and was used
as a control in the original experiments. Thirdly, some of the Datasets when
analysed visually had clearer defined peas, in particular Datasets 3–5. In this
study, we are focusing on Dataset 3 for the comparison between the optimised
and un-optimised k -means. We also use Dataset 4 and Dataset 5 for visualising
and analysing the dataset differences between pea correlations.

4 Problem Statement

Due to the nature of the MRI acquisition method, we believe some of the peas
have moved during scanning, and have been scanned more than once. From the
experimental protocol, we know that there are at most 20 true peas per dataset,
and during the acquisition of Dataset 3 for example there are 9 timesteps. There-
fore, for this dataset there is a theoretical maximum of 180 possible “duplicated”
peas. The focus of this study is whether or not we can identify duplicated peas
that are most likely be the same pea but observed at 9 different timesteps, and
then recreate each pea’s motion through the stomach. We saw this as a cluster-
ing problem. The goal is to identify 20 possible clusters, each containing up to
9 peas, with a max of 1 pea per timestep. Each cluster represents 1 true pea,
but at different timesteps. We are taking what could have been an inconvenient
detail, and exploiting it. By assigning detected peas into clusters, it becomes pos-
sible to model the motion of each clustered pea. This provides some important
information about stomach content movement patterns.

Due to this being a clustering problem, a challenging question is whether we
can improve upon a traditional clustering method (k -means), by using multi-
objective optimisation (NSGA-II). A multi-objective strategy makes sense in
this context, as, in the absence of ground truth data, there are various ways to
evaluate the quality of a cluster (see details in Sect. 5.3).

5 Method

Our solution to model the motion of peas is a modified k -means clustering app-
roach, because there are important constraints to consider:
(i) Our pea data is four dimensional (x, y, z, t), however each cluster can only
have a max of 1 pea per timestep. This is the biggest difference to vanilla k -
means, which would usually assign every available point to a cluster.
(ii) The evaluation of what is considered as a good cluster is a tradeoff between
at least two criteria, this is why we rely on a multi-objective optimisation.

5.1 Definitions

A pea in terms of this paper is a point in 4D space (x, y, z, t) (see Fig. 2). We
call a physical pea in the stomach a true pea. Each detected pea is assigned
a unique id. Due to various causes, among which false positives due to the image
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detection algorithm and the above mentioned acquisition process, there are many
more detected peas than actual true peas. These pea positions have already been
identified in previous work [1,6,25].

A cluster is a collection of peas, identified as corresponding to the same true
pea, but at different timesteps. There are 9 timesteps in Dataset 3 for example,
meaning that each cluster can contain up to 9 peas. We know that there are
20 true peas swallowed during the experiments, therefore there are 20 clusters.
Not all peas will be clustered. This is because there are more detected peas than
possible duplicates.

A pea vector is defined as the vector between a pea in cluster c at a timestep
t, and another pea in the same cluster c at timestep t+1. We define the velocity
of a pea at timestep t to be equal to the magnitude of its vector.

Fig. 2. Our definitions. (A) lists a selection of timesteps. (B) and (C) show two distinct
clusters of peas. (D) shows some peas not assigned to a cluster. (E) shows an example
pea in a cluster, and (F) is a pea vector between two peas in the same cluster but at
different timesteps.

5.2 Evolutionary Algorithm

As part of our solution, we will use NSGA-II [3] for optimisation, using the
multi-objective Python framework Pymoo [2]. We have chosen to run it with a
population size of 100, and for 100 generations (see Table 2) because it enabled us
to obtain good results while keeping computing time rather short. An individual
in this study represents the starting positions for the centroids (see Fig. 3) for the
k-mean algorithm. In our pipeline, the starting positions for centroids must equal
a pea position in the data. Therefore, each individual is defined as a list of size
equal to the number of clusters (20), with each value equal to a unique pea id.
There cannot be repeated pea ids per individual. Due to changes when mutating
individuals, an invalid pea id may be assigned to an individual. Therefore, we
include a repair function to change any invalid or duplicate pea ids to a valid id
from the left over available pool of pea ids.
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Table 2. NSGA-II parameters

Parameter Value

Individuals 100
Generations 100
Crossover Simulated Binary Crossover (SBX) [4]
Mutation Polynomial Mutation (PM) [4]

Fig. 3. The individual creation process. It is important to note that here only a small
set of peas is shown for simplicity. Each pea has a temporal position and a unique id.
Each individual is made up of 20 unique ids. If an invalid id occurs during the mutation
process, a repair function is used to replace invalid ids with left over valid ones. The
corresponding pea positions from the pea ids are used as the centroid initial positions.

5.3 Assessment of the Clustering Results

Since we have no ground truth available to determine whether the produced clus-
ters are correct, we have to produce alternate measures to assess the quality of
our solutions. One measure is to check that each cluster pea velocity is within an
expected range. We know a range of food velocity is 1.5–5.0mm/s [14]. However,
there is a degree of uncertainty so we apply a 20 percent tolerance to the upper
and lower bounds of the range. To create a metric from this range, we count for
each pea, how many velocities are inside the range versus outside, which gives
us a percentage out of one hundred.

rs = 100× nv

tv
(1)

where: nv = number of velocities in range
tv = total number of velocities

Also, we make the presumption that if the pea motion is accurate, each pea’s
motion might be correlated with neighbouring peas due to the peristaltic motion



3D Motion Analysis in MRI Using a Multi-objective 437

caused by the stomach wall. To measure this, we identify the pea vectors for each
timestep. We calculate the dot product of each pea vector with each other pea
vector at time step t, for all timesteps and calculate the mean of all the dot
products:

md =
1
N

N∑

t=1

n∑

j=1

at,i × bt,i (2)

where: N = the number of timesteps
n = the number of components in each vector

at,i = the i-th of component of vector a at timestep t

bt,i = the i-th of component of vector b at timestep t

A result of 1.0 means that the two vectors a and b are pointing in the same
direction, and a result of −1.0 means that the two vectors a and b are pointing in
opposite directions. A satisfying clustering result is then a tradeoff between two
objectives: a set of smooth pea trajectories but having plausible velocities (in
the above specified ranges). We use NSGA-II to supply k -means with potential
centroid starting positions. NSGA-II initially starts with a population of random
but bounded starting positions and supplies them to k -means. The resulting
clusters are then evaluated according to the percentage of pea velocities inside
the acceptable stomach velocity range (f1), and the mean dot product of each
cluster compared to every other cluster (f2) (see Fig. 4).

f1 = rs (3)
f2 = md (4)

Fig. 4. Each of our metrics for evaluating clustering solutions shown here with only
two clusters for simplicity (orange and purple). (Color figure online)
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Fig. 5. The pipeline for our optimised k -means algorithm.

A satisfactory f1 objective would imply that the euclidean distance between
two peas at different timesteps does not exceed a specific range. This is important
because there is a physical limit to how fast content can move in the stomach [14].
Furthermore, due to the many different motions the stomach performs (e.g.
mixing, grinding), peas should not be able to ‘skip’ stages by moving too quickly.
A satisfactory f2 objective would imply that each pea trajectory is similar to
many other pea trajectories. This is important because it would suggest that the
motion of the peas is correlated as they are mixed in the stomach. Succeeding in
both objectives may suggest that the peas are both within a reasonable velocity
and are correlated with the other peas, however succeeding in one may have a
trade-off with the other, which is why we employ NSGA-II. Furthermore, it is
important to note that the f2 objective only considers the global group of 20
true peas. In reality, peas in one region of the stomach may have their own local
trajectories different to another region of the stomach.

5.4 Pipeline

The customised k -means algorithm runs as follows. First, NSGA-II supplies 20
unique pea ids per individual, which are used to identify the initial centroid
starting positions. Next, for each timestep t, find the closest pea to each cen-
troid in the current timestep. Once all timesteps are completed, we compute
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the mean of each cluster’s point set. If none of the means are different to the
current centroid’s position, end the algorithm. Otherwise, the centroids position
becomes the mean and the algorithm iterates again. To prevent an infinite loop,
an iteration limit is set to 20 iterations. Once the peas are clustered, each cluster
trajectory is calculated and supplied back to NSGA-II to evaluate fitness (see
Fig. 5). A tool was implemented to visualise the results of the optimised k -means
written in Python with VTK [24]. It shows a semi-transparent boundary of the
stomach volume rendered using Marching Cubes [16] with the peas inside ren-
dered using the Glyph Filter from VTK. Each cluster of peas is given a unique
cluster colour to differentiate, and arrows showing the previous pea positions at
each timestep are also shown. Furthermore, to verify if the optimisation app-
roach is beneficial, it is compared to an approach without optimisation. For the
optimisation version, NSGA-II is run with a population of 100 individuals for
100 generations, and for the without version, the modified k -means is run with
10000 random seeds.

6 Results

We have used the MRI Dataset 3 for testing the varying performance of optimised
versus non-optimised. Due to the nature of multi objective optimisation, a set
of non-dominated solutions which are all non-compromising in either objective
are produced (see Fig. 6). The highest range accuracy encountered is 59.17%
which has a corresponding dot product score of 0.03. The highest mean dot
product is 0.19 which has a corresponding range score of 43.33. To compare
the performance of the optimised versus non-optimised, we compare the non
dominated solutions with the average results from the non-optimised run. Both
methods were run on a PC with an Intel Core i5 CPU with 8GB of RAM. In
terms of computation time, they are both very similar and take around 40min to
complete each (see Table 3). In terms of comparing the k -means to the optimised
pipeline, the optimised version appears to perform better. The un-optimised
version has a mean of 42.85% for the range metric (see Fig. 7a), and a mean of
0.047 for the mean dot product metric (see Fig. 7b). Compared to the optimised
version which has a mean of 54.46% for the range metric and 0.107 for the mean
dot product, the optimised version clearly has a performance benefit over the
non-optimised pipeline. The optimised version appears to perform better for the
first objective (range score), with its minimum (Q0) scoring better than the
without optimisation’s maximum (Q4), excluding outliers. For the dot product,
the optimised version has a much broader range between Q1 and Q3, and it’s
mean is only slightly higher than the un-optimised versions maximum (Q4). From
the pareto front generated by NSGA-II, two solutions were selected. One with
the highest range score, and one with the highest mean dot product score. These
two solutions provided varying trajectory outcomes depending on the dataset.

A single pea cluster may be more strongly correlated with one other clus-
ter, but have much weaker correlation than others. For this reason, we retrieve
the individual mean dot products between each clusters, so these correlation
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Table 3. Computation times for the un-optimised versus the optimised.

Method Running Time (in minutes)

Seeds 41.17
NSGA-II 40.15

Fig. 6. Pareto front for the optimised k -means, and pareto front from the 10000 seeds
approach. The two solutions picked from NSGA-II are marked.

Fig. 7. Comparison between the two k -means centroid initialisation methods: no opti-
misation (run with 10000 seeds) versus NSGA-II optimisation (non dominated solu-
tions). Figure a shows the comparison in pea velocity range metric, and Figure b shows
the comparison in the mean dot product score.

relationships can be observed (see Fig. 8). For example, Cluster 8 is poorly cor-
related with Cluster 16, but strongly correlated with Cluster 6. Cluster 4 appears
to be broadly correlated with many other clusters, whereas Cluster 2 is poorly
correlated with most other clusters.

Further analysis was done using the custom visualisation tool we created.
Using this tool, we can visualise the pea motion, as well as analyse the various
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Fig. 8. Heatmap showing how each pea cluster is correlated with each other pea cluster.
The solution picked here was the highest range scoring individual so that a more distinct
variance of correlation can be shown. Dark blue cells show clusters moving in the same
directions at each timestep; dark red cells in opposite directions; and white cells in
unrelated directions. (Color figure online)

correlations that we have calculated (see Fig. 9). In Dataset 3, we identified
several peas that have correlated movements. One such correlation is located
near the antrum of the stomach, and the final pea trajectory appears like the
peas are about to leave the stomach (see Fig. 10a). This implies that the peas
here may be at a later stage of digestion and are about to be passed to the small
intestine. Elsewhere in the stomach, we have found some peas that are correlated
for a set amount of timesteps, but depart on later timesteps (see Fig. 10b). This
could be due to reconstruction errors, or other factors such as other stomach
content changing the pea trajectories. We also performed the optimised k -means
on other datasets. Dataset 4 in particular had some interesting findings. Many
of the peas had poor correlation, but instead there were what appear to be
‘collisions’ between peas, resulting in many altered trajectories (see Fig. 11).
This could be due to the scan taking place at a different stage of digestion,
such as a grinding or mixing stages, and due to a large number of detected peas
confined in a smaller area, causing many collisions. Furthermore, its important
to note that due to different combinations of bread, pasta, lemon juice or water
used in the MRI protocol, the different contents could also have an impact on
the pea trajectories.
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Fig. 9. The 3D stomach model and peas, showing the highest correlation scoring indi-
vidual. Each cluster is represented with its own unique colour and ID. Figure a shows
the initial pea positions at t0, and Figure b shows the trajectories of each pea as they
move to t1.

Fig. 10. Two examples of correlated peas from Dataset 3 using the highest correlation
scoring individual. Figure a shows an example of two correlated pea clusters: Cluster 6
and Cluster 8 from Dataset 3. Figure b shows an example of two partially correlated
pea clusters: Cluster 0 and Cluster 5.



3D Motion Analysis in MRI Using a Multi-objective 443

Fig. 11. Using the higher range scoring individual for Dataset 4 had fewer correlated
peas compared to Dataset 3, instead featuring many ‘collisions’ between peas. Figure
a shows a collision between Cluster 5 and Cluster 10, and Figure b shows a collision
between Cluster 17 and Cluster 19.

7 Conclusion and Future Work

In this paper, we have shown that optimising a clustering algorithm using multi-
objective optimisation is highly beneficial. Our optimised version overall out-
performed the un-optimised method in each of the measures we have defined.
Furthermore, we have found many interesting findings as a result of the cluster-
ing, such as groups of peas with similar trajectories and what appear to be peas
having altered trajectories due to collisions, varying depending on the dataset.
Further work could be done to analyse the trajectories of the peas after they
have exited the stomach and entered the small intestine, and beyond. In terms
of the evolutionary approach, further parameters could be tuned. For example,
since the peas are moving and may after a certain time leave the stomach, the
genetic approach could be modified to account for a variable individual size.
Furthermore, in these experiments a population of 100 was used, in future much
larger runs could be completed to see if it improves the results.
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