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Preface

This volume constitutes the refereed proceedings with selected papers and keynote talk
abstracts of the 15th International Conference on ICT Innovations 2023, held in Ohrid,
Republic of North Macedonia, during September 24–26, 2023. After several years of
online and hybrid events due to the restrictions caused by the COVID-19 pandemic, this
edition was onsite, uniting more than 100 researchers and participants who joined the
conference and the satellite workshops.

The ICT Innovations conference series, led by the Macedonian Society of Infor-
mation and Communication Technologies (ICT-ACT) and supported by the Faculty of
Computer Science and Engineering (FCSE) in Skopje, has firmly established itself as a
platform for presenting scientific findings in the realm of pioneering fundamental and
applied research within ICT. It’s a place to share the newest discoveries and practical
solutions in ICT research, and to discuss the latest trends, opportunities, and challenges
in computer science and engineering.

The central focus of this year’s conference revolved around the theme of “Learning:
Humans, Theory, Machines, and Data”. In the post-COVID era, our conference explores
the transformative journey of AI, machine learning, and human education heavily influ-
enced by ICT. Focusing on the interplay of human and machine learning, we delve into
how insights from human learning theory can enhance machine learning and vice versa.
Emphasizing the role of data, we support using data-driven approaches to understand
human-machine learning dynamics.

The key question guiding discussions is: Can machine learning models effectively
learn from humans in a natural way, and reciprocally, can machine learning interpret
human learning for improved outcomes? This practical exploration aims to use ICT’s
power for optimized learning, fostering collaboration across disciplines. In parallel
with the evolving landscape of data science, our conference delves into the connec-
tion between human learning, machine learning, and rich data. Employing advanced
analytics, we aim to push diverse fields forward, imagining a future where our grasp of
learning reshapes education, technology, and society.

17 full papers included in this volume were carefully reviewed and selected from
52 submissions. They were organized by topic as follows: theoretical informatics; arti-
ficial intelligence and natural language processing; image processing; e-education and
e-services; network science and medical informatics/bioinformatics. The conference
covered a spectrum of topics, including digital transformation technologies and a broad
range of subjects within computer science and engineering. The papers were thoroughly
examined and graded by 87 reviewers from 33 countries, assigning for each paper three
to five reviewers, with single-blind reviews. These reviewers were chosen based on their
scientific excellence in specific domains, ensuring a rigorous and comprehensive review
process.

Four keynote speakers prepared talks in line with the topic. We were privileged that
our distinguished keynote speakers accepted the invitation and gave the impressive talks:
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Synthetic Networks (Gesine Reinert, University of Oxford, UK); Why dependent types
matter? (Thorsten Altenkirch, University of Nottingham, UK); Machine learning with
guarantees (Aleksandar Bojchevski, University of Cologne, Germany); and Why is AI
a social problem in 2023? (Marija Slavkovikj, University of Bergen, Norway).

Moreover, in addition to three workshops, the conference also offered exciting social
activities to enhance the connections among the participants, and especially after a long
time of isolation we are proud of this achievement.

At the end of the conference, a best paper prize was awarded. A joint jury consisting
of program and scientific committee members made the decision to recognize the paper:
Extracting Entities and Relations in Analyst Stock Ratings News.

We are grateful to all authors who passionately contributed to this collection, the
reviewers who diligently evaluated the submissions, and the conference participants who
enriched the event with their presence and discussions. Moreover, we cordially thank
the FCSE computing center staff, who created and maintained an impeccable working
environment during the conference. Additionally, we express our sincere appreciation
to all who have been part of this journey, and we look forward to continued exploration
and discovery in the years to come. Finally, a special note of heartfelt thanks to Ilinka
Ivanoska for her exceptional dedication and invaluable assistance throughout the entire
process, ensuring the success of our conference.

We look forward to seeing you at the following 16th edition of the conference next
year.

Sincerely,

December 2023 Marija Mihova
Mile Jovanov
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Synthetic Networks

Gesine Reinert

University of Oxford, UK
https://scholar.google.com/citations?hl=en&user=2gvyN5oAAAAJ

Abstract. Synthetic data are increasingly used in computational statistics
and machine learning. Some applications relate to privacy concerns, to
data augmentation, and to method development. Synthetic data should
reflect the underlying distribution of the real data, being faithful but also
showing some variability. In this talk we focus on networks as a data type,
such as networks of financial transactions. This data type poses additional
challenges due to the complex dependence which it often represents. The
talk will detail some approaches for synthetic data generation, and a
statistical method for assessing their quality.

https://scholar.google.com/citations?hl=en&amp;user=2gvyN5oAAAAJ


Why Dependent Types Matter?

Thorsten Altenkirch

University of Nottingham, UK
https://scholar.google.com/citations?user=EHksJkUAAAAJ&hl=en

Abstract.Adependent type is a typewhichdepends onvalues.Dependent
types are used powerful programming languages which can express any
property of a program and they are also used in interactive proof systems
like Coq or Lean. I will use the agda system to illustrate the potential of
dependent types. I will also highlight some issues which stop dependent
types to fulfil their potential.

https://scholar.google.com/citations?user=EHksJkUAAAAJ&amp;hl=en


Machine Learning with Guarantees

Aleksandar Bojchevski

University of Cologne, Germany
https://scholar.google.com/citations?hl=en&user=F1APiN4AAAAJ

Abstract. From healthcare to natural disaster prediction, high-stakes
applications increasingly rely on machine learning models. Yet, most
models are unreliable. They can be vulnerable tomanipulation and unpre-
dictable on inputs that slightly deviate from their training data. To make
them trustworthy, we need provable guarantees. In this talk, we will
explore two kinds of guarantees: robustness certificates and conformal
prediction. First, we will derive certificates that guarantee stability under
worst-case adversarial perturbations, focusing on themodel-agnostic ran-
domized smoothing technique. Next, we will discuss conformal pre-
diction to equip models with prediction sets that cover the true label
with high probability. The prediction set size reflects the models uncer-
tainty. To conclude, we will provide an overview of guarantees for other
trustworthiness aspects such as privacy and fairness.

https://scholar.google.com/citations?hl=en&amp;user=F1APiN4AAAAJ


Why is AI a Social Problem in 2023?

Marija Slavkovikj

University of Bergen, Norway
https://scholar.google.com/citations?hl=en&user=g8UBNwUAAAAJ

Abstract. Artificial Intelligence has been an active research area since
1956. In the same timespan AI as an area of innovation and technology
has been in and out of existence. The tools we use have always played a
role in shaping society, but AI has not so far been discussed as a politi-
cally relevant topic. Some of the public discourse today considers topics
of super intelligence and machine supremacy. The talk will discuss the
reality of AI, what has changed in 2023, the tools that we have available
today and the need to decide what kind of socio-technical society do we
want to live in.

https://scholar.google.com/citations?hl=en&amp;user=g8UBNwUAAAAJ
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AI and Natural Language Proccessing



Extracting Entities and Relations
in Analyst Stock Ratings News

Ivan Krstev(B), Igor Mishkovski, Miroslav Mirchev, Blagica Golubova,
and Sasho Gramatikov

Faculty of Computer Science and Engineering, Rugjer Boshkovikj 16, 1000 Skopje,
North Macedonia

ivan.krstev.1@students.finki.ukim.mk

https://www.finki.ukim.mk/en

Abstract. Massive volumes of finance-related data are created on the
Internet daily, whether on question-answering forums, news articles, or
stocks analysis sites. This data can be critical in the decision-making pro-
cess for targeting investments in the stock market. Our research paper
aims to extract information from such sources in order to utilize the vol-
umes of data, which is impossible to process manually. In particular, ana-
lysts’ ratings on the stocks of well-known companies are considered data
of interest. Two subdomains of Information Extraction will be performed
on the analysts’ ratings, Named Entity Recognition and Relation Extrac-
tion. The former is a technique for extracting entities from a raw text,
giving us insights into phrases that have a special meaning in the domain
of interest. However, apart from the actual positions and labels of those
phrases, it lacks the ability to explain the mutual relations between them,
bringing up the necessity of the latter model, which explains the seman-
tic relationships between entities and enriches the amount of information
we can extract when stacked on top of the Named Entity Recognition
model. This study is based on the employment of different models for
word embedding and different Deep Learning classification architectures
for extracting the entities and predicting relations between them. Fur-
thermore, the multilingual abilities of a joint pipeline are being explored
by combining English and German corpora. For both subtasks, we record
state-of-the-art performances of 97.69% F1 score for named entity recog-
nition and 89.70% F1 score for relation extraction.

Keywords: Analysts’ Ratings · Financial Data · Information
Extraction · Named Entity Recognition · Relation Extraction ·
Multilingual

1 Introduction

Stock markets are one of the leading concepts in today’s open economy. They
can be defined as a collection of exchanges and trades where shares of companies
can be bought, sold or issued1. These operations are governed by a set of tight
1 Stock Market, www.investopedia.com/terms/s/stockmarket.asp, Accessed: 2023-07-
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rules and regulations, which opens the opportunity for their analysis by experts
in the field, like analysts who aim to predict the price target of the shares of a
particular company in the near future based on its financial activities. On the
other side, we have investors who invest money in a certain business entity in
hopes of making a profit under acceptable risk levels. Investors rely heavily on
what experts (analysts) have to say and predict about their company or asset
of interest. Investments are typically organized in stock portfolios which balance
between expected returns and possible risks. There is an abundant scientific lit-
erature regarding stock price prediction, portfolio management, risk assessment,
algorithmic trading, etc. Numerous works have explored applications of machine
learning for these financial applications, and recently particularly deep learn-
ing [4,20]. However, many experts are cautious when applying machine learning
algorithms as it has shown mixed performance [4,5].

According to [5], when investing in equities investors can base their decisions
either on analyst ratings given by human experts or quantitative ratings gener-
ated by machine learning. A question arises of whether investors should trust
human wisdom more than the advice of machines. Their quantitative ratings
are generated using the random forests algorithm, and they employ the human-
generated ratings information by analyzing their sentiment. The results reveal
that the analysts ratings outperform the quantitative rating, implying that ana-
lysts ratings are much more useful for making good decisions. Another study
[24], explores a variety of ways for identifying a feature set for stock classifi-
cation and emphasizes the significance of analyst ratings for bringing valuable
human knowledge of the current stock market situation. Analysts provide their
knowledge of trading activity statistics derived from historical data and exter-
nal factors impacting companies’ operations. This information is often biased as
analysts are pressured to make more optimistic projections due to relations with
investment banks [24], but taking into account the number of analysts per stock
and the assumption that not all are related to the same banks, we can assume
that the ratings variance cancels a significant amount of the bias. Finally, the
authors combine features from a technical and fundamental analysis and pose a
classification problem where each stock is labeled as buy, hold, or sell.

Keeping in mind the importance of the analyst ratings, we proceed with the
process of extracting information out of them, in a form which can be then uti-
lized more easily. Analysts typically share their publicly distributed expertise in
a form of a raw unannotated text, containing key information about a company’s
shares, price targets, and conclusions, usually in a buy-sell-hold form, implying
their suggestions on those particular stocks. However, there are dozens of ana-
lysts that analyze one company and there are dozens of companies analyzed by
one analyst. Hence, it is useful to have a tool that automatically extracts all
the information needed from the raw analysts’ ratings into an annotated form
without manual effort. Therefore, in our study, we utilize information extraction
techniques and map the knowledge in the analysts’ ratings in order to build a
system that can facilitate analyses of companies’ performances, improve predic-
tions of stock prices trends and enhance portfolio management.
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The problem of information extraction (IE) from analysts’ ratings can be
divided into two subtasks, Named Entity Recognition (NER) and Relation
Extraction (RE). A recent survey of the state-of-the-art methods for NER and
RE can be found in [19], while another survey focusing on deep learning methods
for named entity recognition can be found in [15]. NER has a long and illustri-
ous history as a tool for financial texts analysis. Its function is to process text
in order to identify specific expressions as belonging to a label of interest [18].
For example, the study in [8] identifies entities such as “invoice sender name”,
“invoice number” and “invoice date” in business documents, such as invoices,
business forms, or emails. In terms of analysts’ ratings, there are a few key con-
cepts i.e., entities that need to be retrieved in order to gain information from the
raw text. One might be interested in extracting entities including the name of the
analyst, the company of interest, and the predicted price target and position as
shown in Fig. 1 a). In the figure, NER retrieves the information that there is an
analyst “Susan Roth Katzke”, a company “Bank of America” and a price target
“$ 47.00”, and points to their exact location in the text. Nonetheless, we have
no way of knowing if “Susan Roth Katzke” is analyzing “Bank of America” or
whether the price objective is for the same company. Although in that particular
example, there is only one analyst that evaluates one company with a sole price
target and their mutual relationship can be taken for granted, in the wilderness
of analyst ratings websites, things can get way more complicated and one text
can contain information about multiple analysts evaluating multiple companies.
Therefore, in order to find the semantic relationship between the entities [30] we
need to employ Relation Extraction (RE). RE typically operates on top of NER
or any other sequence labeling architecture, although it can be also solved jointly
with NER [25,27,28]. However, we choose the first option, as demonstrated in
Fig. 1 b), and after NER we proceed with annotating relationships between the
entities to obtain the semantics of the raw text. Now, it is clear that not only this
rating is written by some analyst “Susan Roth Katzke” and there is a company
“Bank of America”, but it can be also stated that the analyst is analyzing that
particular company and she assigns the price target of “$ 47.00”.

There are numerous other applications of automatic information extraction
from financial texts using NER [3,7,16,26], or NER & RE [11,31]. In [22], the
reader can find an overview of NER and RE applications in financial texts as
well as knowledge graphs construction and analysis. Recent papers have also
addressed some other related useful information extraction problems. In [12],
the authors have assembled and annotated a corpus of economic and financial
news in English language and used it in the context of event extraction, while
another study in [29], focused on event extraction from Chinese financial news
using automated labeling. Another work in [16], solves a joint problem of opinion
extraction and NER using a dataset of financial reviews.

To our knowledge, there are not many recent works in NER and RE using
analysts ratings data, and the closest research was presented in [11], where the
authors collect and annotate a French corpus with financial data that is not
required to be analyst ratings and use it to train models for extracting entities
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Fig. 1. a) Named Entity Recognition annotation for one Analyst’s Rating; b) Relation
Extraction annotation on top of NER entities, explaining mutual semantic relationships
between them.

and their mutual relationships. This study puts an accent on the data collection
and preparation for NER and RE. Namely, they collect and manually annotate
130 financial news articles and only perform proof of concept experiments for
entities and relations extraction. They base their models on SpaCy v2 [9] and
obtained 73.55% F1-score for NER and 55% F1-score for relation extraction. We
extend this study by collecting and annotating a multilingual corpus with Ana-
lyst Ratings in both English and German and exhaustively utilize them for train-
ing the proposed models. Furthermore, we switch to SpaCy v3 [10] and employ
a newly developed RE component which eliminates the usage of dependency
parser for extracting relations, and thus overcomes the gap between precision
and recall noted in [11] and obtain a better overall F1 score. Another research
work in [31], addressed the problems of NER and RE jointly using BiGRU with
attention in a corpus of manually annotated 3000 financial news articles. How-
ever, the authors do not provide many information about the dataset and do
not employ a transformer architecture.

The rest of the paper is organized as follows. Section 2 describes the gathering
of the dataset used for training. We move on to technical aspects and methodolo-
gies for NER and RE and the process of building multilingual language models
in German and English in Sect. 3, and in Sect. 4, we give the outcomes and the
results. Finally, we summarize this research in Sect. 5.

2 Dataset

The data used in this work was obtained using the API provided by City-
FALCON2 from which we pulled approximately 180000 general financial-related
texts. Due to the manually intensive work, we labeled only a few more than
1000 of them. The scraped data also contained a considerable amount of texts
not related to analyst ratings, and therefore, we employed a keyword filtering
strategy to purify the texts. The strategy consisted in manually inspecting com-
mon words and phrases occurring in the ratings and discarding all the texts that

2 CITYFALCON, www.cityfalcon.com.

www.cityfalcon.com
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lacked those words. The annotation process was done using the online annotation
tool UBIAI3 which offers intuitive UI for both NER and RE. The whole pro-
cess was catalyzed by using pre-annotation strategies including pre-annotation
dictionaries and trained models.

The longest rating contained 1088 tokens, whilst the shortest had only 9. On
average, the ratings were 79 tokens long and 50% of them were longer than 51.
The mean distance between two entities that are part of the same relation was
13 tokens, with the longest distance in the dataset being 260.

Table 1 sums up the statistics for the obtained corpus used for training
our proposed NER and RE models. All entities, apart from POSITION and
ACTION , have descriptive names. POSITION refers to the rating that an
analyst gives to certain stocks which might be used as an indicator either to
buy, sell or hold the given stock. There are 4 ratings indicating that the analyst
believes that the shares should be bought i.e., “Analyst Buy Rating”, “Analyst
Strong Buy Rating”, “Analyst Outperform Rating” and “Analyst Market Per-
form Rating”. The “Analyst Hold Rating” indicates that the analyst believes
the shares should be held. On the other hand, there is “Analyst Neutral Rating”
where “Neutral” does not refer to a hold position, but rather a position where
the analyst hesitates to share any kind of an opinion. Furthermore, there are 3
ratings indicating that the analyst believes the shares should be sold: “Analyst
Sell Rating”, “Analyst Strong Sell Rating” and “Analyst Underperform Rating”.
It is important to note that an adjective before the rating describes its intensity,
e.g., “Strong Buy” indicates that the analyst is extremely sure that buying the
stocks is a good idea. Other descriptive adjectives of this kind can also be found
in the analyst ratings and they all equally apply for sell and hold positions.

In the financial world, it is common that analysts change their mind regarding
a given position on a rating after conducting more thorough research or obtaining
new information related to the company activities. To denote these changes in
ratings from the analysts, the ACTION entity is used. In our study, we use 4
actions as shown in Table 2, although they can appear with different synonyms
in the obtained ratings.

3 Methodologies

Sequence labeling problems today are generally approached by using pre-trained
Language Models (LMs) as their backbone, whether transformer architectures
like BERT [6] and RoBERTa [17], or other contextual embedding models based
on RNNs such as BiLSTMs [2]. All of the pre-trained LMs are trained on huge
corpora, which makes them as suitable for the financial domain as they are for
any other, and allow us to transfer the general knowledge obtained by processing
massive amounts of data to the problem at stake, in a procedure known as
transfer learning [21]. The output of the pre-trained models is used as an input
of an often simpler classification model for determining the final label for each

3 UBIAI, https://ubiai.tools.

https://ubiai.tools
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Table 1. Description and distribution of the entities and relations of the dataset. All of
the entities have a descriptive name except POSITION and ACTION. Position refers
to the buy-sell-hold concept, but it can usually be found in many other forms like “out-
perform”, “market perform”, “strong buy” etc. Action refers to the change the analyst
has made in the position i.e. if we go from positive to negative POSITION (“buy” to
“hold”) we should expect words like “downgrade” or “cut” to be the ACTION. The
“*” sign in the relations refers that the entity has priority over the other one, and if
both of them are present, only the prioritized one is taken into consideration.

NAMED ENTITY RECOGNITION

Entity Description Num. Instances

ANALYST NAME Name of a person who analyzes stocks 1773

ANALYST COMPANY Company employing the analyst 3101

COMPANY A company that is analyzed 6739

TICKER Unique identifier on the stock market for each company 1155

PRICE TARGET Projected future price of the stocks 2324

PRICE START Starting price of the stock before the rating is announced 941

POSITION Analyst suggestion whether stocks should be bought, sold or held 1669

ACTION Explains the change in position the analyst has made from past analysis 1039

RELATION EXTRACTION

Relation From To Num. Instances

ANALYST WORKS AT ANALYST NAME ANALYST COMPANY 715

ANALYZES ANALYST NAME*, ANALYST COMPANY COMPANY 1612

HAS TICKER COMPANY TICKER 1073

AFFECTS PRICE TARGET, PRICE START, ACTION, POSITION COMPANY 3979

ASSIGNS ANALYST NAME*, ANALYST COMPANY PRICE TARGET, PRICE START, ACTION, POSITION 3888

Table 2. The entity ACTION refers to the changes made in the POSITION between
two analyses. The aggregation of the ACTION entity to upgrade-downgrade-reiterate-
initiate and the POSITION entity to buy-sell-hold is made for the sole purposes of
explanation. Note that, in the ratings texts, these entities can occur with different
synonyms, forms, and additional adjectives for intensity.

Action Change in Position

Upgrade Hold→ Buy, Sell→ Hold, Sell → Buy

Downgrade Buy → Hold, Hold → Sell, Buy → Sell

Reiterate No Change

Initiation Initialize Position

token. The same concept is also employed in the RE task, such that instead of
classifying entities, we are classifying potential relationships between them.

We can think of the embedding model (EM) as the “central dogma” for
NLP, where each token of the text is converted into a pertinent product for
the machine i.e. a vector of real numbers. When building a joint model for
NER and RE, there are two approaches that might be taken into consideration
depending on the exact implementation and position of that EM. Namely, the
NER and RE components of the joint model can be trained either as a single LM
or they can be divided into two stacked LMs. The former approach brings two
options. In the first option, the embedding layer is shared by the two components
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and is updated in a mutual fashion, which leads to multi-task learning and
faster training. However, in this way, we have to use the shared embedding
for both NER and RE in the future, despite the fact that one model may be
superior for NER and another for RE. The second option is to train the two
components together, but with separate embedding layers, which will make the
training process slower, but on the other hand, it cancels the problem with the
performance compatibility of the LMs for NER and RE.

The second approach is to train the two components separately and only con-
nect them during the inference stage. As a result, we can conduct more granular
and targeted experiments for NER and RE, while using less GPU resources.
However, the time complexity increases, but we gain on the simplicity of the
overall architecture. All of the following proposed models in this research fol-
low this particular approach. Furthermore, we follow the work presented in [23],
where they discuss two alternatives for NER. The first one is to fine-tune the
transformer layer on the NER task and only use a simple linear layer for the
token classification, and the second is to directly use the embedding from the
pre-trained LMs and employ a more complex classification layer. They arrive to
the conclusion that the fine-tuning strategy beats the latter, so we follow their
lead, but instead of utilizing only a single linear layer as the model’s head, we
also utilize very simple classifiers including RNN cells.

3.1 Named Entity Recognition

The classification layer used to categorize the tokens into one of the entities is
simple, which is an advantage of employing and fine-tuning sophisticated embed-
ding models. The dataset is randomly split into two parts, 90% for training and
10% for testing, and those remain static throughout the fine-tuning process of
all models in order to provide a fair comparison. The data was provided in
an IOB format (Inside-Outside-Beginning), and it was converted to a DocBin
file when training with SpaCy. IOB is considered the standard data represen-
tation for NER due to the fact that it introduces 3 different types of tags to
denote whether a token is at the beginning, inside, or outside the entity. Let
us consider the ANALYST NAME 3 token entity “Susan Roth Katzke”. The
token “Susan” will be labeled as B −ANALY ST NAME, denoting the begin-
ning of the entity, and the next two tokens, “Roth” and “Katzke” will get the
I−ANALY ST NAME which stands for inside the entity. If a token is not part
of any named entity, then it is marked as O which stands for outside any entity.

For the NER task, we compare two powerful NLP frameworks, SpaCy [10] and
FLAIR [1]. We make use of SpaCy’s CLI (Command Line Interface) which offers
commands for initializing and training pipelines. The pipeline used to perform
a NER task consists of an embedding model (transformer) and a NER classifier
that consists of a single linear layer as an LM Head to the transformer. Most of
SpaCy’s proposed hyperparameters were adopted without changes because they
have been demonstrated to be quite successful. Additionally, Adam [13] with
warmup steps was used as an optimizer with an initial learning rate of 5e − 5,
which allows the tuning of more sensitive parts in the model like the attention
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mechanism. In our work, we used the case-sensitive variants of five different
transformer architectures as an embedding component in the SpaCy pipeline:
bert−base−cased, distilbert−base−cased, roberta−base, xlm−roberta−base
and albert− base− v2.

We used the same pipeline architecture in the FLAIR framework, with the
only difference being the additional RNN layer between the embedding model
and the linear decoder. According to prior FLAIR research and experiments,
adding a single LSTM layer to an IE task like NER has proven to be quite
effective. Furthermore, we utilize stacked embeddings [2] which allows us to use
a few embedding models at the same time concatenated as a single vector. The
initial learning rate for the models was set to 0.1 with an annealing factor of 0.5
on every two epochs without improvement. These values were taken based on
similar prior experiments presented in [14] in order to avoid the expensive cost
of hyperparameter optimization. We used FLAIR to explore static embedding
types such as GloVe and stacked embeddings combining FLAIR forward and
backward LMs with either GloVe or BERT embeddings.

3.2 Relation Extraction

The embedding component of the RE model is identical to that of the NER
model. In the case of NER, after embedding the tokens, each obtained vector
is fed as an input to a classification layer. However, because one relation is
represented by two entities, and entities can have numerous tokens, a few more
steps are required for extracting relations. The first step of relation extraction
is to create a matrix E that contains the vectors of each entity in a document:

E =

⎡
⎢⎢⎢⎢⎣

e111 e112 e113 ... e11n
e121 e122 e123 ... e12n
e211 e212 e213 ... e21n
... ... ... ... ...

em11 em12 em13 ... em1n

⎤
⎥⎥⎥⎥⎦
,

s.t. n is the dimension of the embedding space, and m is the number of entities
in the document. Each entity can contain multiple tokens, so in e121, the first 1
denotes entity 1 in the document, 2 denotes the second token in the entity, and
the second 1 is the index of a single value from that embedding. After defining
matrix E, we deal with the multi-token named entities and use the average
pooling operator in order to obtain a single vector per entity:

E
′
=

⎡
⎢⎢⎢⎢⎣

E11 E12 E13 ... E1n

E21 E22 E23 ... E2n

E31 E32 E33 ... E3n

... ... ... ... ...
Em1 Em2 Em3 ... Emn

⎤
⎥⎥⎥⎥⎦
.

After obtaining the matrix E′, pairs of entities are mutually combined, rep-
resenting a potential relation:
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R =

⎡
⎢⎢⎢⎢⎣

E11 ... E1n E21 ... E2n

E21 ... E2n E11 ... E1n

E11 ... E1n E31 ... E3n

... ... ... ... ... ...
E(m−1)1 ... E(m−1)n Em1 ... Emn

⎤
⎥⎥⎥⎥⎦
.

Each of the rows in matrix R is a vector representation for a possible relation
in a document, and as such, it is fed as an input of a LM. The output of that
model is a numerical value denoting the probability of the given entity pair
(relation) belonging to one of the relation classes: ANALY ST WORKS AT ,
ANALY ZES, HAS TICKER, AFFECTS and ASSIGNS. Both, SpaCy and
FLAIR follow this idea with minor differences and implement it in different Deep
Learning libraries, i.e., Thinc and PyTorch respectively. Again, we utilize the
transformer architectures with SpaCy, and FLAIR embeddings and GloVe with
the FLAIR framework.

Most analyst ratings are written according to some unofficial criteria, and
they all have a similar structure, regardless of the analyst or the analyst com-
pany they come from. Usually, they are written in a very concise way and are
not prone to ambiguity. As a consequence, we have a well-defined text, such
that all the entities that are in a mutual relation are close to one another. Our
proximity analysis has shown that 95% of the entities that share a relation are
within a window of 40-token radius. Therefore, we discarded all the relations
that are not within the predefined window and trained only on entity pairs that
are considered to be close enough. This also goes hand in hand with the fact,
that both architectures, transformer and biLSTMs, have reduced accuracy when
predicting long text sequences.

3.3 Multilingual Models

In NLP, multilingualism refers to the idea of training a single model using data
from multiple languages. These models can subsequently be fine-tuned on a mul-
tilingual corpus or a monolingual corpus and used for other languages that are
similar i.e. from the same language family, as shown in [14], where a multilin-
gual NER model in Macedonian is trained and later tested on Serbian corpus
with some fairly promising results. Following the work presented there, we also
test the xlm − roberta − base model trained with analyst ratings in English,
on a German corpus containing 100 ratings. The model performed better than
a random baseline, achieving 44.8% F1 for NER and 32.61% for RE, however,
the results were far from what was achieved for the English ratings. Although
both languages come from the Germanic family, they have some fairly different
grammar and syntax. Let us look at the verb “zurückstufen” for example. It
translates to English “downgrade” and denotes the entity “ACTION” in our
use case. In German syntax, this verb splits into two parts, such that “stufen”
stays in the second position, whereas “zurück” goes last. These parts cannot be
annotated together which forms a kind of ambiguity compared to the English
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corpus of analyst ratings. We further extended this idea by labeling 100 more
analyst ratings in German in order to infiltrate them into the training data and
define the special rules for data annotation in German.

Fig. 2. Difference in the F1-score (y-axis) for relation extraction between the trans-
formers trained with proximity (95 percentile) and without proximity.

The multilingual corpus was fed to 3 transformer models, xlm − roberta −
base, which is the multilingual version of roberta− base, pre-trained on 2.5 TB
of data in 100 different languages. We also utilized bert− base−multilingual−
cased and distilbert− base−multilingual − cased pre-trained on 104 different
languages. On the other hand, we also utilize FLAIR forward and backward
multilingual embedding models, pre-trained on more than 300 languages.

4 Results and Discussion

All proposed models are evaluated with three different metrics: precision, recall,
and F1-score, calculated as the harmonic mean of the former two metrics. Just
like the training phase, the evaluation is also performed separately for the NER
and RE subtasks. However, considering the fact that RE stands on top of NER,
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the evaluation metrics for RE are obtained using the golden labels from our NER
annotations. The test sets make up 10% of the total dataset and include analyst
ratings not encountered during the training phase.

4.1 Named Entity Recognition

The evaluation ratings were static for each proposed NER model in order to
obtain relevant comparisons. In Table 3, evaluation results for the NER task
trained with SpaCy are presented.

The results demonstrate that NER with SpaCy achieved state-of-the-art per-
formance with an almost perfect F1-score, which is not surprising given that the
entities are not ambiguous, i.e. when analysts talk about downgrading a com-
pany, they indeed mean it. The performance of each model individually approves
the aforementioned transformer analysis. In this use-case, RoBERTa slightly out-
performed BERT (F1 = −0.0043) and XLM RoBERTa (F1 = −0.0058), demon-
strating that using a mixed corpus for pre-training did not degrade the model’s
overall performance for a significant amount. Although DistilBERT achieves the
fourth best performance (F1 = −0.0072), this model is on top of the list when
it comes to speed and space complexity, and considering real-world applica-
tions where system performances matter, it can be considered even as the best
candidate. ALBERT achieved the worst results on the analyst ratings dataset.
Although having a descent recall, it struggled with precision, especially for the
PRICE START entity.

Table 3. Evaluation of the named entity recognition task using transformer architec-
tures as embedding models with SpaCy.

Model NER - SpaCy

Precision Recall F1-score

roberta-base 0.9797 0.9740 0.9769

bert-base-cased 0.9712 0.9740 0.9726

xlm-roberta-base 0.9721 0.9702 0.9711

distilbert-base-cased 0.9720 0.9673 0.9697

albert-base-v2 0.8925 0.9568 0.9235

The next set of results for NER come from the FLAIR experiments, presented
in Table 4. Even though GloVe is a non-contextual concept for embeddings, based
on the co-occurrence matrix of the tokens, it achieves F1-score almost as high as
the other transformers and even outperforms ALBERT. Both triplets of stacked
embeddings achieve results comparable with roberta − base. Surprisingly, the
FLAIR embeddings combined with GloVe slightly outperform the combination
with BERT. Due to the fact that W&B is not integrated with FLAIR, we omit
evaluating the system performances of these models.
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4.2 Relation Extraction

Relation extraction is a newer and less researched task in the information extrac-
tion field and it is yet to acquire the same level of accuracy as NER. Although
pre-trained LMs like transformers are also employed as the backbone of RE, it
seems that the problem of detecting semantic relationships between entities is
more complex than detecting the entities. However, apart from the fact that the
RE results are worse than the results obtained for the NER task, we still record
high scores for RE, as it can be seen in Table 5.

Table 4. Evaluation of the named entity recognition task using static and stacked
embedding models with FLAIR (“F” and “B” stand for FLAIR forward and FLAIR
backward models).

Model NER - FLAIR

Precision Recall F1-score

GloVe 0.9754 0.9501 0.9626

FLAIR F + B + GloVe 0.9796 0.9674 0.9734

FLAIR F + B + BERT 0.9713 0.9731 0.9722

The transformers results presented in Table 5 are based only on the proximity
analysis, since it yields 4–6% better F1-scores than the plain models, as seen
on Fig. 2. RoBERTa still wins the RE task, however, the relative difference in
performance between GloVe for NER (Table 4) and GloVe for RE (Table 5) is
inevitable to notice. The reason for this difference is the non-contextual nature
of GloVe which manages to extract the entities, but it is not powerful enough to
extract the semantic relations between them.

Table 5. Evaluation of the RE task with SpaCy (transformers) and FLAIR (GloVe,
FLAIR embeddings).

Model Relation Extraction

Precision Recall F1-score

roberta-base 0.9249 0.8707 0.8970

bert-base-cased 0.9249 0.8595 0.8910

xlm-roberta-base 0.9230 0.8586 0.8896

distilbert-base-cased 0.9325 0.8484 0.8885

albert-base-v2 0.9160 0.8521 0.8829

GloVe 0.4673 0.3800 0.4191

FLAIR F + B 0.7740 0.7726 0.7733
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4.3 Multilingual Models

Even though English and German are related, using just multilingual models
and training on English corpora does not yield the desired results for German.
As a result, infiltrating a portion of the German corpus into the training set
with English data is critical. Thus, although the German dataset consisted of
only 200 ratings, compared to more than 1000 ratings of the English dataset,
when the multilingual models were combined with mixed data, we were able to
generate metrics for German that were identical to the English analyst ratings.
Table 6 gives an overview of the results for the multilingual models on a German
test corpus containing 100 analyst ratings.

Table 6. Evaluation of the multilingual named entity recognition models.

Model Multilingual NER

Precision Recall F1-score

bert-base-multi-cased 0.9564 0.9581 0.9572

xlm-roberta-base 0.9701 0.9633 0.9667

distilbert-base-multi-cased 0.9532 0.9616 0.9574

FLAIR Multi F + B 0.9537 0.9354 0.9445

In Table 7, the results from the multilingual RE models are presented. It is
noticeable that the difference between the monolingual and multilingual RE is
greater than the monolingual and multilingual NER. We can conclude that more
German data are needed in order to obtain identical results for more complex
problems like RE.

Table 7. Evaluation of the multilingual relation extraction models.

Model Multilingual RE

Precision Recall F1-score

bert-base-multi-cased 0.7487 0.9051 0.8195

xlm-roberta-base 0.7316 0.8797 0.7989

distilbert-base-multi-cased 0.7791 0.8038 0.7913

FLAIR Multi F + B 0.8471 0.7776 0.8109

We can notice that instead of RoBERTa, the highest F1-score comes from
BERT, followed by the multilingual FLAIR embeddings. It is also important to
mention that FLAIR records much higher precision than the transformer models
and even better scores than the monolingual task.
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5 Conclusion

In this research paper we go through various points of the employment of ana-
lysts ratings in stocks analysis. After perceiving their importance, we proceed
toward building an information extraction pipeline consisting of extracting enti-
ties (NER) and extracting relations (RE). For that point, more than 1000 ana-
lysts ratings in English and 200 ratings in German were manually annotated,
forming the first such annotated dataset to the best of our knowledge.

We compare two different NLP frameworks, SpaCy and FLAIR, and explore
a few different word embedding possibilities, including transformers, Bi-LSTM-
based embeddings, and GloVe in order to maximize the results for both subtasks.
Our proposed models obtained state-of-the-art results both for NER (97.69%
F1) and RE (89.70%). Furthermore, we explore the system performances of the
models and offer a pipeline with an inference time, fast enough for production.

We rounded up this study by examining multilingual models and combing
English and German corpora with analyst ratings. Although we had access to
only 100 German ratings for training and 100 for testing, the scores for the
German ratings were brought extremely close to the ones for English with only
1.02% difference in F1-score for NER and 7.75% for RE.
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Abstract. Using dataset analysis as a research method is becoming
more popular among many researchers with diverse data collection
and analysis backgrounds. This paper provides the first publicly avail-
able dataset consisting of audio segments and appropriate textual tran-
scription in the Macedonian language. It is appropriately preprocessed
and prepared for direct utilization in the automatic speech recognition
pipelines. The dataset was created by students at the Faculty of Com-
puter Science and Engineering as part of the elective course, ‘Digital
Libraries’, with the audio segments sourced from a YouTube channel.

Keywords: dataset analysis · audio segments · transcriptions ·
Macedonian language · speech recognition

1 Introduction

Speech recognition is an advanced technology that bridges the gap between spo-
ken language and machine comprehension. It involves the ability of machines to
accurately recognize, transcribe, and interpret human speech into written text
or actionable commands. By analyzing speech signals and employing sophisti-
cated pattern recognition techniques, this interdisciplinary technology empowers
machines to automatically comprehend and process spoken language [6].

The applications of speech recognition are diverse and impressive. One pri-
mary use case is speech-to-text transcription, where spoken words are converted
into written text, facilitating efficient note-taking, documentation, and accessi-
bility for individuals with hearing impairments. Furthermore, speech recognition
enables voice commands, allowing users to interact with devices and systems
using their voice, enhancing convenience and hands-free operation. Additionally,

Supported by Faculty of Computer Science and Engineering, Skopje, N. Macedonia.
M. Mishev, B. Penkova, M. Mitreska, M. Kostoska, A, Todorovska, M. Simjanoska, and
K. Mishev —Equal Contribution.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Mihova and M. Jovanov (Eds.): ICT Innovations 2023, CCIS 1991, pp. 19–27, 2024.
https://doi.org/10.1007/978-3-031-54321-0_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54321-0_2&domain=pdf
https://doi.org/10.1007/978-3-031-54321-0_2


20 M. Mishev et al.

voice search relies on this technology, enabling users to retrieve information or
execute tasks by speaking naturally [8].

Speech recognition is a complex and rapidly evolving field that draws upon
various disciplines. It combines linguistics to understand the structure and
semantics of the human language, computer science to design efficient algo-
rithms and systems, signal processing to analyze and interpret speech signals,
and machine learning to train models that can improve accuracy over time. The
continual advancements in technology fuel the expansion and enhancement of
speech recognition, making it an indispensable tool in numerous industries and
applications [4].

Despite being widely used, speech recognition technology faces significant dif-
ficulties when it comes to low-resource languages. One of the main challenges for
researchers and developers working on speech recognition systems for these lan-
guages is the scarcity of linguistic resources and the lack of high-quality data [2].

Macedonian is a prime example of a low-resource language, with limited
resources available. The Macedonian language is a Slavic language spoken by
approximately two million people, primarily in North Macedonia and neigh-
bouring countries [5]. Regardless of its relatively small population, Macedonian
is an important language, both culturally and economically and the demand
for speech recognition technology in Macedonian is growing. Still, the lack of
easily accessible data presents a significant challenge in developing reliable and
accurate speech recognition systems for this language.

A potential solution to tackle this challenge is the creation of a robust dataset
specifically tailored for speech recognition in Macedonian. Developing such a
dataset can help overcome the obstacles posed by the low-resource nature of
the language, enabling better performance and accuracy in speech recognition
systems.

This paper presents the MakedonASRDataset1, a novel dataset specifically
developed for speech recognition in the Macedonian language. Our objective is to
overcome the limited availability of data for the Macedonian language by offering
an extensive collection of audio segments, accompanied by their corresponding
transcriptions. The dataset encompasses recordings of various speech types, such
as read speech, spontaneous speech, and speech in noisy environments, providing
a diverse range of data for training and evaluating speech recognition systems
in Macedonian. Throughout this paper, we will describe the dataset creation
process and analyze its distinctive characteristics.

The development of the MakedonASRDataset holds significant promise in
advancing speech recognition research for the Macedonian language. By provid-
ing this dataset, researchers and developers can expedite the creation of highly
effective speech recognition systems tailored to Macedonian, thereby enhancing
technology accessibility and communication for Macedonian speakers. Addition-
ally, the dataset’s availability can foster progress in related fields, such as natural
language processing and linguistics, contributing to a deeper comprehension of

1 https://drive.google.com/file/d/1ecgz27gzUTzgwu7Lof6l_cM7PQrN2cAV/view?
usp=drive_linkMakedonASRDataset.

https://drive.google.com/file/d/1ecgz27gzUTzgwu7Lof6l_cM7PQrN2cAV/view?usp=drive_link
https://drive.google.com/file/d/1ecgz27gzUTzgwu7Lof6l_cM7PQrN2cAV/view?usp=drive_link
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the Macedonian language. Furthermore, the dataset offers valuable insights into
the phonetics and phonology of Macedonian, facilitating the study of common
pronunciation patterns and dialectal variations.

2 Related Work

Building high-quality datasets for speech and language technology applications
is crucial for the development of robust and accurate models. Several recent
works have focused on creating large-scale datasets for various tasks, such as
speech recognition, speaker identification, and language modelling. Here are some
related works that have focused on creating such datasets: Oscar dataset [3],
VoxLingua107 [9], Common Voice [1],TED-LIUM [7], AISHELL

The OSCAR project [3] is an open-source initiative that aims to provide large
amounts of unannotated web-based data for machine learning and AI applica-
tions. The project has developed efficient data pipelines to classify and filter
this data, with a focus on improving its quality and providing resources for
low-resource languages, including Macedonian. The goal is to make these new
technologies accessible to as many communities as possible. This paper suggested
a way to be able to translate using only monolingual data from the source and
the target language. The OSCAR dataset, which contains data in 166 different
languages, has both original and deduplicated versions of the data available.
The Data Splits Sample Size subsection provides information on the size of each
sub-corpus, including the number of words, lines, and sizes for both versions of
the data, as well as the language code for each sub-corpus.

The main goal of the VoxLingua107 dataset [9] is to explore the potential use
of web audio data for identifying spoken languages. The researchers generated
search phrases from Wikipedia data specific to each language and used them to
retrieve videos from YouTube for 107 different languages. They then employed
speech activity detection and speaker diarisation techniques to extract speech
segments from the videos. A post-filtering step was carried out to remove seg-
ments that were unlikely to be in the given language, increasing the accuracy
of labelling to 98% based on crowd-sourced verification. The resulting dataset,
called VoxLingua107, contains 6628 h of speech, with an average of 62 h per
language, and it comes with an evaluation set of 1609 verified utterances. The
researchers used the dataset to train language recognition models for several
spoken language identification tasks and found that the results were competitive
with using hand-labelled proprietary datasets. The dataset is publicly available
for research purposes.

The Common Voice corpus [1] is a large collection of transcribed speech
that is designed for use in speech technology research and development, partic-
ularly for Automatic Speech Recognition. The project uses crowd-sourcing to
collect and validate the data, and the most recent release includes data from
38 languages. Over 50,000 people have participated in the project, resulting
in 2,500 h of collected audio, making it the largest audio corpus in the public
domain for speech recognition in terms of both hours and number of languages.
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The researchers conducted speech recognition experiments using Mozilla’s Deep-
Speech Speech-to-Text toolkit, applying transfer learning from a source English
model to 12 target languages, including German, French, and Italian. The results
showed an average improvement in Character Error Rate of 5.99 ± 5.48 for these
languages, which are the first published results on end-to-end Automatic Speech
Recognition for most of them.

The TED-LIUM [7] dataset is widely used corpus for research in automatic
speech recognition(ASR). It was created by the authors for their participation in
the IWSLT 2011 evaluation campaign, with the goal of decoding and translating
speeches from TED conferences. The dataset focuses on English audio and tran-
scripts that have been aligned for ASR tasks. The methodology of this dataset
is as follows:

1. Data Collection: The authors collected the data from TED (Technology,
Entertainment, Design) conferences, specifically from freely available video
talks on the TED website. They developed a specialized tool to extract videos
and closed captions from the website.

2. Corpus Size: The TED-LIUM corpus consists of 818 audio files (talks) along
with their corresponding closed captions. In total, it provides approximately
216 h of audio data, out of which 192 h are actual speech.

3. Speaker Distribution: The dataset includes contributions from 698 unique
speakers. Among these speakers, there are approximately 129 h of male speech
and 63 h of female speech.

4. Language: The original language of the TED talks in the dataset is English,
making it suitable for English ASR research and related tasks.

5. Alignment: The audio files and the corresponding transcripts are carefully
aligned, allowing researchers to use the dataset for tasks such as transcription,
ASR system training, and speech recognition evaluations (Fig. 1).

3 Methodology

In this section, we will describe the methodology used in our study of speech data
in the Macedonian language. Specifically, we will cover the data sources, data
cleaning and preprocessing, annotation and labelling tools, quality assurance
procedures, and the process of storing the final dataset.

3.1 Data Sources

In our study, we collected speech data from YouTube, where we selected videos
containing interviews and morning shows in the Macedonian language. The
YouTube videos were then converted to MP3 format, and each student was
provided with an audio file of approximately 150min in duration.

Fig. 1. The structure of our proposed methodology
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3.2 Storage and Retrieval

We used Google Drive to store and share the audio and transcription files. The
students were organized into folders, and each student had access to only their
own folder. This ensured that the data was kept confidential and that only the
students who were authorized to work with a particular dataset had access to
it. To request access to a specific folder, students were asked to send an email
with their name, surname, and index. This was necessary to ensure that only
authorized individuals had access to the data. Once the request was received,
it was reviewed to ensure that the folder was suitable for the student. This was
done to avoid any potential issues that may arise from unauthorized access or
sharing of the data.

3.3 Data Cleaning and Preprocessing

While YouTube is a valuable source of speech data, it can be challenging to
extract clean and useful audio samples due to extraneous sounds that can inter-
fere with the quality of the speech data. These extraneous sounds include back-
ground noise, music, and other sources of interference that can impact the accu-
racy and reliability of the dataset. Therefore, it is essential to preprocess the
data by removing any unwanted noise or artifacts before using it for analysis.

In our study, the students were responsible for cleaning and preprocessing the
audio data provided to them. This task involved cutting the audio into smaller
segments of 10 to 15 s in length and removing any overlapping conversation or
extraneous noise. To achieve the necessary preprocessing of the speech data,
the students were provided with tools and guidance to effectively clean and
preprocess the audio segments. The students utilized Audacity2, a free and open-
source audio editing software, to cut the longer audio files into shorter, more
manageable segments of 10 to 15 s in duration. Additionally, the students were
instructed to skip any parts of the audio where multiple speakers were speaking
simultaneously, as these segments can be difficult to transcribe accurately. The
main goal of this data-cleaning process was to ensure that the resulting dataset
was of high quality and suitable for use in subsequent analyses.

3.4 Annotation and Labelling Tools

In order to label and annotate the speech data, the students used an Excel
spreadsheet that included two columns: segment name and transcription. The
transcriptions were required to be written exactly as spoken, regardless of any
errors or dialectical differences, and no corrections were allowed to be made.
Basic punctuation marks, such as periods, commas, question marks, and excla-
mation marks, were allowed. In case the speaker mentioned any numerical value,
it was transcribed using words.

2 https://www.audacityteam.org/.

https://www.audacityteam.org/
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3.5 Quality Assurance

In our study, quality assurance of the transcribed data was a crucial step to
ensure the accuracy and reliability of the dataset. We reviewed each student’s
transcription and provided a score from 0 to 100, where 100 represented a perfect
transcription with no errors or omissions. Additionally, we checked for consis-
tency in the use of spelling and punctuation and made sure that transcriptions
accurately reflected the spoken language, even if the speaker used non-standard
grammar or dialect. Any errors or inconsistencies were corrected and feedback
was provided to the students to improve their transcription skills.

3.6 Storing the Final Dataset

After completing the quality assurance process, the final dataset was created by
compiling the best-reviewed transcriptions into one large dataset. This dataset
will be made available online for anyone who wishes to use it for research or other
purposes. By making this dataset public, we hope and intend to contribute to
the field of speech research and promote further studies on the Macedonian
language.

4 Dataset Statistic

Dataset statistics refer to the quantitative information that can be derived from
a dataset. This information can include measures of central tendency (such as
mean, maximum, minimum and more), measures of spread (such as variance and
standard deviation), and other descriptive statistics that can provide insights
into the properties and characteristics of the dataset.

The MakedonASRDataset is a significant contribution to the field of speech
recognition research, providing researchers and developers with a valuable
resource for exploring the Macedonian language. In order to fully understand the
dataset and leverage its potential, it is crucial to examine its statistics and gain
insights into its characteristics and composition. This section aims to provide a
comprehensive overview of the dataset statistics, offering a deeper understanding
of its quantity, duration, and other relevant features.

Understanding the dataset statistics is essential for researchers to gauge the
scale and scope of the MakedonASRDataset. By analyzing the total number of
audio segments, researchers can assess the dataset’s volume and its potential for
capturing diverse speech patterns and contexts. The statistics related to the total
duration of the audio segments allow researchers to understand the temporal
distribution of the dataset and identify any potential biases or variations in the
speech data. Additionally, the average length of the audio segments provides
insights into the typical duration of speech samples within the dataset, which
is crucial for designing algorithms and models that can effectively process and
analyze speech data.

Furthermore, examining the statistics related to the transcriptions in the
MakedonASRDataset offers valuable information about the linguistic content
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and richness of the dataset. The total number of transcriptions provides an
understanding of the dataset’s size and the amount of text available for analy-
sis. By assessing the total number of words in all transcriptions, researchers can
gauge the lexical diversity and breadth of the dataset. This information is cru-
cial for developing speech recognition systems that can accurately handle a wide
range of vocabulary and language variations. Additionally, the average number
of words per transcription provides insights into the typical length of transcrip-
tions, guiding researchers in designing models that can effectively process varying
transcription lengths.

For the purposes of the paper we only included the average, minimum and
maximum statistics for the audio segments and transcriptions (both in terms of
words and characters).

All of the statistics were calculated using the Python programming language
Python. In the next couple of tables, all of the statistics are represented visually.

In Table 1 are represented the statistics of the audio segments. As we can also
see from Table 2 the number of audio segments and the number of transcriptions
is the same as expected from the requirements. The average length of the audio
segments is 14 s, with a minimum length of 0.4 s and a maximum length of 42 s.
These statistics provide information about the quantity, duration, and length
distribution of the audio segments in the dataset.

Table 1. Total number of audio segments

Description of the statistic Result

Total number of audio segments 27672
Total duration of the audio segments(seconds) 320504
Average length of the audio segments(seconds) 14
Minimal duration of the audio segment(seconds) 0.40
Maximum duration of the audio segment(seconds) 42.91

The descriptive statistics for the total number of transcriptions in the Make-
donASRDataset are shown in Table 2, which offers important details about the
features of the dataset. The dataset’s total number of transcriptions, 27,672, is
referred to as the “total number of transcriptions”. These transcriptions serve as
the textual representations of the audio segments in the dataset, capturing the
spoken content in written form. The ‘Total number of words in all transcriptions’
indicates the cumulative number of words found across all transcriptions, which
amounts to 874,615 words. Moreover, the number of unique words that appear in
the transcriptions is 55,301. This metric highlights the extent of linguistic con-
tent captured within the dataset, demonstrating its richness and potential for
analysis. The ‘Average number of words per transcription’ represents the mean
number of words present in each transcription, which is calculated as 31.60496.
With this we provide insights into the typical length or verbosity of transcrip-
tions, indicating the average amount of spoken content captured within each
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transcription. Lastly, the ‘Total number of chars’ refers to the entire number of
characters present in all transcriptions, which amounts to 5,030,194 characters.
By taking into consideration individual characters rather than simply words,
this statistic offers a more comprehensive understanding of the textual content
inside the dataset.

Table 2. Total number of transcriptions

Description of the statistic Result

Total number of transcriptions 27672
Total number of words in all transcriptions 874615
Number of unique words in all transcriptions 55301
Average number of words per transcription 31.60496
Total number of chars 5030194

On the other hand, in Fig. 2 we have a pie chart which presents informa-
tion about the gender distribution of voices in the YouTube audios being dis-
cussed. According to the chart, approximately 53% of the voices in the covered
YouTube audios are classified as male. This indicates that male voices make up
the majority of the audio content analyzed. Around 33% of the voices are classi-
fied as female, which suggests that female voices represent a significant portion
of the audio content. Additionally, the chart shows that approximately 13% of
the voices are classified as noise. This means that there is a portion of the audio
content that consists of sounds that are not recognizable or understandable as
human voices.

Fig. 2. Gender distribution
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5 Conclusion

In conclusion, this paper has presented the MakedonASRDataset, a valuable
resource for speech recognition research in the Macedonian language. The avail-
ability of the MakedonASRDataset addresses the scarcity of data for speech
recognition research in the Macedonian language, opening up new opportunities
for advancements in the field. Since the dataset is publicly available, researchers
and developers can leverage it to train and evaluate speech recognition mod-
els tailored specifically for Macedonian speakers. This, in turn, promotes tech-
nological accessibility and communication improvements for the Macedonian
community.
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Abstract. Tumor metastasis is the major cause of cancer fatality. Tak-
ing this perspective into account, the examination of gene expressions
within malignant cells and the alterations in their transcriptome hold
significance in the investigation of the molecular mechanisms and cellu-
lar phenomena associated with tumor metastasis. Accurately assessing
a patient’s cancer condition and predicting their prognosis constitutes
the central hurdle in formulating an effective therapeutic schedule for
them. In recent years, a variety of machine learning techniques have
widely contributed to analyzing empirical gene expression data from
actual biological contexts, predicting medical outcomes, and supporting
decision-making processes. This paper focuses on extracting important
genes linked with each of the most common metastasis sites for breast
cancer. Furthermore, the implications of the expression levels of each of
the identified sets of bio-markers on the probability of predicting the
occurrence of a certain metastasis are illustrated using the Shapley val-
ues as a model’s explainability framework - an approach that has never
been applied on this problem before, unveils novel insights and direc-
tions for future research. The pioneering advancements of this research
lie in the application of specific feature selection methods and compatible
evaluation metrics to produce a small set of bio-markers for targeting a
specific metastasis site, and further performing explanatory analysis of
the impact of gene expression values on each of the examined metastasis
sites.

Keywords: Breast Cancer · Explainable Machine Learning ·
Bio-markers · Gene Expression

1 Introduction

Breast cancer is the most prevalent cancer in women, according to the Global
Cancer Statistics from 2020 [1], surpassing the number of newly diagnosed cases
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from lung cancer. The WHO has recorded approximately 2.3 million cases of
breast cancer in 2021 [2]. The observed rates of detection of this type of cancer
increase with industrialization and urbanization. Moreover, the rapid develop-
ment of facilities for early detection are an additional cause of the larger numbers
being evidenced each year.

Breast cancer is identified as the state where cells within the breast ducts and
lobules become cancerous. The average 5-year survival rate from non-metastatic
breast cancer is above 80% [3], whereas the 5-year survival rate for women with
metastatic breast cancer is 26% [4]. Approximately half of the women who are
diagnosed with breast cancer have no identifiable risk factors, excluding gender
and age. Some of the identified factors which are considered to increase the risk
of the development of breast cancer include: older age, obesity, family history
of breast cancer, harmful use of alcohol, history of radiation exposure, tobacco
use, reproductive history, and postmenopausal hormone therapy [2].

A certain investigation postulates that instances of brain metastases manifest
in around 10% to 16% of individuals diagnosed with breast cancer. Nevertheless,
certain extensive post-mortem studies suggest that the incidences might escalate
to levels as notable as 18% to 30%. The majority of these metastatic occurrences
are characterized by their rapid emergence, typically transpiring within a span
of 2 to 3 years subsequent to the initial diagnosis. Upon the identification of
brain involvement, the median survival rate is recorded at 13 months, with less
than 2% of patients surviving more than 2 years [5].

Further research is required to determine how many patients with non-
metastatic breast cancer later develop any type of metastasis. The drastic
decrease of the survival rate in patients with metastatic breast cancer signal-
izes a significant problem which requires new methodologies and state-of-the-art
analyses to discover the factors leading to its occurrence. Moreover, gene expres-
sion data has been shown to provide expressive power for predicting tumor status
directly. RNA-seq gene expression data is suitable for the analysis of biological
samples from various sources, including metastatic cancer cells due to its high
sensitivity, wide detection range, and low cost [6].

Currently there are few predictive algorithms for identifying patients who
are at risk of developing metastasis from their primary tumor. Furthermore, it
is important to identify the factors leading to the cause of metastatic cancer. A
lot of effort has been made to discover the relations of genetics and risk factors
to cancer state and prognosis prediction. An interesting approach was examined
in [7], which compares three data mining algorithms, namely Näıve Bayes, RBF
Network, J48 with the goal of predicting breast cancer survivability in two cases:
benign and malignant cancer patients, on a large dataset containing 683 breast
cancer cases. Based on the results, the Näıve Bayes was the best model achieving
97.36% accuracy on the holdout sample, followed by the RBF Network with
96.77% accuracy, and finally J48 with 93.41% accuracy.

Further research [8] describes a unique methodology involving the utiliza-
tion of tissue samples obtained through surgical resection from metastatic lung
lesions. These samples are compared with gene expression profiles extracted from
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extra-pulmonary locales within breast cancer patients. The study demonstrates
the feasibility of prognosticating lung metastasis in cases of breast cancer by
discerning distinct gene expression profiles inherent to organ-specific metastatic
lesions.

Additional effort has been placed on developing shared databases of human
gene data. One such study [9] presents the HumanNet v2 [10], a database of
human gene networks, which was enhanced through the integration of novel
data modalities, expansion of data sources, and refinement of network inference
algorithms.

The main goal of this study is to identify relevant genes contributing to the
metastatic outcome of breast cancer, by using a variety of feature selection tech-
niques. The focus is on implementing Boruta search [11] as a feature selection
method to identify a small subset of bio-markers with predictive power for the
specific metastasis site. The identified sets of relevant genes for each metasta-
sis site are further proven to have satisfactory expressive power in the task of
predicting the target metastasis site. Finally, the extracted relevant bio-marker
sets are mapped to their definitions, and an explainable analysis of the impact
that they have on the prediction result is provided by using Shapley values as a
model’s explainability framework [12].

The contributions of our work are as follows:

1. End-to-end Machine Learning (ML) pipeline is implemented including: fea-
ture selection, data augmentation, model selection, model hyper-parameter
tuning and leave-one-out cross-validation for classifying the presence of a spe-
cific metastasis;

2. Explainable analysis is provided for a subset of bio-markers selected with
Boruta search using Shapley values as an explainability framework - an exper-
iment that is never conducted before for the problem at hand, and

3. The probe’s identifiers of the selected bio-markers are mapped to human genes
and their related function is briefly described.

The paper is organized as follows. The data sources for the experiments along
with training prediction models, and the explainability framework are described
in the following section Methods. The experiments and the results from the
methodology are presented in the section Results and Discussion. The highlights
of the research achievements are presented in the final section Conclusion.

2 Methods

This section describes the data collection and analysis process, as well as the
experimental setup and implemented algorithms.

2.1 Data Collection

The data for this study was collected from the Human Cancer Metastasis
Database (HCMDB) [13], which is a freely accessible database that consists
of cross-platform transcriptome data on metastases.
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The data collection process was executed with the use of the metadata tables,
which consist of metadata on patients, cancer types, metastasis status, metasta-
sis sites, experiments and their identifiers. From all of the cancer patients, only
gene expression data on the subset of patients with breast cancer who had a
registered metastasis site, and patients who had non-metastatic breast cancer,
was retrieved from the National Center for Biotechnology Information (NCBI)
Gene Expression Omnibus (GEO) database [14].

The HCMDB database contained additional patients’ gene expression data
from The Cancer Genome Atlas (TCGA) [15], which were not included in the
gathered data set, since after careful inspection, we concluded that 98% of the
patients with breast cancer as a primary tumor, for which gene expression data
was available, had no information about the metastasis status nor metastasis site.
Because the method of calculating gene expression values differed between the
NCBI GEO and TCGA data, we decided to collect only patient gene expression
data available in the GEO database.

Another minor obstacle was the fact that the gene expression data avail-
able in the GEO database was calculated using different methods for different
patients. Out of a total of 3521 patients with breast cancer, a maximum-sized
subset of 423 patients using the same gene expression micro-array technology
was identified. The largest subset of patient’s gene expression data used the
Affymetrix microarray technology [16]. Affymetrix microarray technology has
been successfully validated in our previous research at which we modeled gene
expression data to predict colorectal cancer at different stages [17–19].

A total of 54675 probes were recorded for each patient using this technology.
The collected samples of each patient had recorded one or more of the follow-
ing metastasis sites: bone, brain, breast (different breast, same breast different
tumor), lung and other. These are the target variables for optimization in the
current study.

After collecting the available data with the desired gene expression probes,
a data set was created consisting of 54679 columns and 423 rows.

2.2 Data Preprocessing

Some of the collected gene expression data were calculated using RMA normal-
ized signal intensity, but another subset of the gene expression data was gener-
ated using MAS 5.0 signal intensity processing. After some research a study was
identified showing that the logarithm of RMA signal intensity and the logarithm
of MAS 5.0 intensity have a good correlation of 0.9913 [20]. For this reason to
obtain as much data as possible, a logarithmic transform of the MAS 5.0 values
of gene expression was computed and then it was used together with the nor-
malized RMA values. The logarithm of the MAS 5.0 values was not in the lower
range [0, 2) for any gene expression that was gathered, meaning it did not belong
to the region that had higher variance between the two methods, according to
the previously mentioned study.

Hereafter, the standard scaling method was used to scale the values to have
unit variance and a mean equal to zero. This transformation was made to achieve
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a faster convergence of the learning process of some scale dependent models
used in the experiments showed later in the study, including the support vector
machine, and neural network algorithms. Scaling was not used for training tree
based algorithms because these kind of algorithms are not sensitive to the scale
of the feature values.

2.3 Boruta Search Feature Selection

The Boruta search implements a novel feature selection algorithm for identify-
ing all of the relevant variables in a data set. The algorithm is designed as a
wrapper around tree-based classification algorithms and has never been applied
for the problem at hand. It iteratively removes the features which are proved by
performing a statistical Z-test to be less relevant than their randomly permuted
variants. In Boruta, features do not compete among themselves, instead they
compete with a randomized version of them, called a shadow feature [11].

In this study, the Boruta search was performed using 5-fold cross-validation
on the entire data set of gene expressions, while independently optimizing each
of the 5 classes of metastasized tumors: bone, brain, breast, lung and other,
and on tumors without metastasis. In this stage of the pipeline, it is important
to note that data augmentation (introduced later in the training process) was
not performed with the reason to consider the real samples of patients, and not
bias the algorithm with synthetically generated data. For each of the 6 target
variables, a separate XGBoost [21] model was trained on four of the five folds
and evaluated on the one fold which was left out. This process is repeated until
each fold becomes the test set and the results are averaged over all test folds. The
method is repeated in 10 iterations. The evaluation metric for feature selection
was Shapley values. The Shapley values is a widely used explainability framework
which attributes the prediction of an ML model to its base features [22]. The
explanation of a prediction is performed by assuming that each feature value of
the sample represents a player in a game where the prediction is the outcome
[23]. We also use this method to explain the influence of the most important
features (bio-markers) for each metastasis site. Eventually, for each of the six
metastasis sites (bone, brain, breast, lung, other, and no metastasis), a gene
profile was generated from the wrapper method for feature selection.

An example of a probe importance plot for bone metastasis is represented
in Fig. 1. The probes colored in green represent the real features with larger
importance than the shadow feature with maximum importance. For reference,
the shadow features with maximum, minimum, mean and median importance
are colored in blue.

Such plots were generated for each metastasis site and the selected bio-
markers marked as most relevant for each metastasis site are shown in the
Supporting Information Table A1. [24]. Each type of metastasis is associated
with a list of identified bio-markers or selected probes. The selected bio-markers
in the list are ordered by their descending importance.

As it can be seen from the generated gene profiles, each probe appears in
only one profile and each profile is unique, which might indicate that it is a
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Fig. 1. Probe importance plot for bone metastasis. The Y-axis represents the
Z-Score for the most relevant probes, and the shadow features which are of maximum,
median, mean, and minimum importance. The Z-Scores for the actual probes are rep-
resented with box plots in green color, and the Z-Score box plots of the shadow features
are represented in blue. Only the probes with importance greater than the importance
of the maximum shadow feature are kept using this feature selection method. (Color
figure online)

specific gene related to the metastasis of breast cancer to the corresponding
site. However, when mapping the probes to their corresponding genes, there is
one overlap for the surfactant protein C (SFTPC) in the lung metastasis bio-
markers set and the other metastasis bio-markers set. Nevertheless, the probes
corresponding to this gene are different, meaning that they are related to different
subsequences of this gene.

2.4 Experimental Setup

Using the raw gene expression values for the bio-markers obtained from the
Boruta search feature selection method, our intention is to test the predictive
power of those bio-markers for each metastasis site. One-hot label encoding was
performed to convert the metastasis site labels into binary targets expressing the
presence/absence of a certain metastasis site, encoded with 1 or 0, respectively.
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The values for the metastasis site belong to the set {‘brain’, ‘bone’, ‘breast’,
‘lung’, ‘no’, ‘other’}. The reason for including ‘no’ metastasis as a separate class is
the fact that while recording patients as having other metastasis, not all possible
metastasis sites might have been encountered, thus it is not correct to conclude
that if a patient is predicted to not have any of the above-mentioned metastasis
sites, then the patient has non-metastatic breast cancer. The data set is multi-
target, meaning that one patient might have more metastasis site labels equal
to 1.

While performing exploratory data analysis, a severe class imbalance was
detected for all of the metastasis types, except for ‘other’ metastasis and ‘no’
metastasis. The distribution of the class imbalances per metastasis site can be
examined in Table 1.

Table 1. Class imbalances per metastasis site. This table represents the distribu-
tion of positive samples (meaning that the metastasis is present) and negative samples
(meaning that the metastasis is absent) per each patient in the dataset. A severe class
imbalance can be spotted for all metastasis sites, except for ‘other’ metastasis and ‘no’
metastasis.

Metastasis type Num. patients with metastasis Num. patients without metastasis

bone 20 403

brain 46 377

breast 19 404

lung 12 411

no 139 284

other 195 228

For this reason, it was necessary to balance the class distributions to avoid
biasing the models to the majority class. Oversampling and under-sampling tech-
niques were applied on the data set at each cross-validation step consequently
considered when training the intelligent classification models. A strategy for miti-
gating imbalanced data sets involves the over-sampling of the minority class. The
most elementary technique involves replicating instances from the minority class,
even though these samples do not introduce new value to the model. Instead, a
more promising approach is to synthesize new samples by utilizing the existing
ones. This approach constitutes a form of data augmentation targeted at the
minority class, and is specifically denoted as the Synthetic Minority Oversam-
pling Technique (SMOTE) [25]. SMOTE represents an over-sampling technique
in which the minority class is over-sampled by creating synthetic samples, instead
of over-sampling with replacement. The algorithm first selects a random sample
from the minority class, then it identifies the k nearest neighbors of this sample
and chooses one of the nearest neighbors from which it constructs a vector to
the selected sample. Then a random point on the vector is chosen to be added
to the new over-sampled data set.

An alternative method involves the under-sampling (RandomUnderSampler)
technique [26]. This technique entails the random removal of instances from the
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majority class within the training dataset. Consequently, the quantity of major-
ity class samples is reduced within the modified training dataset, subsequently
improving the balance between positive and negative samples. This procedure
can be reiterated until the aspired class distribution is attained, potentially
resulting in an equilateral number of samples across each class.

The complete Machine Learning pipeline based on the XGBoost method is
depicted in Fig. 2. Lead by the intention that false positive classifications are
preferred over the false negative for the problem at hand, the hyper-parameter
space search is performed using 5-fold cross-validation [27], whilst maximizing
the precision of the classifier as the main metric. Thus, a low range of values was
chosen for the parameters max depth and min child weight, because the data
set does not contain many data points, and over-fitting can easily occur.

The hyper-parameter space search was performed using 5-fold cross-
validation for each target metastasis separately, including the ‘no’ metastasis.
We have only used the selected bio-markers from the Bortua search to tune
the hyper-parameters, because in the previous step we had identified them as
the most significant. In addition, because in total there were more than 54 000

Fig. 2. Machine Learning pipeline. The blue rectangles represent data, the orange
rounded rectangles represent methods and models, and the arrows represent the flow
of the data, for which some actions might be performed, indicated by a label on the
arrow. The bolder arrows represent multiple data flows between these steps. (Color
figure online)
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probes, utilizing all of them for tuning the hyper-parameters would inevitably
lead to model overfitting. We have implemented an exhaustive grid search
methodology for evaluating the best hyper-parameters while optimizing the pre-
cision as the target metric. We have set the options of the hyper-parameters
to ranges of low values since the number of patients in the dataset was around
400, which means that addding more depth or estimators might result in fast
over-fitting.

After the hyper-parameter space search was performed, model training was
executed using leave-one-out [28] cross-validation for each target metastasis, on
datasets consisting of the appropriate sets of bio-markers that were selected by
the Boruta method. The training was performed on models initialized with the
identified hyper-parameters from the previous stage. The leave-one-out cross-
validation was chosen with the goal of computing the pessimistic errors of the
models, including each patient of the data set. During this process the precision,
recall, f1 score, and ROC AUC score are calculated for each of the predicted
samples using the leave-one-out method. To ensure that we exclude synthetically
generated samples from the leave-one-out process, we augment the data on every
fold generated for training the models, instead of first augmenting the data set
and then performing the cross-validation. At each step, one sample of the original
data set is extracted as a test sample, and all of the other cases are used as a
training data set. The training data set is then augmented using the previously
mentioned approach with SMOTE. The steps are performed until each case of
the original data set has been used as a test sample.

3 Results and Discussion

The methodology presented in the previous section, i.e., the Boruta search fea-
ture selection together with the generated XGBoost models from the hyper-
parameter space search and the leave-one-out cross-validation method produced
the results presented in Table 2.

Table 2. Results from the XGBoost Classifier. The first column presents the
metastasis site, the other columns refer to the evaluation metrics. The lowest scores
are outlined in red color.

Metastasis site Precision Recall F1 Score ROC AUC

bone 1.0 1.0 1.0 1.0

brain 0.972 0.761 0.854 0.879

breast 0.296 0.421 0.348 0.687

lung 1.0 0.917 0.956 0.958

no 1.0 1.0 1.0 1.0

other 0.874 0.995 0.930 0.936
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Generally, from the table it can be concluded that the selected bio-markers
by using the Boruta search method are satisfactory for predicting the metastasis
site in most cases, without any notable imbalance between the precision and the
recall.

The lowest scores are obtained when predicting breast cancer metastasizing
to another location in the same breast, or on the other breast. For this type
of metastasis only 3 bio-markers were deemed significant by the implemented
feature selection method. These results are outlined with red color in the table.
We hypothesize that this is due to the fact that the gene expressions from breast
cancer as a primary tumor are not discriminative enough to conclude if there
would be a breast metastasis or not.

More importantly, it is significant that only one bio-marker ‘1552768 at’
was identified as important for detecting whether the cancer has metastasized
or not. This bio-marker can be tested to identify the risk of metastasis first, and
if confirmed positive, the other models can be used to detect the specific site.
For ‘no metastasis’ all of the scores of the model: precision, recall, f1 score, and
ROC AUC were calculated to equal 1.0.

3.1 Explaining Bio-Markers Impact on Metastasis Prediction

This section presents a comprehensive elaboration of the brain metastasis case
by using Shapley values. The other metastasis types investigated in the paper
have undergone the same analysis and the results are provided in the Supporting
Information section.

Figure 3 presents the importance of each of the selected bio-markers for pre-
dicting the outcome of brain metastasis. The probes are ordered according to
their importance in the prediction, most important to least important. As it is
evident from the figure, the most important probe has the id ‘1563882 a at’,
for which very high gene expression values result in predicting a higher value for
the target variable, in this case the existence of brain metastasis.

More accurately, from the dataset used, it can be concluded that high gene
expression of the gene corresponding to the probe ‘1563882 a at’ was found
in many patients with brain metastasis. On the other hand, very low and mod-
erate gene expression values of the same probe, result in predicting that brain
metastasis has not occurred. In contrast, low gene expression of ‘218620 s at’
is associated with predicting the occurrence of brain metastasis from breast can-
cer, and is consistent throughout the entire data set. Likewise, higher expression
of the same gene is correlated with predicting that a metastasis to the brain has
not occurred.

Other important bio-markers such as ‘224836 at’, ‘221331 x at’,
‘1565801 at’, ‘221559 s at’ are also present in high expression on brain metas-
tasis. On the other hand, the bio-markers ‘2218620 s at’, ‘222834 at’ and
‘200785 s at’ are directed in the opposite direction. These bio-markers’ high
expression influences the model to predict the absence of brain metastasis. Most
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Fig. 3. Bio-marker beeswarm importance plot for brain metastasis classifier.
Elevated expression levels of probes within the dataset are denoted by red data points,
while low expression levels of these same probes are signified by blue data points.
The X-axis values indicate the magnitude and orientation of influence that each gene
expression value wields over the prognostication of brain metastasis. Positive values,
situated to the right of 0, correspond to an increase on the likelihood of predicting the
occurrence of brain metastasis in patients. Conversely, negative values positioned to the
left of 0 indicate a diminishing effect on the predictive probability of brain metastasis.
(Color figure online)

of the other bio-markers shown on the figure contribute to positive prediction
of the model and their influence is not that strong as the first ones explained.
Figures for each individual model are available in the Supporting Information
Fig. 4.

3.2 Mapping Metastasis Bio-Markers to Gene Names

To better explain the impact each of the gene expressions has on predicting
the brain metastasis site, Affymetrix probes were mapped to gene names. Once
again the mapping for the other metastasis types can be found in Supporting
Information Appendix A. [29].
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The mapping of the Affymetrix probes for brain metastasis presented in
Table A1. [24] was obtained using the DAVID bio-informatics resources and
online tools [30,31]. The most important probe identified by Shapley values:
‘1563882 a at’ maps to Rap guanine nucleotide exchange factor 5 (RAPGEF5).
High expressions indicate predicting the occurrence of brain metastasis from
breast cancer with higher probability, and vice-versa, low expressions contribute
to predicting brain metastasis with low to no probability.

The mapping of all of the selected bio-markers per metastasis site is available
in the Supporting Information Table A1. [24].

4 Conclusion

This section contains some of the key aspects that need to be highlighted in the
study.

The dataset was analysed with a new method for feature selection - Boruta
search, that resulted in subsets of bio-markers typical for each metastasis site.
The predictive power of those bio-markers has been examined by using Extreme
Gradient Boosting, and the influence on the prediction has been measured by
calculating the Shapley values. The implemented methodology unveiled new bio-
markers that were later identified by means of the DAVID tool.

We have discussed the most important bio-markers, as identified by the Shap-
ley values model explainability framework. Most of the results are consistent
with previous research in the field, additionally we extract novel bio-markers
and associations which have not been characterized before, and we show that
these bio-markers have discriminative power for identifying metastasis sites from
breast cancer as the primary tumor.

The practical implications of this study include the identification of a small
set of discriminative bio-markers for different types of breast cancer metastasis,
which can be used for lowering the amount of resources and time needed to ana-
lyze gene expression data of patients in order to identify breast cancer metastasis.
Moreover, this study extends the current theory by proving the relation between
the known bio-markers with specific metastasis sites, and identifying novel bio-
markers which have not been studied yet. Further research is needed in order to
quantify their significance and deeper relation with the relevant metastasis sites.

Ultimately, this study was limited by the amount of data publicly available
for metastasized breast cancer. Another limitation was the different methods
of calculating gene expression from cancer tissue, which were used for different
patients. The largest subset of patients containing information about metasta-
sis, which we could extract, contained a total of 423 patients. Furthermore, the
extreme class imbalance impacted the results of these methods, although syn-
thetic data was generated in order to overcome this obstacle, having more data
about real patients with metastatic breast cancer would produce more accurate
results and bio-markers.
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Appendix A Supporting Information

Fig. 4. Bio-markers importance plot for each target metastasis. Elevated
expression levels of probes within the dataset are denoted by red data points, while
low expression levels of these same probes are signified by blue data points. The X-axis
values indicate the magnitude and orientation of influence that each gene expression
value wields over the prognostication of the target metastasis. Positive values, situ-
ated to the right of 0, correspond to an increase on the likelihood of predicting the
occurrence of the target metastasis in patients. Conversely, negative values positioned
to the left of 0 indicate a diminishing effect on the predictive probability of the target
metastasis. (Color figure online)
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Abstract. Blood pressure estimation is crucial for early detection and
prevention of many cardiovascular diseases. This paper explores the
potential of the relatively new transformer architecture for accomplishing
this task in the domain of biological signal processing. Several preceding
studies of blood pressure estimation solely for PPG signals have had suc-
cess with CNN and LSTM neural networks. In this study two types of
transformer variants are considered: the time series and the convolutional
vision transformers. The results obtained from our research indicate that
this type of approach may be unsuitable for the task. However, further
research is needed to make a definitive claim, since only simple trans-
former type are considered.

Keywords: transformers · PPG · blood pressure · time series
transformer (TST) · convolutional vision transformer (CvT)

1 Introduction

Transformers are a type of neural network architecture. For the first time they
were introduced in a paper “Attention is all you need” (Vaswani et al.) pub-
lished in 2017 [1]. Since then, they have found a wide range of uses in different
domains, including the processing of biological signals. The transformer archi-
tecture is suitable for tracking both short and long term dependencies in time
series data. This architecture offers several improvements over the more tradi-
tional ones such as the ability to reuse in the form of transfer learning, greater
interpretability, parallel processing, shorter training times, and fewer parameters
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Mihova and M. Jovanov (Eds.): ICT Innovations 2023, CCIS 1991, pp. 46–58, 2024.
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[1]. Several hybrid model architectures have been developed for specific tasks. In
this paper, we will consider two of them: specifically the time series transformer
and the convolutional vision transformer. These types of neural network are still
relatively new and while promising results have been achieved, the full potential
of transformers in biosignal processing is still being explored.

The human body is an elaborate system made up from several intricate sys-
tems. These systems interact with one another further increasing the complexity.
Biological signals, or biosignals for short, are signals generated by living organ-
isms in response to internal or external stimuli. The biosignals preform vital
duties in the various physiological process, such as: sensory perception, commu-
nication, and control of bodily functions. These signals don’t have to be electrical,
they can also be chemical, produced by the hormones or mechanical produced
by the muscles [2]. Various techniques have been developed to measure the sig-
nals generated by the human body, including: abnormality detection, diagnosis,
treatment monitoring, and research purposes.

There are several steps that may be undertaken while preprocessing a signal,
such as denoising, feature extraction, feature selection and transformation [3].
While these steps are not exclusive to biosignals, special care must be taken
during their analysis to account for patient-specific biosignal structures. Some of
the most frequently measured biological signals include: EMG, EEG, ECG and
PPG.

ECG, Electrocardiogram, is recording of the heart’s electrical activity. It’s
a commonly measured biosignal that has many uses, some of the most popular
are: measuring the heart rate, examining the rhythm of heartbeats, diagnosing
heart abnormalities, emotion recognition and biometric identification [3]. PPG,
Photoplethysmogram, is a biosignal of the volumetric changes of blood in the
body’s periphery. It’s important to note that PPG is measured using a low-cost
sensor and the process is totally non-invasive [4]. These characteristics make
this type of signal an interesting feature for various experiments. One example
is the process of blood pressure estimation, which is a measurement of critical
importance and is usually measured along side the vital signs.

In this paper, we investigate the use of a hybrid transformer as a model
architecture for estimating blood pressure from PPG. The paper is structured
as follows: in the first section,"Introduction", we delve into the domain of our
study and provide a brief literature review on the subjects of interest. In the
second section, "Methodology", we clearly define our objectives and evaluation
methods, and describe our models and data collection methods. In the third
section, "Results", we present the results of our study, including the classification
results for the heartbeat classification problem and the regression results for the
blood pressure estimation problem. At the end of this section, we discuss the
significance of our findings. Finally, the paper concludes with the fourth section
providing a summary of our work highlighting our main contributions.
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1.1 Literature Review

The domain of cuffless blood pressure estimation and hypertension detection
from ECG and/or PPG is investigated by several papers, most of which are built
on datasets that are yet to be made public. Many factors influence blood pres-
sure, including the patient’s age, gender, race, family history, lifestyle habits,
medications, and diseases [5]. The prevalence of hypertension makes the esti-
mation of blood pressure a popular research topic. Heightened blood pressure,
hypertension, is a widespread health condition that considerably increases the
risk of health complications and diseases. One of the main problems that make
the development of a algorithm for generalized blood pressure difficult is the
unique morphologies of the patient’s biosignals.

Several approaches have been proposed for blood pressure estimation and
hypertension detection. The two most popular approaches that are utilized are:
feature engineering and deep learning models. The aim behind the former method
is to manually define features or automatically extract them so that they cor-
relate with blood pressure. The most significant feature usually is pulse wave
metric such as pulse transit time [6] and pulse arrival time. It is a measure of
how fast the pulse wave propagates between two different locations on the body.

The latter approach, as well as the one used in this study, attempts to build
neural networks capable of learning and identifying complex data patterns that
are indicative of blood pressure. This approach lacks the transparency of the
previous one, and also generally requires more data to train. However, it doesn’t
require specialized knowledge and allows the algorithm to use abstract features.

In the domain of cuffless blood pressure estimation from physiological sig-
nals, it is commonly accepted that using signals of longer length leads to better
results, especially for systolic blood pressure estimation [7]. When working with
models for blood pressure estimation, the input signal can have either a fixed or
variable length. However, using a fixed window size approach can introduce bias
in the dataset because a window with more heartbeats will contain more data.
Nevertheless, the fixed window size approach remains a popular choice in many
studies because it is computationally efficient and easier to implement [8]. Some
studies in this domain focus on continuous cuffless blood pressure estimation,
where the goal is to estimate blood pressure continuously over time [9]. Other
studies attempt to estimate blood pressure at a single point in time, which is
useful in clinical settings where quick measurements are necessary. The choice
between continuous and single-point estimation depends on the specific applica-
tion, the quality and quantity of the dataset, and the desired level of accuracy.

The idea of using hybrid transformer models for estimating blood pressure
is the subject of several previous scientific studies. One such study [10] proposes
a KD-Informer pretrained on a large high-quality dataset before transferring
that knowledge onto the target dataset. This is done in the hopes of integrating
prior information of PPG patterns into the model. The results achieved by this
approach are an estimation error of 0.02 ± 5.93 mmHg for SBP and 0.01 ±
3.87 mmHg for DBP [10]. The MLP Mixer is a type of neural network that
is heavily inspired from the transformer self-attention mechanism [11]. Based
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on this architecture a study proposes a MLP-BP method that use both ECG
and PPG for blood pressure estimation [12]. The results achieved by this study
MAE of 2.13 (2.47) mmHg and SD of 3.07 (3.52) mmHg for DBP and MAE
of 3.52 (4.18) mmHg, and a SD of 5.10 (5.87) for SBP [12], meet the highest
requirements set by the AAMI [13] and BHS [14] standards.

2 Methodology

2.1 Objectives

The main goal of this study is to develop a robust blood pressure estimation
model which could be used in real life application. To accomplish this goal, we
make a hypothesis that the transformer architecture is suitable for this task
and may even overtake the results achieved by previous studies with more tra-
ditional models. A simple experiment is performed to check the reliability and
credibility of our chosen model architectures. While such an analysis might not
be necessary, we believe it’s prudent because of the architecture’s novelty and
the overall exploration of the relevance of transformers in biosignal processing.
The experiment we focus on is the task of ECG heartbeat classification, owing
to the simplicity of the problem and availability of a public dataset.

2.2 Evaluation Metrics

In this section we define the metrics used for our models evaluation. For the
classification problem used for validation of the architectures credibility:

1. Accuracy is the ratio of corrected predictions to the total number of predic-
tions.

2. Macro F1 score is the harmonic mean of precision and recall calculated for
each class separately and then averaged.

3. Weighted F1 score is calculated as the harmonic mean of the precision and
recall scores for each class averaged taking into account the classes support.

For the evaluation of the regression models we use the following metrics:

1. Mean Absolute Error, MAE, is the average absolute difference between the
predicted and actual values.

2. Mean Squared Error, MSE, is a regression metric representing the average
squared difference between the predicted and actual values.

3. Root Mean Squared Error, RMSE, is calculated as the root of the mean
squared error.
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2.3 Framework

The transformer architecture was originally designed for natural language pro-
cessing. It significantly outperformed the existing architecture in this domain
and it’s currently considered a state-of-art. Drawing inspiration from the origi-
nal transformer, several variant of this architecture have been developed for time
series processing. Some of the most commonly used models for this task are the
time series transformer, the convolutional vision transformer, the temporal fusion
transformer and the informer. These models have been thoroughly researched in
a previous study of ours [15]. The latter two models are cumbersome in regard
to data required for training and computational resources. While the former two
and the ones used as part of this study are considered lightweight models and
they have more constraint on the type of data they can process. They aren’t
meant to work with missing data or time series sampled at an irregular interval.
The data is prepared with considering these limitation with the hope that the
created portable models capable to function in real time on low-spec device.

Time Series Transformer, TST, is a variant of the transformer architecture,
specifically adapted for time series. It has a relatively simple design when com-
pared to other architectures meant for handling sequential input data, such as
the temporal fusion transformer and the informer. This type of model lacks the
ability to handle an irregular time series, as well as missing data. Common uses
include time series forecasting and anomaly detection. The implementation of
the algorithm used for TST can be found at [16] and it has been adapted for
regression to suit our needs. A schema of the time series transformer used in this
study is shown on Fig. 1.

Convolutional Vision Transformer, CvT, is a type of a neural network that
employs the convolutional vision transformer blocks as part of its structure.
The strength of convolutional layers is their ability to detect local patterns in
data. Although this generally applies to two-dimensional data, it can be easily
adapted to handle one-dimensional sequential data, such as a time series. The
general idea behind this model type is the combination of convolutional and
transformer architectures creates a model that can detect both local and global
data patterns. The implementation of CvT used in our paper is coded using
TensorFlow [17], a popular deep learning framework. A diagram of the model
we are using is illustrated on Fig. 2.

It’s important to note that even though both of these architectures are hybrid
transformers, they lack a decoder, which is necessary for NLP, the problem
Transformers were originally designed for.

The Adaptive Moment Estimation, ADAM, optimization algorithm was used
for the model training, which is one of the most popular methods.
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Fig. 1. Time Series Transformer Schema

2.4 Validation of the Model Architectures Credibility

Both, the time series and the convolutional vision transformers, are fairly new
and have not been extensively tested and validated in the context of biosignal
processing. Therefore, it is important to conduct an investigation to assess their
credibility before they can be reliably used in practical applications. The method
used for validating the models credibility is a straightforward comparison with
other models.

Heartbeat classification is the process of sorting the individual heartbeats
of an ECG. This is done in order to detect arrhythmia or an irregular heart
rhythm. AAMI recommends 15 classes for arrhythmia classification, which can
be grouped into 5 superclasses: Normal (N) beat, Supraventricular ectopic beat
(SVEB), Ventricular ectopic beat (VEB), Fusion beat (F) and Unknown beat
(Q) [18]. Arrhythmia detection is vital in the diagnosis and monitoring of many
cardiac conditions.

The dataset used in our research is a subset from the PhysioNet MIT BIH [19]
dataset. The dataset we are using for our research is the publicly accessible ECG
heartbeat categorization dataset, which is available on Kaggle [20]. The dataset
overall contains about 100 000 rows, 20 % of which are used for testing. This
dataset is already preprocessed into individual heartbeats with a fixed length.
An oversampling approach is utilized to overcome the class imbalance present in
the dataset. The input is a single ECG heartbeat feed to the network as a time
series and the output is one of the superclasses of arrhythmia.
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Fig. 2. Convolutional Vision Transformer Schema

Table 1 shows a comparison of the results achieved by the different models.
Fig 3a and Fig 3b give the normalized confusion matrices obtained by the time
series and the convolutional vision transformers, respectively.

Table 1. Heartbeat Classification Results Comparison

Model Accuracy Macro F1 Score Weighted F1 Score

CNN 0.97 0.85 0.97
TST 0.91 0.72 0.92
CvT 0.92 0.75 0.93

The conducted credibility validation demonstrates the suitability of the mod-
els for addressing the heartbeat classification problem when presented in the
aforementioned format. By inputting an ECG signal and processing it through
the network, the models successfully determine the corresponding heartbeat
class. It is crucial to emphasize again that the heartbeat classification problem is
not the primary focus of our research, but rather a preliminary trial employing a
dataset from a similar domain to the problem we are actually focusing to solve.
The implementations of the Time Series Transformer and the Convolutional
vision Transformer have undergone rigorous testing and validation, leading to
the conclusion that these models possess credibility for practical application in
biosignal processing.
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Fig. 3. Normalized Confusion Matrices

2.5 Data Collection Procedures

In this study we use a subset of the publicly available MIMIC III dataset [21].
This is a vast dataset that contains a deidentified health information of over
40000 patients. This study is a part of a larger developmental project and a
subset of the dataset has been made available in that scope, which we further
refined. For our purposes we filtered out the data that contains PPG and arte-
rial blood pressure, ABP. The sampling rate needs to be constant in all of the
recordings and in our case it is 125Hz. Both of the chosen transformer’s data
can’t natively handle missing data. There are multiple ways to handle this prob-
lem, such as interpolation of the missing values. However, since the dataset is
quite large, the simpler approach and the one used in this study is the exclusion
of all signals with missing values, either in the PPG or the ABP part. Another
condition for signal exclusion is extremely improbable data. This increases bias
and limits the models ability to predict edge cases. However, this is an approach
that has been often employed in this type of studies [22]. The ranges we have
decided to employ are (40, 120) mmHg for DBP, (60, 200) mmHg for SBP, and
(20, 80) mmHg for SBP-DBP, that have been determined considering the domain
in question.

2.6 Data Analysis

Several steps are taken to construct the dataset that ensure the quality of the
data for our model’s training and testing. This process was inspired by another
study [23] that was conducted in the scope of the larger project "SP4LIFE". It
should be noted that proper processing is necessary because of the problem’s
complexity.

1. Data Cleaning. Noise caused by motion artifacts and baseline wandering may
be present in the PPG signal, which can impact the accuracy of subsequent
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methods. To overcome this situation, a function from the Neurokit2 toolbox
for processing physiological signals [24] was applied. The function implements
a bandpass filter for cleaning the signal from various types of noise that may
be encountered during the data collection process.

2. Normalization. This technique is often employed for various analysis of infor-
mation. Normalization is the process of scaling the data range to be between
0 and 1. It’s a type of min max scaling and in our case it’s utilized because of
sensitivity of the neural networks to larger values. An additional justification
for the inclusion of this step is the variability in data recorded by different
sensors, which may result in divergent scales across the dataset.

3. Signal Alignment. The process of aligning two different signals is necessary,
since more than often the recordings are unsynchronised. Signal alignment
can be achieved through various approaches [25,26], and among them, we
select the cross-correlation algorithm.

4. Pearson Correlation. As stated, the used dataset is vast, and the signal qual-
ity varies. The Pearson coefficient is a statistical measure that describes the
linear correlation between two variables. Only if the Pearson coefficient of
the PPG-ABP pair exceeds the threshold of 0.85, the signals are taken into
consideration. This is done in order to exclude the signals that contain noise
and interference.

5. Segmentation. Determining the length of the signals we use to build our
model is an important step. Although we recognize that a larger window size
will likely lead to better results, we choose to use a smaller one to lower
computational cost. Multiple studies have had success using short-term PPG
for blood pressure estimation [27].

3 Results

The dataset contains information from 71 patients, and a division is made to
create distinct training, validation, and testing datasets. To ensure data inde-
pendence, the samples from one patient are present in only one of the datasets.
The testing and validation dataset contain 10 patients each. In the literature, it’s
usually suggested to use at least 10 patients for testing. It’s also recommended
these patients to be of different ages, genders, and a afflicted by variety of con-
ditions, such as pregnancy and diabetes. However, this isn’t something we can
take into consideration since the data is anonymized and the patients can only
be differentiated by a patient identifier.

The aforementioned time series transformer (TST) and a convolutional vision
transformer (CvT) were built and evaluated on these datasets. The TST model
consist of 4 encoder blocks stacked on top of each other, each contains a self
attention mechanism with 4 heads that allow the model to focus on different
parts of the input. Each head has a length of 8 to help it learn the patterns
in the data. The CvT model on the other hand, has 4 encoder blocks and a
kernel size of 8. All of these values were determined empirically, through series
of experiments. Table 2 shows a comparison of the results achieved by our models.
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Table 2. BP Estimation Results Comparison

SBP (mmHg) DBP (mmHg)

Model MAE MSE RMSE MAE MSE RMSE
TST 17.07 408.02 20.2 8.79 121.87 11.04
CvT 16.66 408.16 20.20 9.25 123.76 11.12

Figure 4 gives the per subject results for both SBP and DBP using the TST
model. This analysis shows that some subjects are accurately estimated, while
others are significantly off the mark. The table also highlights the bias introduced
by an uneven number of samples per patient.

Fig. 4. Per Subject Results - TST

3.1 Discussion

Despite the initial expectation that the built TST and CvT models may be used
for blood pressure estimation, the obtained results are not entirely satisfactory, as
shown on Table 2. The BHS and AAMI standards set criteria for grading of blood
pressure measuring devices. The minimum passing grade for the AAMI standards
is achieved when the mean error is within 10 mmHg for SBP and 5 mmHg for
DBP, and the standard deviation is 10 mmHg for SBP and 8 mmHg for DBP
[13]. Numerous studies have investigated the connection between ABP and PPG,
consistently highlighting PPG as a reliable indicator of ABP. However, these
models did not effectively incorporate this connection. Many factors influence
the results.

A critical point is the data used for building and evaluating the models. The
dataset is obtained from MIMIC III which is the typical for this type of problems
and the preprocessing steps undertaken are similar to those of previous studies.
A greater dataset with higher quality signals may allow this type of models to
improve. Another issue that negatively effects the experiments outcome is the
lack of implementation of an optimization process. During the model training
process, no hyperparameter tuning was conducted, and the values for the hyper-
parameters were chosen using heuristics. As future work, employing a compre-
hensive optimization process that performs a systematic approach for tuning



56 I. Kuzmanov et al.

the models hyperparameters will undoubtedly lead to better results. One poten-
tial explanation for why the explored transformer architectures are unsuitable for
this type of problem is their limited capacity to generalize and accommodate the
distinctive morphologies of various patients. Another concern is whether models
built solely on PPG data is sufficient. Certain studies have achieved results with
this approach, however typically for this type of problem ECG data is used in
conjecture with PPG. It’s also notable to mention that these architectures are
relatively simple in regard to processing time series. Other more sophisticated
transformer frameworks, such as the temporal fusion and informer, may lead to
better results.

A practical application of the elaborated models is developing a multisensor
chest-patch (ECG, PPG, Graphene). Given the signals, the device will have the
processing power to provide continuous measurement and real-time calculation
of the Heart rate and Respiratory rate and use the signals to feed the developed
models for Blood pressure and SpO2 estimation, respectively [28].

4 Conclusion

This study focuses on evaluating the usability of two variants of the transformer
architecture (time series transformer - TST and convolutional vision transformer
- CvT) for processing biological signals. To assess their performance, a valida-
tion check is conducted on a different solved biosignal problem within the same
domain, where the used architectures demonstrate satisfactory results. Subse-
quently, similar models are constructed to estimate blood pressure using a PPG
signal. A subset of Physionet MIMIC III dataset is prepared and several models
are built. There is no significant difference between the models’s performances
- the obtained MAE results are: TST (SBP: 17.07 mmHg; DBP: 8.79 mmHg)
and CvT (SBP: 16.66 mmHg; DBP: 9.25 mmHg). The other metrics are given in
Table 2. As far as we are aware, there are no existing studies on the application
of TST and CvT models specifically for blood pressure estimation. Therefore,
we are unable to compare our results with those of other TST and CvT models
in this context.

The selected transformer architectures, namely the time series and convolu-
tional vision transformers, did not obtain satisfactory results for blood pressure
estimation. For accurate estimation, the Mean Absolute Error (MAE) of SBP
and DBP should be less than 5 mmHg, according the AAMI standards. How-
ever, it is important to note that further experimentation is necessary before
concluding that these models are unsuitable for this task.

As a future work, fine-tuning the hyperparameters of these models and
enlarging the dataset could potentially improve the results significantly, to
achieve more accurate and reliable blood pressure estimation.
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Abstract. The research hypothesis in this study is that different ran-
dom number generator seeds using 1D Convolutional Neural Networks
impact the performance results by more than 15% on the heartbeat clas-
sification performance. Furthermore, we address a research question to
evaluate the impact level of random values in the initialization of model
parameters experimenting on the classification of ventricular heartbeats
in electrocardiogram training and evaluating models with various feature
sets based on the width of the measured samples surrounding a heart-
beat location. Specific test cases consist of differently selected initial
neural network parameters guided by manually selected random number
seeds while preserving the rest of the training environment and hyper-
parameters. We examine the influence of the random number seed on the
model’s learning dynamics and ultimate F1 score on the performance of
the testing dataset and conclude fluctuations resulting in 24.61% root
mean square error from the average. Furthermore, we conclude that opti-
mizing the validation in the training process does not optimize the per-
formance in the testing. The research results contribute a novel viewpoint
to the field, paving the way for more efficient and accurate heartbeat clas-
sification systems and improving diagnostic and prognostic performance
in cardiac health.

Keywords: ECG · Heartbeat classification · Convolutional Neural
Networks · Deep Learning

1 Introduction

Electrocardiogram (ECG) is the electrical representation of heart activity, and
ECG signal analysis is essential for diagnosing and monitoring various cardiovas-
cular disease conditions. The development of fast, reliable, and accurate auto-
matic ECG signal classification models in healthcare and biomedical engineering
is of the utmost importance to prevent severe heart damage.
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Ventricular (V) beats are heartbeats originating from the ventricles, the
heart’s lower chambers, as opposed to the sinoatrial (SA) node, the heart’s nat-
ural pacemaker in the right atrium. An increased number of V beats indicate
an increased risk of health complications, such as coronary artery disease, heart
failure, or onset of heart attacks. Due to the different electrical pathways to acti-
vate the heart, V beats on ECG recordings typically have an abnormally wide
and irregular shape [11]. Figure 1 presents the main characteristic points (Q, R,
and S), indicating the R point as the heartbeat complex peak.

Fig. 1. Normal (N) and Ventricular (V) heartbeats differ in their shape. Q, R, and S
characteristic points determine the heartbeat features.

This study focuses on V-beat classification models using 1D Convolutional
Neural Networks (CNNs) as a Deep Learning (DL) model. The application of
CNNs in ECG processing and classification is the subject of research by several
authors [5,6,13,14,17–19]. Despite their implementation success, the challenge of
developing a more accurate system still motivates the researchers. In this study,
we investigate the DL frameworks and the impact of randomness in the training
process.

A source of various shapes and multiple forms of V beats in our experimental
methodology is the well-known MIT-BIH Arrhythmia benchmark database [10].
To promote a reliable and generalized model performance, we divide our data into
training and testing subsets using a widely accepted patient-oriented approach
proposed by DeChazal [2]. This method ensures a roughly equal distribution of
heartbeat types across subsets, thereby addressing concerns regarding overfitting
and enhancing model generalizability.

Our research hypothesis is that randomly selected initialization values of the
initial CNN parameters affect the model performance by generating more than
15% root mean square error (RMSE). The research question evaluates this influ-
ence.

The preliminary research shows that these initialization values can signifi-
cantly affect the model’s learning dynamics and subsequent performance. Expos-
ing the effect of randomly generated initialization values adds dimension to
the feature space of experiments designed to identify the best-performing meta
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parameters. These developments could significantly improve diagnostic perfor-
mance, prognostic abilities, and cardiac health outcomes. Therefore, they con-
tribute to the evolution of heartbeat classification models.

Related work analyzes similar studies in Sect. 2. Methods are described in
Sect. 3 with details on the randomness concept and random seeds in training DL
NNs, the dataset, feature engineering, and experimental and evaluation method-
ology. Section 4 presents the experimental results of our experiments, and their
evaluation is discussed in Sect. 5. Section 6 elaborates on the conclusions and
directions for future work.

2 Related Work

Several authors target the impact of the initial parameter values for DL NNs
and evaluate how the randomness impacts the model development, similar to
our research question. Wang et al. [16] tested the DL library via effective model
generation since training and model development depend on randomness and
floating-point computing deviations. The DL libraries are tested as sufficiently
as possible by exploring unused library code or different usage ways of library
code and do not evaluate the model performance fluctuations presented in this
paper.

Computer random number generators (RNGs) are fundamentally determin-
istic. The algorithm starting point is the RNG initial state (seed) and determines
the entire sequence of numbers. The operation of the RNG is dependent on its
ability to generate a random number sequence without discernible patterns or
repetition, which is essential for the initialization of ML algorithm parameters.
The “randomness” of these numbers is crucial to ensuring that the determinis-
tic nature of the computer’s operations does not skew or bias them and draws
attention to reproducibility as an essential aspect. Marrone et al. [9] assess the
reproducibility to determine if the resulting model produces good or bad out-
comes because of luckier or blunter environmental training conditions. Although
this is a non-trivial DL problem, the authors conclude that training and opti-
mization phases strongly rely on stochastic procedures and that the use of some
heuristic considerations (mainly speculative) to reduce the required computa-
tional effort tends to introduce non-deterministic behavior with a direct impact
on the results of biomedical image processing applications relying on deep learn-
ing approaches. The authors do not evaluate the performance fluctuation levels,
which is our focus.

Hooper et al. [4] evaluate the impact of tooling on different training architec-
tures and datasets and discuss random initialization as one of the algorithmic
sources of randomness mainly caused by the weights from sampling random dis-
tribution. Authors observe an insignificant variance in accuracy with less than
1% standard deviation on obtained results. We found these fluctuations are much
higher in the evaluated use case with an imbalanced dataset.

A significant performance impact of particular algorithms is observed by a
proper selection of an RNG seed, especially those involving stochastic processes.
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Different seed values will produce different initial weights, which may result in
distinct network behaviors, especially in models with non-convex loss landscapes
and complex structures. Despite the undeniable importance of the seed value,
it is essential to note that excessive reliance on a single seed value or an opti-
mization over seed values may result in overfitting or misleading results. The
model performance should not be overly dependent on the seed value, and a
more profound issue must be addressed if it is. Glorot and Bengio [3] evaluate
why standard gradient descent from random initialization is doing so poorly
with DL NNs and help design better algorithms in the future. They found that
the top hidden layer is driven into saturation due to the logistic sigmoid activa-
tion unsuited for DL NNs with random initialization. In addition, the saturated
units can move out of saturation by themselves, albeit slowly and explaining the
plateaus sometimes seen when training NNs. The authors investigate the reasons
without a deeper evaluation of the problem size addressed in this paper.

Choice of tooling can introduce randomness to DL NN training, and Zhuang
et al. [20] found that accuracy is not noticeably impacted. Although, they con-
clude that model performance on certain parts of the data distribution is far
more sensitive to randomness, similar to our conclusions which are documented
with significant performance fluctuations up to 25%.

The initial parameter selection for a Machine Learning (ML) model substan-
tially impacts the training procedure and the model’s final performance. This is
due to the nature of the optimization algorithms used in ML, which are typi-
cally iterative methods that gradually adjust model parameters to minimize a
loss function - a measure of the difference between the model’s predictions and
the actual data. Training a model can be compared to traversing a landscape
of potential parameters shaped by the loss function. This landscape consists of
numerous valleys and craters, as various local minima (sets of parameters for
which the loss function reaches a local minimum.) The training objective is to
identify the most bottomless pit (the global minimum) as the set of parameters
for which the loss function reaches its absolute minimum value, as discussed by
Silva et al. [15]. Multiple local extremes are illustrated in Fig. 2, similar to the
conclusions in this paper.

The Stochastic Gradient Descent (SGD) algorithm mathematically models
the walk through this pathway. The initial selection of parameters determines
the starting point of the path. If the starting point is close to a shallow local
minimum, the optimization algorithm may become stalled and be unable to
locate deeper, superior minima. This can result in subpar model performance.
When the starting point is close to the global minimum or a deep local minimum,
the algorithm has a greater chance of finding a good set of parameters resulting
in superior model performance.

Typically, random initialization of model parameters is used to address this
issue. The likelihood of discovering an excellent local extreme or even the global
one is increased if the algorithm starts with different random seeds. This method,
however, increases computational requirements. Advanced techniques, such as
sophisticated initialization strategies or momentum-based optimization methods,
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Fig. 2. Local and global minimums [15]

can aid in navigating the parameter landscape more efficiently and effectively,
frequently resulting in enhanced model performance.

The influence of chosen initial model parameters is analyzed by Liu et al. [8].
They observe that their SGD algorithm may converge to the closest local optima
close to the initial point in the parameters space. Even though this seems nat-
ural, considering how SGD works, the value of his work is that he has shown
practically how a deliberately chosen bad initial point in the parameters space
forces the model to finalize its fitting process to a bad local optimum. Li et
al. [7] provide a well-elaborated analysis of the behavior of SGD when used to
train overparameterized NNs. They proved that SGD produces valuable models
with sufficiently good generalization behavior when applied over initial randomly
chosen parameters as an excellent way for wanted NN training. The rationality
behind his conclusion is that the randomly initialized parameters produce an
even distribution of negative and positive weights. It also lowers changes for
appearing outputs at the networks’ layers, which are significantly big or small.
This leads to the formation of smooth, easily generalizable networks. In this
paper, we have not analyzed the SGD model in detail, but experimental results
confirm the existence of local optima and large performance fluctuations.

3 Methods

3.1 Use Case: V Versus NonV Classification of Heartbeats

The use case in our experiments is the classification of the V beats versus NonV
beats. Classifying a V beat is usually determined by its different shape in the
signal processing algorithms. It is difficult to distinguish if a particular heartbeat
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belongs to the positive (V) class due to baseline drift, artifacts, noise, and other
side effects.

Baseline drift refers to variations in the recorded ECG signal that are slow
and non-physiological. This typically manifests as a slow and smooth undulation
of the isoelectric line (the baseline of the ECG signal) and is regarded as noise
or interference in the ECG signal. It can be problematic as it can obscure the
ECG signal, making it hard to analyze the ECG waveform with conventional
signal processing algorithms.

We use 1D CNNs in our DL modeling and compare the sequence of ECG
samples around the detected R peak. To eliminate the impact of different
isoelectric start in the analysis, we use the first derivative of ECG samples
dECG[i] = ECG[i] −ECG[i− 1], where ECG[i] denotes the digital representa-
tion value of the analyzed i-th ECG sample.

The width (duration) of the QRS complex is the main feature used in our
model to indicate ventricular depolarization, typically between 0.08 and 0.12 s.
Our study employed data sampled at a frequency of 125 Hz (which results in an 8
ms time duration between subsequent ECG samples). This effectively means the
typical QRS temporal duration is between 10 to 15 discrete samples. Our goal
was to incorporate additional electrophysiological data, specifically the preced-
ing P wave, which represents atrial depolarization, and the subsequent T wave,
which represents ventricular repolarization, to improve the diagnostic precision
of ventricular beat detection since they define the irregular shape of the V beat
much better.

3.2 1D CNN Architecture and Training Hyperparameters

Our preferred model development and experimental environment is the Tensor-
Flow v.2.10.1 Deep Learning framework. The following API generates the model:

Layer type Output Shape Param #

===========================================

Conv1D (None, 20, 32) 128

Conv1D (None, 18, 128) 12416

MaxPooling 1D (None, 9, 128) 0

Dropout (None, 9, 128) 0

Flatten (None, 1152) 0

Dense (None, 64) 73792

Dense (None, 64) 4160

Dropout (None, 64) 0

Dense (None, 2) 130

===========================================

Total params: 90,626

Trainable params: 90,626

Non-trainable params: 0

The training hyperparameters are listed in Table 1. We implemented an early
stopping training strategy, wherein the training procedure is halted when the



The Curious Case of Randomness in ECG DL CNN Model 65

Table 1. 1-D CNN training hyperparameters

Name Value

Loss function Binary Cross-entropy [12]

Learning rate 0.001

Optimizer Adam [1]

beta-1 0.9

beta-2 0.999

epsilon 1e−07

Maximum training epochs 50

validation accuracy declines observing convergence and decline of loss function.
This resulted in the completion of between 19 and 25 training epochs.

3.3 Experiments

We conducted a series of experiments in which we varied the number of samples
included in the feature set. The length of the sample intervals varies between 23
to 47, with the sample split left and right of the R-peak approximately 33% at
the left and 66% at the right, with motivation:

– To capture a significant portion of the entire P wave, depending on the signal’s
particular temporal characteristics, and

– To capture a significant portion of the entire T wave, which has a longer
duration and higher variability than the P wave and QRS complex. By incor-
porating a broader range of samples, we aimed to account for the inherent het-
erogeneity of T wave characteristics across the population, thereby improving
the generalizability and robustness of the ventricular beat detection models.

Our investigation employed feature sets containing between seven and 15
samples left of the R-peak and between 15 and 31 right of the R-peak, with the
constraint of having approximately twice as samples at the right as those at the
left. We initialize the model with distinct values for the RNG seeds to evaluate
the effect of arbitrarily chosen initial CNN parameter values.

3.4 Dataset

The MIT-BIH Arrhythmia Database (MITDB) is a benchmark database widely
recognized and used for arrhythmia detection algorithms in biomedical signal
processing and machine learning. The database is maintained by PhysioNet, an
online resource for complex physiological signals, and is accessible to the public.

DeChazal’s method was utilized to determine train and test subsets from the
MITDB. His split is a patient-centric method for splitting training and testing
sets. The ECG records in the MITDB are separated into two groups: the train-
ing dataset DS1 and the testing dataset DS2, each containing 22 records from
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different patients, without overlapping, such that an ECG from patients in the
training dataset does not belong to the testing dataset. The DS1 dataset contains
51021 heartbeats and DS2 49712, such that 3788 are ventricular beats in DS1
and 3220 in DS2. The class ratio is 7.22% for DS1 and 6.48% for DS2, represent-
ing a significant imbalance for classifying ventricular beats in the classification
task.

The primary goal of the DeChazal split is to divide the database so that
each patient’s information is contained in either the training or the test set, but
not both. This method ensures that the model is trained and tested on various
patients, thereby assessing the model’s ability to generalize to patients who have
not been observed. This is especially crucial in healthcare applications, where
patient-specific characteristics can vary substantially.

The DeChazal split ensures that the distribution of different heartbeats
between the training and testing sets is roughly comparable. This helps pre-
vent bias in the model’s predictions caused by an imbalanced dataset. Conse-
quently, this split method enables a more precise evaluation of the performance
of heartbeat classification models.

3.5 Evaluation

Binary classification problems involve predicting positive and negative possible
outcomes. Accuracy ACC is the most intuitive performance measure calculated
as the ratio of correct predictions to the total number of detections. It works
fine for balanced sets, and in our case, we deal with a highly imbalanced dataset
with less than 7% of V beats versus all heartbeats.

Evaluating the performance of a binary classification model for imbalanced
datasets, we focus on the following metrics:

– Recall (Sensitivity, True Positive Rate) SEN is the ratio of correct
positive predictions to the total actual positives and evaluates the classifier’s
completeness. Low sensitivity indicates a high number of false negatives.

– Precision (Positive Predictive Value) PPV is the ratio of correct posi-
tive predictions to the total predicted positives and evaluates the classifier’s
exactness. Low precision indicates a high number of false positives.

– F1 Score F1 = 2∗ ((PPV ∗SEN)/(PPV +SEN)) is the harmonic mean of
the sensitivity and positive predictive value and conveys their balance. This
is the performance measure to evaluate in the case of imbalanced datasets,
such as ours.

To evaluate the differences between results obtained from different test cases,
we provide the minimum, maximum, and mean values and the standard devi-
ation of the results. The relative range value is calculated as a ratio of the
difference between the maximal and minimal F1 score versus the average value.
Furthermore, we express the relative standard deviation.
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4 Results

The results will be presented in a tabular form to express the fluctuations for
achieved F1 scores executed on different test cases. Each row specifies a different
sample interval width (WIDTH) with results achieved by distinct RNG seeds.
Besides the minimum (MIN), maximum (MAX), average (AVG), and standard
deviation (STD) in absolute F1 score value (in %), we present the relative range
(RANGE) and relative standard deviation (RSD), as the ratio between the range
of values versus the actual mean F1 value. Table 2 presents the results validating
the DS1 dataset within the training using the De Chazal DS1/DS2 dataset split,
while Table 3 presents the results testing the DS2 dataset.

Table 2. F1 score statistics for validating the DS1 dataset using the De Chazal
DS1/DS2 inter-patient data split for test cases determined by sample interval widths
from 23 to 47 and applying different RNG seeds

WIDTH MIN MAX AVG STD RANGE RSD

23 89.45 96.13 92.67 2.25 7.21 2.43

24 89.46 94.79 92.39 1.93 5.77 2.09

25 89.45 94.79 92.43 1.89 5.77 2.05

26 89.47 94.61 92.35 1.80 5.56 1.94

27 89.47 96.08 92.70 2.21 7.13 2.38

28 89.47 94.82 92.40 1.94 5.80 2.10

29 89.43 96.13 92.59 2.19 7.24 2.36

30 89.48 95.98 92.67 2.22 7.01 2.40

31 89.46 94.79 92.42 1.90 5.77 2.05

32 89.48 94.80 92.39 1.92 5.76 2.08

33 89.47 96.11 92.59 2.18 7.18 2.36

34 89.43 96.07 92.67 2.25 7.16 2.43

35 89.45 94.81 92.40 1.93 5.81 2.09

36 89.47 94.66 92.33 1.82 5.63 1.97

37 89.48 96.17 92.68 2.25 7.22 2.43

38 89.48 96.13 92.69 2.25 7.18 2.42

39 89.45 94.79 92.39 1.93 5.77 2.09

40 89.47 94.64 92.36 1.80 5.60 1.94

41 89.45 96.11 92.67 2.25 7.18 2.43

42 89.48 94.65 92.35 1.80 5.61 1.94

43 89.47 96.05 92.59 2.16 7.11 2.34

44 89.49 94.81 92.39 1.92 5.76 2.08

45 89.47 94.76 92.42 1.89 5.73 2.05

46 89.46 94.59 92.32 1.82 5.56 1.97

47 89.44 94.79 92.52 1.89 5.78 2.04
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The relative range values for validating the DS1 dataset vary from 5.56%
to 7.24% and the relative standard deviation from 1.94% to 2.43%. Testing
the DS2 dataset, the relative range values vary from 15.51% to 16.68%, and
relative standard deviation from 5.19% up to 5.50%. These fluctuations in testing
performance are significantly more than validation performance.

An illustration of F1 score performance results is presented in Table 4 for
the test case specifying different RNG seeds for the sample interval width of 25.
Note that the width sample interval of 25 is obtained with eight samples to the
left of the R-peak and sixteen samples to the right.

Table 3. F1 score statistics for testing the DS2 dataset using the De Chazal DS1/DS2
inter-patient data split for test cases determined by sample interval widths from 23 to
47 and applying different RNG seeds

WIDTH MIN MAX AVG STD RANGE RSD

23 67.22 78.80 72.93 3.83 15.88 5.26

24 67.26 78.81 73.30 3.84 15.75 5.24

25 67.25 79.49 73.37 3.97 16.68 5.42

26 67.23 79.34 73.81 4.05 16.41 5.49

27 67.28 79.47 73.06 3.96 16.68 5.43

28 67.27 78.70 73.28 3.81 15.60 5.20

29 67.24 78.71 73.45 3.93 15.61 5.35

30 67.24 78.84 72.88 3.84 15.92 5.27

31 67.24 79.27 73.33 3.97 16.41 5.41

32 67.24 78.71 73.26 3.82 15.65 5.22

33 67.33 78.77 73.48 3.92 15.56 5.34

34 67.27 78.78 72.97 3.79 15.78 5.19

35 67.20 78.71 73.23 3.84 15.72 5.25

36 67.31 78.75 73.71 3.93 15.52 5.33

37 67.27 78.71 72.94 3.81 15.68 5.22

38 67.24 78.60 72.91 3.78 15.58 5.19

39 67.26 78.72 73.29 3.85 15.64 5.25

40 67.31 79.39 73.80 4.04 16.38 5.47

41 67.29 78.68 72.92 3.81 15.61 5.23

42 67.25 79.28 73.81 4.06 16.30 5.50

43 67.28 78.76 73.41 3.96 15.64 5.39

44 67.23 78.80 73.27 3.87 15.79 5.29

45 67.20 79.16 73.26 3.92 16.32 5.35

46 67.27 78.70 73.72 3.90 15.51 5.29

47 67.22 78.77 73.26 3.86 15.76 5.27
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5 Discussion

The variety of achieved results in our experiment was presented in Tables 2 and
3 as a summary covering all test cases.

5.1 Impact of RNG Seeds

Figure 3 presents more details on the achieved results of the test case with a
sample interval width of 25 for the first 2000 different RNG seeds. We observe
some isolated specific results when the random seed has corrupted the training
process and led to the performance of a 25% F1 score.

Table 4. F1 scores from the models trained with a sample interval width of 25 ECG
samples per heartbeat and different RNG seeds.

Validation Testing

Seed SEN PPV F1 SEN PPV F1

1 91.29 95.68 93.43 83.49 62.23 71.31

2 93.10 96.53 94.79 82.12 64.03 71.96

3 87.60 95.46 91.36 79.18 68.22 73.29

4 86.24 92.91 89.45 75.50 60.63 67.25

5 90.96 95.91 93.37 82.91 68.79 75.19

6 91.35 98.12 94.62 79.76 77.75 78.74

7 85.75 94.80 90.05 75.26 67.33 71.08

8 90.10 94.16 92.09 81.52 60.31 69.33

9 91.61 96.59 94.03 81.41 71.34 76.05

10 87.94 94.55 91.13 80.55 78.46 79.49

Fig. 3. Fluctuations of F1 scores achieved on validation and testing the test case with
a sample interval width of 25 for different RNG seeds.

This was also confirmed for other RNG seeds, and the results show the behav-
ior of local maximums and minimums presented in Fig. 2, as discussed in [15].
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5.2 The Disparity Between Validation and Testing Results
for Different RNG Seeds

Figure 4 presents more details on the achieved results for the first ten different
RNG seeds. We notice a huge discrepancy between validation and testing results
without any trend. The ranges between validation and testing F1 scores fluctuate
between 11.64% and 22.83% in the example of the first ten RNG seeds.

Furthermore, we conclude that the validation results can not be used for
optimization. For example, the maximal F1 score for validation is obtained for
the RNG seed of two, while the maximum F1 score for testing is for the RNG
seed of ten. In addition, the value of the F1 score for testing with the maximal
validation F1 score is approximately close to the minimum, and the F1 score for
validation with maximal testing F1 score is also close to the minimum of the
validation F1 score. This peculiar behavior is observed for all analyzed sample
interval widths and RNG seeds.

5.3 Model Stability for Different Features and Fixed RNG Seed

Figure 5 presents achieved results for different feature values (different width
values in our case) and a fixed RNG seed of two and ten. Values of two and ten
for RNG seeds have been chosen to present the model performance behavior for
the RNG seed with a value of two with the maximal validation F1 score and
minimal testing F1 score. An RNG seed with a value of ten achieves maximal
testing F1 score and minimal validation F1 score.

Fig. 4. Disparity of F1 scores between training and validation results on the test case
with a sample interval width of 25 for different RNG seeds.
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Fig. 5. Disparity of F1 scores between training and validation results on the test case
with a sample interval width of 25 for different RNG seeds.

We observe relatively decreased performance fluctuations for validation dur-
ing the training and increased fluctuations for testing performance. Interestingly,
the absolute and relative range of F1 scores calculated as a ratio of the difference
between the maximal and minimal F1 scores versus the average F1 score value
is in the range between 0.07% and 3.08% for validation and between 0.20% and
6.79% for testing.

When the RNG seed is held constant, different feature set values do not
affect the model performance significantly. This is somewhat unexpected, as it is
commonly believed that distinct performance characteristics would result from
training datasets. This may indicate that the model is relatively insensitive to
variations in the training data, leading to an overly regularized or constrained
model. Alternatively, it could suggest that the training datasets are similar in
their distribution or the information they contain.

5.4 Validity of the Research Hypothesis

The results show that the models’ performance depends heavily on the chosen
RNG seed values. Moreover, the histogram of validation and testing F1 score
values (Fig. 6) shows a distribution that looks like a Gaussian distribution, with
a significant imbalance, skewed to the left from the peak.
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Fig. 6. Distribution of validation and testing F1 score values for different RNG seeds
from 0 to 2000.

Evaluating the model for different RNG seeds from 0 to 2000, the achieved
average F1 score for the validation dataset is 92.3%, and for the testing dataset
is 73.80%. Table 5 shows the AVG and the reminder statistical parameters STD,
RSD, MIN, MAX, RANGE, and RMSE, calculated versus the AVG.

We observe that the average values are not the distribution peaks. The rela-
tive standard deviation is up to 6.72% and the relative range of obtained values
is 79.80% of the average value for testing F1 scores, which validates significant
performance fluctuations. The RMSE of the validation F1 score is smaller than
in the testing since the values are bounded by the maximum (reaching 100%).
The main result of 24.61% RMSE for testing validates our hypothesis.

Table 5. Statistical analysis of obtained validation and testing F1 scores for different
RNG seeds from 0 to 2000.

AVG STD RSD MIN MAX RANGE RMSE

Validation 92.33% 3.23% 3.50% 58.05% 96.71% 41.87% 10.42%

Testing 73.80% 4.96% 6.72% 23.79% 82.68% 79.80% 24.61%

This is significant because it suggests that the selection of RNG input can
affect model performance and play a crucial role in achieving superior model
performance. This could be especially useful in fields that require highly accurate
models, such as medical diagnostics and financial forecasting. Furthermore, we
conclude that the validation results in the training process do not lead to the
best performance in testing.

Our hypothesis that RNG seeds using 1D Convolutional Neural Networks
impact the performance results by more than 15% on the heartbeat classifica-
tion performance (measured by RMSE) has been proven. The analysis within
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the research question shows that RNG seed substantially impacts the model
performance since it affects the initialization of model weights, the shuffling of
data for training and validation splits, and other stochastic processes within the
model.

Adding a further hyperparameter will consequently increase the complex-
ity of the model training process. Each additional hyperparameter adds a new
dimension to the search space, thereby increasing the number of possible per-
mutations and necessitating an increase in computational resources. This com-
putational cost may involve additional training time, additional memory for
storing the various models, and increased energy consumption. However, if this
additional expenditure produces models with enhanced performance, it may be
worthwhile. Despite the increased computational demand, the text’s recommen-
dation to experiment with the RNG seed as a hyperparameter could be a valuable
optimization strategy for machine learning models.

6 Conclusion

We have realized an experiment of developing a 1D CNN DL model for the
classification of V heartbeats with a feature set specified by width as several
samples around the detected R peak. The test cases defined widths between 23
and 47. Each test case was executed with different RNG seeds, and the results
were compared to validate the hypothesis that the RNG seeds impact the F1
score results by more than 15%. Furthermore, we investigate the level of impact
of model performance for different RNG seeds and fixed width (feature). The
evaluation of the testing dataset for the resulting F1 scores shows 24.61% RMSE.

We conclude that the RNG seed value plays a crucial role in model perfor-
mance, balancing the need for apparent randomness in specific computational
processes with reproducibility and consistency in experimental settings. The
effect of the seed value on the results of particular algorithms emphasizes the
need for caution when selecting and employing it. This seed value significantly
impacts the model performance. The initial conditions and the inherent random-
ness of the training process affect the outcome. This emphasizes the importance
of RNG seed selection and encourages the consideration of the seed as an opti-
mizable hyperparameter.

Occasionally, the model’s performance is more sensitive to its internal pro-
cesses and initial conditions (as determined by the RNG seed) than to the spe-
cific data for the features it was trained on. This has significant implications
for model validation and training methods. It emphasizes the need to manage
and optimize the RNG seed during model training suggesting that the model
may not be learning effectively from variations in the training data. In addition,
our experiments confirm that optimization validating the training dataset does
not optimize the testing performance. This may necessitate additional research
to ensure that the model is adequately specified and that the training data is
sufficiently diverse and representative.

This article does not aim to advocate for selecting feature sets from ECG
samples or focusing on fine-tuning the RNG seed. The primary objective of this
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discussion has been to highlight the significant impact that different RNG seeds
can have on the performance of ML models. We understand that the RNG seed
needs to be recognized as an essential component of model training, deserving
of thoughtful selection and careful management, opposite to an afterthought
or a default setting. By drawing attention to this often-overlooked aspect, we
aim to inspire a more nuanced and comprehensive approach to model training,
resulting in enhanced performance and more reliable future results. Future work
includes experiments letting the models train longer and stabilize to make a
proper decision and highlight a potential double-dip phenomenon. We also plan
to study different optimizers and network architectures which can further outline
the influence of the initialization.
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Abstract. The speed of information transmission in our modern day
and age requires us to stay connected more than ever. With seemingly
endless forms of communication, our primary digital methods of email,
telephony, and message services are not without vulnerabilities. Disaster
can happen at any time, whether it be man-made or natural. Often, dis-
aster results in the loss of electrical power, internet or telecommunication
infrastructures. There currently exist several emergency communication
protocols and many others in development but even they have their limi-
tations and may not function under all circumstances. With this we pro-
pose incorporating the principles of dew computing to build a reliable,
stable, and resilient mobile messaging application that increases the rate
of successful transmissions. This paper explores dew computing’s con-
cepts of Independence and web service Collaboration by developing an
application-level routing protocol we call Spatial-Temporal Connection
(STC). By storing and relaying messages from both the primary mobile
device and any neighboring devices, STC provides an alternate approach
to staying connected when client-server network infrastructure breaks
down.

Keywords: Dew Computing · Dew Server · Messaging Application ·
Ad Hoc Network · Disaster Communication · Spatial-Temporal
Connection

1 Introduction

Disaster can take any shape or form. Pertaining to telecommunications, disaster
results in disruptions ranging from a loss of power, downed cables, towers, or
general electromagnetic interference. Hurricanes, earthquakes, tornadoes, and
tsunamis are just a few of the natural disasters we as humanity face on a recurring
basis. Disruptions can also be created by us. Overloaded networks, scheduled
maintenance, or social-political issues can create the same scenarios. To remain
prepared for such situations, we need to consider alternative communication
methods.

Currently, there exists several disaster-resilient communication protocols in
development incorporating mesh network architecture like mobile ad hoc net-
works (MANET) and small local area networks. These make use of the device’s
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Wi-Fi Direct, Bluetooth, or wired connection capabilities. These methods pro-
vide reliable connection and messaging services in most situations, however there
are many instances when they are limited or even not possible.

Limitations to power, electronic interference, packet flooding, or even device
type can mean not everyone has access to forming or joining these networks.
There are also less drastic situations when these protocols are simply not nec-
essary. Not all scenarios with limited to no connectivity should be classified as
disasters. Travelling by land, sea, or air will undoubtedly cause periods with
interrupted mobile service but they would not be categorized as disaster scenar-
ios. It is in these cases dew computing can provide support for end users.

Beginning in 2015, dew computing emerged as scalable support system for
internet and cloud-based networks by improving productivity in a distributed
computing model [15]. Dew-cloud applications began to manifest as mobile com-
puting evolved. Early forms of these applications brought cloud computing closer
to the device level in the forms of offline data storage and web page access. Later
examples of these applications include the file-sharing application Dropbox, the
offline email storage for Gmail, and the income tax software Turbo Tax [10].

Coinciding with these applications, the focus of network optimization shifted
toward more resilient and alternative client-server protocols. Some of these pro-
tocols developed into the form of Peer-to-Peer (P2P) networks - such as mesh
networks, eventually elaborating to fully Mobile Ad hoc networks able to support
the dynamicity of multiple nodes.

MANETs gained significant popularity in the following years - allowing users
to create spontaneous, dynamic, and adaptable environments for communication
[8]. These networks have remained generally restricted to military use and outlier
functionality, but recently they have gained a mainstream following.

Recently, several messaging mobile applications began to incorporate the use
of mesh architecture into their technology, including the now defunct Firechat
[11] and Bridgefy [2]. As with many novel applications, several issues arose as
these improvised networks reached certain user thresholds - dropped packets,
loss of connection, and broadcast flooding. These common limitations exposed
several vulnerabilities [9].

While optimizing MANET and mesh routing protocols in the form of Proac-
tive, Reactive and Hybrid Routing creates more robust frameworks - vulnerabil-
ities still exist, particularly when considering the plethora of mobile devices on
the market and their varying technical limitations. This degree of unpredictabil-
ity positions us to re-examine alternate messaging applications in environments
of limited connectivity.

This paper provides a brief overview of the disaster-resilient technologies
available today, their known vulnerabilities, and presents an alternate applica-
tion incorporating the dew paradigm to challenge our understanding of commu-
nication routing. The mobile application presents itself as a messaging platform
running our proposed application-level protocol STC based on the principles of
dew computing’s Independence and collaboration [14].
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2 Network Vulnerabilities

In a standard Wide Area Network (WAN) model such as the internet, data
travels instantaneously even if passing through multiple nodes or splitting into
various paths along the way. Through wired or wireless connection, a user joins a
network connecting them from their ISP to another. When this specific network
is unavailable due to a disastrous scenario such as a loss of power, the remain-
ing forms of network communication typically involve battery-powered mobile
devices or UPS-powered servers and routers.

These devices can create small Personal Area Networks. A building running a
back-up generator can continue to operate its own internal network of computers,
routers, and servers. For mobile devices with capable Bluetooth, Wi-Fi or LoRa
features, the possibilities include wireless personal area networks (WPAN) such
as MANET or mesh networks.

Even though an improvised WPAN provides an excellent platform for per-
sonal devices to connect and exchange data, it does not automatically sync any
new or modified information back to the internet when connection is restored.
Additionally, issues like packet flooding, electromagnetic interference, battery life
and processing power capabilities impact the chances for successful messaging.

2.1 Packet Flooding

As devices attempt to contact and create an improvised network, data packets
begin to flood their transmission range. Even though modern routing architec-
ture, like the hybrid Zone Routing Protocol can mitigate the risk of this by
prioritizing its routing table search for local destinations, flooding still presents
a serious issue as the network grows with every new device. The size of a WPAN
can change drastically within seconds. Additionally, as Bluetooth radio range
improves and extends, so will the number of potential relay nodes. The sheer
volume of broadcast packets can disrupt essential communications resulting in
dropped packets, channel blockages or denial of service [12].

2.2 Electromagnetic Interference (EMI)

Sometimes, even during regular activity, EMI disrupts radio signals from mobile
devices. Other radio devices, LED/fluorescent lights, household appliances, light-
ning, solar flares, or radio jamming hardware can all impact and interrupt data
transfer during times of disaster. WPAN are vulnerable to this phenomenon as
they must continuously update and maintain their routing architecture. Rerout-
ing or re-configuring the network can result in packet loss and network errors.

2.3 Battery Life

When a disaster strikes, the conditions can be unpredictable. Users rarely pre-
pare with enough foresight. Mobile devices such as laptops, tablets and cell



82 A. Harris and Y. Wang

phones will have varying battery life at the time out an outage. If power remains
unavailable, these devices may not possess enough battery life to incorporate
themselves into a WPAN, especially if they are forced to enter a restricted power-
saving mode. As a result, the battery continues to drain and the likelihood of a
successful connection for message transmission diminishes over time [9].

2.4 Processing Power

One of the benefits of mesh networks is their decentralized architecture. Each
device acts as a processor, receiver, and transmitter not only for its own messages
but for other users as well. While this alleviates the issues present in a central-
ized network, it comes at the cost of raw processing power required for ongoing
maintenance. Mobile devices vary in terms of their individual processing power.
Some laptops and smartphones can process vast quantities of data quickly. The
trade-off for these devices is the demand on the system [1]. A device can crash
if its processor is overwhelmed.

Accordingly, devices with limited processing functions such as a basic talk-
and-text cell phone may intentionally be excluded entirely from the WPAN,
even if it has Bluetooth or Wi-Fi capabilities. The proposed dew application
seeks maximum inclusion from any type of mobile device with some capable
form of radio transmitter.

3 Spatial-Temporal Connection

One major concern with improvised networks is the initialization. Not all devices
have the capability to connect at a moment’s notice due to limitations either
inherit to their systems or created through signal interference. Even though they
are adaptable and can reconfigure at will, most improvised networks require a
direct transmission route to successfully transmit messages between users. If
a user is offline or temporarily disconnected due to some inference event, the
connection never exists. With this, we present a novel approach to messaging
using dew computing.

Our application-level STC protocol sends and receives messages based on the
mutable principles of space and time and comparable to delay-tolerant routing
(DTN) protocols. With limited or no internet connectivity, messages transmit
P2P via available wired or wireless connection including radio (Bluetooth, Wi-
Fi, NFC and LoRa). If none of these methods are available, STC functions using
the DTN Store and forward technique - the application’s internal dew server
physically holds and carries the message in a database table, routinely searching
until a connection becomes available.

The transport protocol is essentially a novel protocol built upon several
pre-existing transport protocols, mainly those associated with Bluetooth LE’s
Generic Attribute Profile and Wi-Fi Direct protocols (which will be later incor-
porated in the development). Additionally, several adopted protocols can be
configured based upon connection states of participating devices. For example,
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with full internet connectivity between devices, the application-level protocol
STC would default transport to TCP/IP.

Initially, this application will be developed for Android OS using Java and
Kotlin programming languages as these currently remain two of the most com-
mon languages in mobile application development. Upon further development,
we plan to expand the application to support more mobile operating systems
including iOS and KaiOS to allow for maximum exposure, testing and develop-
ment [13]. The DBMS will be PostgreSQL - for its ability to utilize numerous
data types like JSON and XML, its applicable add-ons such as PostGIS [3] to
store geographic data for user location, and its expansive, open-sourced commu-
nity [4].

The dew server’s database consists of several tables; each one dictating a
different action to take. The pending table holds the message if it is intended for
a different user. The received table holds the message acknowledgment if it was
successfully received. Finally, the mailbox table holds messages intended for its
own user and displays them in the application’s GUI.

As time is a mutable factor in the application-level protocol STC, this means
communication consists principally of composed messages alongside geolocation
and routing tables - live stream functions may not be supported in all scenarios
with this DTN-like framework unless the devices connect directly over a mesh
network with the permitting bandwidth. Another important consideration is the
processing power. To accommodate as many device types as possible into the
protocol, the data must factor in the lowest common denominator - both in terms
of bandwidth capabilities and available device memory. These two factors will
improve as the protocol is developed and more data and testing become available.
Additionally, as more powerful devices enter the consumer market, the average
user device will have increased capabilities. Presently, the application itself will
utilize Bluetooth LE, as the lower energy requirements than standard Bluetooth
will equate to a greater extension of battery life. JSON formatting will aid in
keeping the transmissions light-weight and easily configurable.

While acting on both the behalf of the user and as an independent relay node,
STC performs several of the functions of a MANET - such as message encryption
and relay, but without the accompanying challenges of interference conditions,
route discovery, processing power and constant battery power demands.

Using an identifier like the device’s MAC address, the protocol tracks incom-
ing and outgoing messages from all users, logging the time of activity, the GPS
coordinates, and any other necessary information. This data exists in a database
table processed by the dew server. Once connection is restored either through
internet or another device sync, the table is updated. Over time, the application-
level protocol STC transforms the device from a WPAN node into a WAN node.
Suppose:

T = time (1)

and
x = node (2)
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Then the time spent at each node(N ) would be:

N = T/x (3)

The route AB can be calculated as,

ΣB
x=AT = N1 + N2 + N3 + ...Nn (4)

Figure 1 demonstrates user A broadcasting a message to user B using the
proposed messaging application. In this example, internet and cellular service
are both unavailable. In step 1, we have user A with a new message waiting to
be sent to user B. The message is in the device’s dew server database, in the
pending table. Node 1 is within range of user A. User B is only within range of
node 3. In step 2, user A sends a message to node 1. Its dew server identifies the
message and places it in its own pending table. In step 3, node 1 moves closer
to node 2. Once within range, node 1 forwards a copy to node 2. Like node 1,
node 2 identifies the message has a different destination so it places it in its own
pending table. Finally, in step 4, node 1 returns back to its original position.
Node 2 moves within range of node 3 and relays a copy of the message. Node 3
repeats the processes of nodes 1 and 2. Since node 3 is already within range of
user B, the message relays once more and arrives at its final destination. User B
places the message in its mailbox table which is visible for the device user.

Fig. 1. Pathway of message from user A to user B.

Figure 2 demonstrates how a message acknowledgement is returned to the
original sender over time with the aid of the intermediate nodes. We can still
assume that internet and cellular service remain unavailable. In step 5, we see all
five devices are still holding user A’s message intended for user B. Since user B
received the message, it broadcasts an acknowledgement for nearby devices. The
instructions in this broadcast are simple - move the message from the pending
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table to the received table and relay this to the next device. If a node never held
the original message, then this acknowledgement would be ignored. Node 3 is
within range of both user B and node 2 so it receives the broadcast, moves the
original message from pending to received and relays the broadcast to node 2
which does the same. In step 6, node 3 moves within range of node 1. As node 1
still has the message in its pending table, node 3 receives the original message a
second time. Node 3’s dew server knows that the message was already received
by user B because of the received table. Node 3 broadcasts the acknowledgement
to node 1. In step 7, node 1 moves the original message from pending to received.
Since node 1 is also within range of user A, it relays this acknowledgement and
completes the routing. Step 8 presents the completed acknowledgement routing
from user B to user A.

Fig. 2. Pathway of acknowledgement from user B to user A.

Even though message delivery is never guaranteed in a disaster scenario, the
user’s movement over time increases the probability of a successful device con-
nection. Two devices entering Bluetooth LE proximity will exchange messages.
Furthermore, to increase the likelihood of successful message receipt, we pro-
pose the protocol allows multiple devices to hold and relay the same message.
This would alleviate concerns when one device loses power or is incapacitated
by accident. Multiple backups would function in the same manner as storage-in-
dew (SID) services and would be deleted upon reconnecting to the internet or
receiving an acknowledgment receipt from the original sender.

Our proposed application will have flexible algorithmic parameters. As this
transitions to an open-source project, we encourage developers to experiment
with our dew server’s protocol suite including message storage systems, number
of relay attempts and time between searching for nearby devices. For instance,
increasing the number of relay attempts might improve the number of successful
messages received, however it might result in more packet flooding. Another
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example would be increasing the number of devices able to simultaneously hold
the same message. If the ideal number falls too short, there may be a decrease in
successful transmission rate. Conversely, too many devices may result in storage
issues for low-end devices with lesser specifications.

A primary challenge with STC is the risk that many identical messages will
co-exist across an indefinite number of devices. This form of message flooding
can be mitigated by having an acknowledgement broadcast by the final recipient
for a predetermined period, however like the previously mentioned challenge,
there is no guarantee this will reach all impacted devices. One consideration
is having each device create a countdown on each message it holds. This way,
messages will self-delete over time. The user could have control over this feature
with a delivery preset of x minute/hours/days before deletion. The server would
receive a “Message database” status from an intended recipient before sending,
receiving, or deleting messages. If a copy is received, it will be noted and removed
from the table.

4 Real-Life Applications

Our proposed dew application can mitigate several of the key vulnerabilities
found in MANET and mesh networks. Alternatively, this protocol can even be
modified to incorporate into their frameworks - increasing their own functional-
ity. This will of course be dependent on data created in the testing environment.
As the data presents itself in the form of dropped packet rate, timeout intervals
and ideal hop limits, we will perform further configuration changes to both the
DBMS and the STC parameters.

4.1 Disaster Communication

Under normal circumstances, it can be reasonable to assume cellular and internet
services exist. When either or both are unavailable, this can be considered a
disaster scenario. Figure 3 demonstrates such a scenario.

Suppose a devastating earthquake strikes a nation. Buildings collapse, people
are injured, and all forms of internet and cellular telecommunications are severed.
There is an immediate demand for emergency services but no method to call for
aid. Almost every person could have a mobile device with Bluetooth and Wi-Fi
capabilities with them, with any given amount of battery charge remaining. Even
though a well-built MANET or mesh network may help those with the patience
and power to build it and keep the network active, there could potentially be
many users unable to connect for one reason or another.

Person X is trapped in a collapsed building. They are alone and sustained
an injury. They have a mobile phone with some remaining battery life. They
broadcast an SOS message which would include their geolocation. This message
would have an arbitrary hop limit with the intention of reaching the most users
possible without flooding the network. It may also have pre-set destinations it
will attempt to reach like emergency contacts from the device itself.
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Fig. 3. 1) Person X requires emergency services. Person Y can accept Person X’s
broadcast and eventually 2) route it to an ambulance. 3) Ambulance arrives after
viewing Person X’s geolocation.

STC initializes immediately and searches for any neighboring nodes. Person
Y is a bystander that was unharmed by the earthquake and now is actively
searching for survivors. They are standing outside Person X’s building and enter
within Bluetooth range of their device. The application-level protocol STC of
Person X’s device may parse through the logic as follows:

1. An emergency broadcast: Is this message a broadcast? If yes, alert all devices
within transmission range and display the broadcast message. If no, continue.

2. A contact: Is Person Y a contact of Person X? If yes, alert them and display
the broadcast. If no, store the message in Person Y’s STC database and hold
until a new connection exists. Then, repeat this step for a pre-determined
number of hops. Continue.

3. Continue or end: Whenever a broadcast acknowledgement is received, alert
Person X. They can then choose to continue broadcasting, or to end the
transmission and instead send termination acknowledgements back out to
nearby devices.

In this scenario, Person Y sees the broadcast and can either respond via messag-
ing, attempt to assist them and/or they can continue carrying the message until
more help arrives. An ambulance is driving by at the time and enters within
Bluetooth range of Person Y, but not Person X. The ambulance receives the
rebroadcast from Person Y. The broadcast contains the location data of Person
X and can now attempt to locate them. This is but one of many possible uses
for the dew protocol.
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4.2 General Travel

Beyond emergency situations, our proposed application has potential for addi-
tional, light-weight messaging services. For example, in the travel and tourism
sector, the demand for internet access is becoming more of a requirement than
a luxury. People now expect to remain connected with family, friends and even
work through social media, e-mail, and texting. No matter the method of travel,
users will undoubtedly at some point experience periods of interrupted service.
Our dew application allows users to send and receive messages even when band-
width is limited. Using cruise ship travel, users are typically charged for any
internet usage, often at premium rates. In this scenario, the application-level
protocol STC holds pending messages in its dew server until a sync can occur.
If the user finds a connection or pays for only a few minutes of service, the mes-
sages sync automatically, saving costly time spent loading browsers, web pages,
and login requirements. This is also done without the need to return to the
application since the dew server is always running on the backend.

4.3 Snail E-mail

STC in many ways mirrors the principle of physical postal delivery, or snail mail
as it is known colloquially. The following case makes use of the application-level
protocol STC in the same way and can be refined to a similar colloquialism we
propose as snail e-mail.

Suppose a remote village in a rural region has no telecommunication infras-
tructure, including no satellite internet service. The village may have two-way
radios or ham radio, but no single villager has a method to send out an instant
telecommunication at will. This village may in fact have residents who own cell
phones or even temporary residents that visit periodically with digital devices,
however there is no reception. Our application-level protocol STC could provide
infrastructure for a physical message transport system to the villagers periodi-
cally. A bus or other vehicle travelling to or even near the village would carry
the messages back to an area with service.

In Fig. 4, we can imagine a bus that visits a rural village in the middle
of a country with no services. Here, the villagers can use their application to
create and send messages, which are stored in the dew server of their device.
Once the bus comes within range of their Bluetooth, the messages are relayed.
The driver heads back into a town with internet or cellular service and the
messages continue their routing until they reach their destinations. The same
effect happens in reverse.
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Fig. 4. Pathway of message from Village to an area of service and back again.

5 A Case Study - Briar

The Briar Project [5] took off from where Firechat ended. Expanding upon the
mesh framework, Briar includes APIs allowing mobile devices to sync over The
Onion Router (TOR) network - with an internet connection - for even more
secure communication. The P2P, encrypted messaging and forum application is
built upon the following principles:

– The messages are stored in the device itself. They are not stored in the cloud
– Devices connect directly with each other without an intermediary such as an

ISP
– The software is free to use and is openly available to the public

Briar was originally intended for users requiring a secure, decentralized form of
messaging, especially in scenarios with strong media censorship. Many servers
and telecommunications are controlled by corporations or governments, conse-
quently it is imperative that messaging remains secure and free from eavesdrop-
ping.

Briar uses the Bramble protocol suite including Bramble Handshake Pro-
tocol, QR Code Protocol, Rendezvous Protocol, Synchronization Protocol, and
Transport Protocol that is specifically designed for delay-tolerant networks [7].

While no method of digital communication is completely sheltered from expo-
sure to hackers, Briar allows trust between its users as the software is free and
open-sourced.

Figure 5 displaying Briar’s routing mechanism shares many of the same fea-
tures in our proposed protocol including holding, relaying and physically trans-
porting messages from one device to another.
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Fig. 5. Pathway of message using Briar application [5].

When we apply Briar to our examples of disaster communication, general
travel, and snail e-mail, it performs nearly identical to our proposed dew appli-
cation. Briar’s routing structure permits emergency communications and mes-
sages can be stored in the form of blog posts when connections are unavailable.
Unfortunately, Briar falls short in three key areas:

5.1 Contacts

Briar allows three messaging formats: Private Group, Forum, and Blog. To send a
message to another device, Briar requires that both users must meet the following
criteria [7]:

– They must be a contact
– They must also subscribe to the group/forum/blog where the message was

posted
– They must also have accepted the other contact as a subscriber via an invi-

tation.

Undoubtedly, this presents privacy concerns among devices where trust cannot
be implied before sending or receiving messages. Unless the destined party is in
direct range for P2P communication, the sender will need to add every unknown
advertising device as a contact to increase the likelihood of their message suc-
cessfully reaching its target. This creates issues during emergencies when parties
do not have time to add new contacts. This can be resolved with our proposed
dew application. Instead of manually adding every potential relay device as a
contact, the application functions as a trustless system, providing message relay
without user knowledge or approval - as the dew server will handle the relaying
on the backend.

5.2 Destination

As previously mentioned, posts are seen by all group/forum/blog contacts when
synced up. If a user creates a private group to send a direct message, transmis-
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sion is only possible over TOR or with a direct Bluetooth/Wi-Fi connection.
Ideally, users should be able to send and relay messages with or without internet
access and without the need to have pre-existing contacts between nodes. If the
application works as a trustless system, messages can be encrypted and sent to
other devices without other users having the ability to read them.

5.3 Offline Syncing

With no internet connection, messaging a Briar contact outside of the network
range requires all users to be contacts to the sender. This would hypotheti-
cally allow message holding and relaying via contact syncing. Unfortunately,
we learned this is very inefficient and complicated from the previous sections.
Fortunately, Briar is developing a Briar Mailbox [6] component which will act
in a similar way to the Gmail application. It functions on any PC or Android
device using the principles of dew computing. Once fully developed, it may be
able to resolve many of the previously discussed issues. However, it should be
noted that Briar Mailbox still requires an internet connection to sync messages
between devices. To allow mailbox syncing even while offline, this application
would need to be combined with Briar messenger itself and not act as a separate
entity. Our dew application will allow user mailboxes to sync to each other over
Bluetooth or Wi-Fi when in proximity, regardless of contact status. If a device
detects another mailbox containing a pending message, it will copy and send it.

6 Conclusion

This paper examined several current solutions to disaster scenario communica-
tion and proposed an alternate approach using dew computing. In uncovering
the inherent vulnerabilities found within existing MANET and mesh network
architectures, our application-level protocol STC addresses several of these con-
cerns, however its potential can also be found in other applications. From periods
of limited connection during general travel, to a simplified method of communi-
cation via snail e-mail, STC and dew computing can be seamlessly integrated
into many modern technologies.

As this project emerges in the open-source community, we will encourage
interested developers to explore additional applications of its use. It is currently
being developed for Android, in the languages of Java and Kotlin, but we plan
to extend its functionality to all mobile operating systems if possible.

Upon our messaging application’s open-source release, we will encourage the
community’s input in areas of optimization including:

– Internal storage systems and database structures
– Advertise, Connect and Scan settings
– Optimal number of relay attempts
– Ideal hop limit
– Message storage file size limit, and
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– Message storage time limit

This list is not exhaustive in any sense. As we continue to explore this application
of dew computing - and with subsequent novel technologies which coincide with
it - more of its features will be explored.

STC configures in every sense the dew concepts of Independence and Collab-
oration. This application is capable of transmitting messages in a decentralized
framework when network connections are down. When connectivity is restored,
it syncs and updates its database - relaying any pending messages via TCP/IP.

While the onus of addressing all the vulnerabilities of mesh and ad hoc net-
works may not yet fall entirely on the proposed application, we instead present
it as an alternative approach. Additionally, the STC protocol’s performance in
other messaging scenarios with limited connectivity such as general travel and
snail e-mail demonstrates its value and potential. With further development,
we expect decentralized and disaster-resilient messaging services to continue to
propagate and gain ubiquity in our increasingly-connected and technologically
evolving society.
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Abstract. Dew and edge computing are the sophisticated post-cloud
architectural approaches that bring computing closer to the user for
applications addressing the Internet of Things. In this paper, we ana-
lyze the requirements of post-cloud architectures to build such a solu-
tion, which clarify the main differences between dew and edge computing
approaches. The analysis includes energy consumption, communication
and processing requirements, latency, and throughput, and the evalu-
ation shows how these requirements impact performance. In addition,
we also analyze architectural approaches, including hardware/software
coexistence, scalability, hardwareless computing, virtualization, inter-
operability, and portability. This research will check the validity of a
hypothesis whether the dew and edge computing two sides of the same
modern Internet of Things solution.

Keywords: Dew computing · Edge computing · Fog computing ·
Cloudlet · Mobile Edge Computing

1 Introduction

Post-cloud computing refers to the change of the location where the comput-
ing requirements will be fulfilled. Mainly, the idea is to change the mindset and
use concepts of distributed systems nearby the user instead of centralized data
centers [27]. A lot of different solutions have been developed for the Internet of
Things (IoT) applications [7], including cloudlets locating smaller nearby servers
by Internet providers [28], fog computing addressing the communication infras-
tructure to set a smaller nearby server by a telecom operator [3], edge computing
as a general approach to set smaller nearby servers at the edge of the network
[29], mobile edge computing locating smaller nearby servers at base stations by
mobile operators [18], dew computing as a general term for computing even out
of the Internet network [36]. A simplified explanation is that edge means bringing
the computing closer to the user, with specific implementations of cloudlets (by
Internet providers), fog computing (by network telecom providers), or mobile
edge computing (by mobile operators), whereas dew computing to be considered
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Fig. 1. A simplified 4-layer architecture of post-cloud solutions for IoT.

as an upgrade of the edge computing concept with a possibility of autonomous
performance.

A typical post-cloud system architecture usually consists of the following
layers (Fig. 1):

– IoT devices operated by end users,
– Smart devices on the edge of the Internet,
– Intermediate computing devices enabled by Internet providers, and telecom

or mobile operators to serve closer to the edge of the network, and
– Cloud data centers for complex processing and permanent storage,

Several implementations can be identified:

– IoT standalone solution when the user operates the IoT device by a nearby
smart device,

– Edge computing solutions that include cloudlets, fog and mobile edge com-
puting, and

– a Cloud-operated IoT solution that processes all transferred data.

In this aspect, we refer to dew computing as a specific architecture that
canserve as IoT standalone (autonomous solution) and an edge computing solu-
tion. Furthermore, we set the focus on analyzing requirements for edge and dew
computing solutions.

In our earlier paper [11], we discussed the difference between dew and edge
computing and why dew computing is a broader architectural concept compared
to edge computing, covering applications for IoT devices out of the Internet
network perimeter. In this paper, we continue analyzing the features that make
the fundamental differences between edge and dew approaches, focusing on the
computing requirements for IoT applications. Particularly, we address

1. networking, computing, storage, and energy consumption, as resource require-
ments;

2. throughput, response time (latency) as performance-related requirements;
3. autonomy, hardware/software coexistence, scalability, and hardwareless com-

puting as an architectural approach, and analyzing the
4. virtualization, interoperability, and portability as essential properties of such

systems.

We set a research hypothesis to check if the dew and edge computing are two
sides of the same solution. The comparative analysis in this review of require-
ments for implementing an IoT solution will check the hypothesis validity.
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Section 2 presents related work on articles comparing the dew and edge com-
puting styles. The main topic of this research is the review of different computing
requirements for IoT applications in Sect. 3 evaluating and discussing how dew
and edge computing architectural styles cope with the computing requirements.
Finally, Sect. 4 presents the conclusions and gives directions for future work.

2 Related Work

Several researchers analyzed post-cloud architectures, specifying the definition
and main building concepts of cloudlet, dew, edge, and fog (CDEF) computing
[37]. explaining the differences between the origin, definition, principles, and
application domain [21], leveraging the capabilities of heterogeneous devices and
edge equipment, including network bottlenecks, and demand of new complex
application scenarios [39].

Studies that explain the whole computing architecture space include: mov-
ing from the grid and cloud computing through the fog and edge computing
towards dew computing [1], the complementary piece of cloud computing [25],
a hybrid adaptive evolutionary approach to distributed resource management
in dew based edge to cloud computing ecosystem [26], the rainbow: integrating
cloud, edge, fog, and dew computing into the global ecosystem [33].

An introduction to dew computing has been analyzed from the perspective
of the main concepts and implications [22], including the impact, potentials,
and challenges for power management, processor utility, data storage, operat-
ing system viability, network model, communication protocol, and programming
principles. Dew architecture is based on the concepts of a dew server with inde-
pendence from the upper layer servers collaborating with them when the Internet
is enabled, concepts well defined by [31,35].

The concepts of IoT devices and applications are mixed with the architec-
tural design of post-cloud computing. DEW is introduced as a new edge com-
puting component for distributed dynamic networks. The system architecture
consists of the application layer (cloud services), network layer (fog, edge), and
perception layer (mist computing, dew computing, and edge devices) [4]. This
is different from architectural approaches in other literature and especially from
dew computing concepts elaborated by another research [8,25,31,35,36].

Applications on IoT devices as an evolution of edge computing have been
analyzed by the location of the processing resource, computation and storage
offloading, energy consumption, communication, and processing requirements
[14]. The continuum from cloud to IoT devices (things) was analyzed [17] with
the opportunities and challenges in cloud, fog, edge, and dew computing.

A focus on differences between edge and dew computing has been analyzed in
our earlier paper [11] with an analysis of the location of the processing resource,
synchronization, and offloading concepts from a computing perspective, energy
consumption, processing power, and storage capacity. In addition, the analysis
includes other related features, such as data and computation replication and
caching based on space and time locality. The main differences have been in
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the availability of an application to be independent on the cloud server and the
possibility for stand-alone and autonomous performance.

Applications of dew and edge computing were analyzed from different per-
spectives, such as offline computing architecture for healthcare IoT [19], survey,
e-healthcare case study and future direction of edge computing for IoT [23], or
developing an AI doctor dew computing application at the edge [12], or for the
Medical Internet of Things [16]. Other application domains include dew com-
puting for advanced living environments [32], dew computing architecture for
cyber-physical systems, and IoT [9].

Edge computing has been redefined by looking at the edge based on dominant
data flows, which reduce entropy across locations and ensure overall system
health [24]. However, [5] concludes that dew computing is an added value as a
new approach to cloud-dew architecture.

Fog computing was analyzed from architecture to edge computing and big
data processing [30], a combined edge/fog computing implementing an IoT
Infrastructure [15]. The fog computing paradigms and scenarios have been ana-
lyzed with a focus on security issues [34]. A systematic review of security and
privacy requirements in edge computing [38] presents state-of-the-art and future
research opportunities for all post-cloud conceptual architecture approaches,
which include edge, fog, mobile edge, cloudlet, mist, and dew computing.

3 Analysis of Architectural Features

We analyze how different technologies impact post-cloud architectures, includ-
ing networking, computing, energy consumption, throughput and response time,
autonomous performance, hardware/software coexistence, scalability, hardware-
less computing, and underlying system properties, such as virtualization, inter-
operability, and portability.

3.1 Architectural Approach

This research refers to a classical 4-layer architecture of post-cloud IoT solutions
(Fig. 1) based on the location of processing resources comprising of 1) IoT devices
(dew devices), 2) Smart devices (edge devices and dew servers), 3) Intermediate
cloudlets and edge servers, and 4) Cloud data centers.

Furthermore, we analyze several solutions identified:

– IoT standalone, a solution that uses only the lowest two architectural layers
(Fig. 1),

– Cloudlet, a 4-layer solution that locates the processing on resources available
by Internet providers and uses the cloud for the result (data) sharing,

– Fog/Mobile edge solution, a 4-layer solution that locates the processing on
resources available by telecom or mobile operators and uses the cloud for the
result (data) sharing,

– Cloud-operated IoT, a complete 4-layer architecture.
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Fig. 2. Communication requirements for post-cloud solutions of IoT.

Furthermore, according to this specification, the edge computing solution
is realized by the whole 4-layer architecture (Fig. 1) and dew computing as a
combination of a 2-layer architecture (IoT standalone) as an autonomous device
and a 4-layer architecture in case of Internet availability,

3.2 Networking Perspective

Intermediate devices were initiated by the requirement to use a small IoT device
with a limited power supply and, therefore, small computing and networking
capabilities to keep low energy consumption. Figure 2 gives an overview of com-
munication requirements for different implementations of post-cloud IoT solu-
tions.

Values in Fig. 2 represent only the requirement expressed in how much data
needs to be transferred without analysis of the speed and acceptable delay. Of
course, everybody would expect the desired transfer speed to be at the highest
possible level the technology can offer. The reality is that it will consume a lot
of energy.

Available technology for radio communication is analyzed in Table 1. The
range is the feature that dictates the energy consumption of the attached device.

Personal area networking (PAN) is used between the lowest two layers of the
4-layer post-cloud system architecture. Bluetooth or direct cable connections are
preferable to PAN technology to realize low-energy communications and save
the battery. We consider only low-energy Bluetooth technology, omitting class 1
devices. ZigBee is used for home automation with throughput up to 250 Kbits/s,
while Bluetooth reaches 1 Mbits/s or Bluetooth 3 up to 24 Mbits/s. However,
Bluetooth does not provide high speeds that other radio communications can,
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Table 1. Performance analysis of communication technologies for post-cloud solutions
of IoT.

Range Energy Speed Latency Delay

Bluetooth nearby (<10 m) low small low low

WiFi local (<50 m) high high low low

3G/4G medium (<30 km) high high low low

WAN distant high high high high

including WiFI 802.11n up to 150 Mbits/sec or 802.11ac up to 860 Mbits/s with
low latency.

Local area networking (LAN) is used between smart and intermediate
devices, such as cloudlets or edge servers. LAN technology achieves the high-
est speed, mainly due to the small distances, compared to Wide area networking
(WAN), due to the distance to the cloud server. The latest radio area networking
(RAN) technology offers high throughput in LANs, and it is expected to reach
even higher values with 5G. Currently widely available are WiMax 2, with a
throughput of 183 Mbits/sec, and 4G LTE 12 of 1 Gbits/sec.

WAN technologies are mainly used for long-distance communication between
intermediate devices and cloud data centers, usually by high-speed optical cables.

Table 1 summarises the performance analysis of used technologies and
explains the choice of the corresponding technology.

3.3 Computing Requirements

Processing power and storage are dominant features analyzed as computing
requirements, but not the only ones. There are also other hardware and soft-
ware parts, such as the operating system for user interface, power management,
internal control of background and foreground functions, authentication and
authorization, etc. We specify a scenario about the distribution of computing
requirements:

– signal and data processing - large,
– storage - small,
– authentication, authorization, and internal control - small, and
– operating system (user interface, power management) - small.

Figure 3 gives an overview of processing requirements for different implemen-
tations of post-cloud IoT solutions. An IoT device performs several functions,
and in this paper, we analyze it as a device for sensing, controlling mechanical or
other parts, processing the signal, and communicating with devices at the upper
architectural level to exchange data. In the case of an IoT standalone solution,
the IoT device will perform almost all computing requirements. In other ana-
lyzed implementations, it will just offload all data to the devices in upper layers,
so the storage and data processing will be performed elsewhere.
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Fig. 3. Processing requirements for post-cloud solutions of IoT.

The intermediate device and server perform data processing in edge com-
puting scenarios and only share the results with the cloud data center. The
data center performs data processing in the cloud-based implementation, and
the intermediate devices only offload data and processing requirements to upper
levels (Fig. 3).

3.4 Energy Consumption

In this analysis, we consider only the energy consumption due to the processing
and communication requirements, without reference to the sensing or actuator
controlling functions, since they will be present in all implementations.

The following needs to be analyzed for energy consumption. Denote by pIoT
the coefficient of the amount of computation to be processed on the IoT device
and by cIoT the amount of data to be transferred to the intermediate device.
Assume that Ncomp is the total number of computations and Ndata is the total
number of data to be transferred to the intermediate device.

Total energy EIoT consumed on the IoT device can be calculated by (1),
where Eproc and Ecomm are the energy consumption to process a single compu-
tation or transfer a single data item.

EIoT = pIoTNcompEproc + cIoTNdataEcomm (1)

Note that the compromise to save energy on the IoT and choose what to
offload will depend on the selection of pIoT and cIoT . One needs to find their
optimum value by the values of Eproc and Ecomm. Although the producer of the
IoT device generally gives data about energy consumption, most applications
are experimentally verified to find the optimal value.
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Finally, the storage capacity is another factor in the comprehensive opti-
mization approach to determine what to offload. Increasing the storage capacity
consumes more energy.

3.5 Throughput and Response Time

Energy consumption is not the only parameter to be analyzed to determine what
to offload and distribute the processing on a specific device. Performance analysis
of the speed requirements needs to be considered since the processing power of
the small IoT device is much lower than the one found on the intermediate device
or the servers. Denote by Tcomp the time required for a single computation
(assuming that all calculations take the same time) and by Tcomm the time
needed to transfer a single data element to the intermediate device.

The total time to process all data on the IoT device is expressed by (2).

TIoT = pIoTNcompTproc + cIoTNdataTcomm (2)

Assuming that the intermediate device will perform the remaining computa-
tions (without replication) in time Tid then the total time is expressed by (3).
When the intermediate device transfers all data to a more distant server or cloud
server, this can be added to the analysis, but for simplicity, assume that all the
computation will be performed locally as in post-cloud solutions.

Ttotal = TIoT + Tid (3)

Finally, the optimization will require finding a minimum of Ttotal and EIoT

by determination of the coefficients pIoT and cIoT . This solves the problem of
what and where to offload, especially for a comprehensive analysis assuming the
possibility to offload to the intermediate or cloud server.

3.6 Hardware/Software Coexistence

The question of which functions will be integrated into the hardware (IoT device)
and which will be realized as software for the computing requirements deter-
mines the hardware/software coexistence and the proportion of what will be
built as hardware or software. In the four analyzed post-cloud implementations,
the decisions will be made by analyzing the computing requirements to make
a trade-off towards better performance, more functionalities, and lower energy
consumption.

The target of an IoT standalone solution is to provide autonomous perfor-
mance with or without an Internet connection, which is implementing a dew
computing concept. In this case, more functions will be built into hardware or
on the IoT software. However, the edge computing solutions with edge servers
provided by Internet providers (cloudlets) or mobile operators (fog or mobile
edge computing) will integrate fewer functions on the IoT device, with minimal
software mainly for internal control and transferring data to the neighboring
devices.
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Deciding which part of the software will be built by hardware (or the internal
IoT device operating system) depends on power management and energy con-
sumption. The designers of a battery-operated device will build less software in
the IoT device (hardware). In contrast, the IoT device is connected to the energy
grid, then this might integrate more powerful functions with complex processing.

3.7 Scalability

In this analysis, we refer to scalability as the ability of a system to cope with
increased/decreased workload, mainly realized by adding additional computing
resources. Scalable dew systems were analyzed in our earlier paper [13], with an
example in telemedicine to build a system that copes with thousands of incoming
streams.

Scalable distributed computing hierarchy was analyzed by specifying the dif-
ferences between cloud, fog, and dew computing [31]. Furthermore, we analyze
only implementations of scalable dew and edge computing approaches, consid-
ering that a scalable system can process large workloads. We add a requirement
to specify the target to keep the same performance by selecting from many
approaches. In our case, the target of an IoT system will be to keep the same
throughput or response time (delay).

The scalability in the IoT standalone implementation can be observed by the
smart device being capable of processing more IoT sensors or engaging similar
nearby devices and offloading an excess of computing requirements (horizontal
scalability).

The scalability of both edge computing solutions is mainly realized in a ver-
tical direction, offloading computing requirements to the edge servers on the
perimeter of the Internet network. Note that edge computing currently does not
support horizontal scalability, viable to be realized soon by offloading computing
requirements to a nearby device on the same architectural layer, essential for the
dew computing solution.

3.8 Hardwareless Computing

The idea of not worrying about resources and building a serverless architecture
[2], has been implemented on an edge computing platform for IoT [20]. The
concept of hardwareless computing was introduced [10] as a generalization of
the inftrastructureless computing approach, which is different from the “infras-
tructureless communication” used for device-to-device communications [6]. Ana-
lyzing the communications, two devices can communicate without the Internet
infrastructure. In contrast, in the context of computing, the user can perform
the computing requirements without worrying about the infrastructure or not
being aware of the computing realized on a nearby device, server, or distant data
center.

Focusing on the scope of edge and dew computing, we refer that the com-
puting requirements are fulfilled closer to the source on the edge of the network
(edge computing) or on the smart device itself (dew computing concept of the
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IoT standalone without the presence of the Internet network). To distinguish
between these two concepts used in the context of edge and dew computing, we
provide a rather simplified practical user-centric explanation:

– Serverless computing - I donÕt care how many edge servers or distant cloud
data centers will be used since I know the requirements will be processed as
fast as possible.

– Deviceless computing - The smart device connected to the IoT device can not
deliver the expected performance and searches for a nearby device to take
over fulfillment of the computing requirements.

– Thingless computing - The IoT device (thing) is aware can not deliver the
expected performance, and the embedded operating system searches for a
nearby host (IoT device) to take over the fulfillment of the computing require-
ments.

Hardwareless computing is tightly connected to scalability as a system prop-
erty that can cope with increased workflow. However, it can also provide a system
property to cope with cases of limited power supply, which is more relevant for
dew computing than edge computing.

3.9 Underlying Technology and System Properties

We specify other features needed to implement scalability and hardwareless com-
puting concepts and fulfill the computing requirements on edge and dew com-
puting solutions for IoT:

– Virtualization is the essential technology for implementation, including server
virtualization for serverless computing, device virtualization for computing,
and on the lowest scale, virtualization on the level of things (IoTdevices).
Although server virtualization is a mature technology, the virtualization of
devices and things are hot research topic due to the involvement of heteroge-
neous resources.

– Interoperability is another property specifying standards for developing and
transferring data and code recognized and implemented by different providers.
This leads to an open platform where applications can use or amalgamate
services and infrastructure from another system.

– Portability is a system property for efficiently migrating virtual instances on
different levels from one host to another. This is extremely important for
implementing hardwareless computing with standards to exchange hosts or
engage more hosts.

4 Conclusion

A simplified view of a modern IoT post-cloud system is presented in Fig. 4 speci-
fiying architectural and technology concepts and identifying the following:
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Fig. 4. Architecture Concepts and Technology of a Modern Post-Cloud IoT system.

– Edge computing is a hardware architecture approach,
– Fog computing is a networking concept,
– Mobile edge computing is a smartphone concept,
– Cloudlet computing is a LAN concept, and
– Dew computing is a software architecture concept applied to edge computing.

Analyzing the edge and dew computing implementations of IoT applications,
we conclude that dew computing adds a new property of an edge computing
solution to fulfill the computing requirements even in a 2- layer architecture
of an IoT standalone system or perform in a classical 4-layer architecture of a
post-cloud system where the smart devices are on the edge of the Internet and
processing is realized on intermediate devices and servers.

Both approaches are analyzed for communication, processing, and energy
consumption to deliver expected throughput and response time. In this case, we
conclude that autonomous performance in dew computing is an added value to
the edge computing implementation.

Analyzing the scalability and hardwareless computing concepts, we conclude
that the underlying virtualization technology and system properties of inter-
operability and portability coping with standards are essential for developing
horizontal and vertical scalability and “take over” functions. In this context,
server virtualization is a reality, while smart device and thing (IoT device) vir-
tualization is at the dawn of its evolution.

We presented solutions and open issues for achieving scalable hardwareless
solutions realized by edge and dew computing implementations.

Finally, we confirm the research hypothesis that both dew and edge comput-
ing, respectively as software and hardware approaches, are just two sides of a
modern IoT solution.
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Abstract. Leveraging advancements in information technology and the
inherent interest of children with autism in robots and technology, this
study explores the crucial role of analyzing application logs in enhanc-
ing therapy experiences for children with autism. By examining these
logs, valuable insights can be obtained, enabling performance tracking,
evidence-based evaluation, personalization of interventions, and contin-
uous improvement. This will allow us to get more information about
children’s preferences and behavior even when we are not in direct con-
tact with them, by extending onsite robot therapies to the home envi-
ronment. This research contributes to the understanding of the transfor-
mative power of log analysis and its implications for optimizing therapy
experiences and advancing treatment for children with autism.

Keywords: autism spectrum disorder · human-robot interaction ·
human-computer interaction · logs · usability

1 Introduction

In the last decade, the field of robotics has made substantial strides, witness-
ing progress across various domains. Initially, industries and service sectors were
at the forefront of robot adoption. However, there has been a recent surge in
personal and caregiving robots, with their numbers now approaching those of
service robots. This upsurge in personal robots has created a growing demand
for trained individuals who can oversee interactions between humans and robots
(HRI scenarios). Social robots, in particular, have proven highly effective in spe-
cific HRI contexts. They excel in assisting individuals with disabilities and pro-
viding socially assistive therapy for children with autism [7]. Autism Spectrum
Disorder (ASD) is a complex neurodevelopmental condition characterized by
difficulties in social communication, interaction, and repetitive behaviors. With
the increasing prevalence of ASD diagnoses, there is an urgent need to develop
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intervention methods and treatments tailored to the unique requirements of chil-
dren with ASD. Early interventions have demonstrated significant benefits and
improved outcomes for these children, which has spurred continuous efforts to
innovate new therapeutic approaches [16]. Robot-assisted therapies for children
with autism have shown promise, with participants displaying keen interest and
active engagement. The integration of robots into therapy sessions stimulates
interaction and curiosity, thereby facilitating learning and skill development in
a safe and supportive environment. Notably, children with autism often exhibit
a strong affinity for technological devices, including robots, making them valu-
able tools in their treatment. By harnessing these technological advancements,
the incorporation of robots and applications can augment conventional therapy
methods for children with autism [21].

In this paper, we present a case study that explores the benefits of collecting
and analyzing logs from a mobile and web application that extends onsite robot
therapies for children with autism into the home environment. The intervention
took place at a Children’s Hospital, where the sessions involved the Kaspar
robot [5], positioned on a table in front of the children and a therapist controlled
the robot remotely using a controller or computer. The therapy sessions included
various scenarios such as imitation games, learning emotions, turn-taking games,
learning animals and animal sounds, learning sounds and words, hygiene, and
food. Kaspar effectively engaged children with autism spectrum disorder (ASD)
through a range of therapeutic and educational games, including turn-taking,
joint attention, collaborative games, cause and effect games, and more. The robot
was able to hold objects, respond to touches, and perform specific movements,
enhancing the interactive experience for the children.

The application serves as a means for ASD children to replicate their therapy
activities outside of pediatric institutions. It represents a kind of mirroring of the
whole pre-assessment through videos of the scenarios with Kaspar that the chil-
dren practice during the therapies [9]. By examining the advantages of analyzing
application logs and harnessing the potential of technology, we aim to contribute
to the broader understanding of how digital applications can positively impact
therapy experiences for children with autism and open new possibilities for their
treatment and development. One major benefit of analyzing application logs is
the ability to track and monitor the performance of application that extends
therapy sessions or interventions for children with autism. Detailed logs provide
professionals with insights to assess and fine-tune therapy strategies, adapt inter-
ventions to individual needs, and identify progress patterns. The analysis of logs
allows for quantitative evaluation, objective measurement of outcomes, and com-
parison of therapy effectiveness. It also enables personalized and adaptive inter-
ventions, optimizing engagement and learning outcomes. Analyzing logs facili-
tates continuous improvement in application design and functionality, addressing
usability issues and enhancing user experience.

This paper is organized as follows. In the second chapter we present the cur-
rent achievements in HCI for people with autism. In the third chapter we intro-
duce the method of collecting application logs. The fourth chapter presents the
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analysis of the collected and discuses the obtained results, and the last chapter
elaborates on the conclusion of the research.

2 Related Work

The use of applications in interventions for children with autism could be
observed in various areas such as communication, collaboration, language, and
social skills. These applications, often in the form of serious games, are designed
for personal computers, tablets, and mobile phones, aiming to enhance educa-
tion and therapy [10,17]. They typically offer user-friendly interfaces and can use
artificial intelligence capabilities for improved outcomes [12,15,18]. Some appli-
cations focus on emotion recognition, while others utilize phone sensors for data
extraction and analysis [11,13,23]. Additionally, the inclusion of robots in autism
therapy has shown promise, especially in social integration and development.
Various types of robots, such as humanoid and toy/animal-shaped ones, are used
in human-robot interaction therapy and these robots provide a secure and engag-
ing environment for children to learn and practice new skills [3,4,14,20]. While
robot-based therapies have shown potential, the challenge lies in practicing the
acquired skills beyond clinical settings. Therefore, the integration of applications
as a complementary tool outside the clinic is very important. Several research
studies have investigated the use of application logs and technology in augment-
ing therapy for children with autism, particularly in simulating onsite robot ther-
apy activities. Tanaka et al. [22] conducted a study involving the use of a virtual
reality system with haptic feedback, enabling children with autism to engage in
social interactions with a virtual character. The results demonstrated improved
social communication skills and increased engagement. Additionally, Diehl et
al. [6] investigated the effectiveness of a tablet-based application designed to
enhance joint attention skills in children with autism. The study demonstrated
significant improvements in joint attention and social interaction abilities. More-
over, research by Anzalone et al. [2] focused on the use of mobile applications for
sensory integration therapy in children with autism. The applications provided
interactive sensory experiences and visual aids to facilitate therapy sessions. The
results indicated improved sensory processing and functional skills in the par-
ticipants. These studies illustrate the potential benefits of using application logs
and technology to replicate and enhance therapy experiences for children with
autism.

The work presented in this paper builds on our previous research related to
mirroring and extending robot therapy for children with autism through a mobile
application, as well as our long-term work with the development of applications
intended for children with autism. We analyzed the entire therapy process in
clinical settings and based on that we built a web and mobile application. This
application allowed the robot therapy that children practiced in clinical settings
to be continued at home. The results obtained from these studies are promising.
[1,8,9,24].
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3 Methods

Logs are a common practice for tracking user behavior when using applications.
This data allows researchers to observe user activity in near real time and cap-
ture actual user behavior rather than recalled behaviors or subjective impres-
sions. Unlike laboratory studies that take place in a controlled environment and
may not be truly representative of the user’s behavior outside, logs represent the
user’s natural behavior without the influence of testers and observers. Addition-
ally, the group observed in this way can be much larger and more diverse. This
process includes three stages of collecting, cleaning and analyzing user logs. The
collection of logs is usually done through modules installed in the application
itself or external tools. The data included in the logs can be of different types,
but most often it boils down to the time when the event occurred, the user who
created it, and information about the event itself. Depending on the platform,
application type, and experiments, additional parameters and conditions may
be included. In order to take advantage of the logs, they were also implemented
in our application. In our case, a kind of case study and experimental method-
ology was used, where we try to do an in-depth exploration of a few cases to
gain insights through controlled experiments with the aim of analyzing multiple
cases for comparison and contrast.

As already mentioned in the previous paragraphs, an application was built
to support robot therapy. The purpose of this application was to overcome the
resource limitations that existed in clinical therapy i.e. only one robot and a
small number of trained staff to work with it. Because of these limitations, a
small number of children had access to a limited number of therapies, which is
one of the main reasons to build an application that supports this process. The
app actually contains videos of the scenarios that the children practice with the
robot Kaspar during the sessions and they can be played in a simple way by
clicking on a button with an icon from the scenario.

Fig. 1. Log example

In our specific case, we integrated a logger into the application to closely
monitor users’ interactions. In this endeavor, we successfully collected activities
from six different devices. These logs are stored in .json format and exhibit vary-
ing sizes, ranging from 6.9 KB to 1.4 MB. Importantly, these logs are obtained
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directly from the device with explicit parental consent. Each .json file corre-
sponds to a specific device, which is essentially one child’s usage data. Within
these logs, each record signifies an application event. An event can be a user’s
click (touch) or the launching of an application. For each event, we capture the
timestamp (dateTime) when it occurred, the position on the screen where it
transpired (data.click), and the type of action performed (data.massage). You
can find an example of such a log in Fig. 1.

To streamline the implementation of our analyses, we have restructured the
data from the JSON format into a tabular format. Additionally, we’ve introduced
derived attributes, such as session names and event durations. Event duration
represents the time elapsed between two consecutive events. It’s worth noting
that the number of logs per file can vary significantly. This variance is expected,
considering that the application is utilized with varying frequencies by different
users. For the sake of more meaningful analysis, we’ve organized these events
into sessions. A session denotes a continuous period of using the application. It’s
important to clarify that we don’t consider the time between two application
launches as a session since the application might remain active in the background
without any usage. We’ve observed that if we measure the duration of a session
from the beginning of an application’s use to the last event before a new session
begins, some sessions can span up to 14 days. This prolonged duration can occur
when the app remains running in the background. To ensure the relevance of our
sessions, we define a session as concluded if there is a 5-minute period without
any activity, meaning no events are registered during this interval.

In order to be able to collect the data and analyze it, we asked for and
received permission from all the parents of the children who were included in
the study. What’s more, there is no data transfer over the network in the whole
process. The application works completely offline and in order to take the data
of the logs, it is necessary for the parents to give us the device on which the
application is installed and thus we can extract the data. Before the analysis,
the data were completely anonymized.

4 Results

There is a total of 17,840 events recorded, including 370 application launches and
538 distinct sessions. Within the context of session initiation, it is valuable to
examine both the quantity of events and the duration of these sessions. Typically,
sessions encompass a range of events, with most falling between 0 and 100 events.
On average, a session comprises 33 events, although it’s important to note that
outliers exist. To provide a more detailed picture, it’s worth highlighting that
75% of sessions have fewer than 53 events. Another noteworthy observation is
that a quarter of the sessions consist of three or fewer events. This indicates
instances where the application was launched but experienced minimal usage.
To be precise, there are 107 sessions with just one or two events. Turning our
attention to session durations, roughly half of them last between 0 and 5min.
However, there are sessions that extend up to 25min. This diversity in session
durations underscores the variability in user engagement with the application.
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Figure 2 presents a scatter plot of the duration and number of events per
session. The x-axis represents the duration of sessions in minutes, while the
y-axis represents the number of events for that session (the definitions of ses-
sions and events are given above). As we can see from the figure no correlation
can be observed between them. Some outliers can also be noticed by these two
attributes, i.e. that we have a session with many events (more than 175) and
a small duration (less than a minute), as well as sessions with a large duration
(≈20min) but a small number of events (<25).

Fig. 2. Scatter plot of number of event and events duration

Figure 3 shows the clicks on the application. As expected, most of them are
in the right part, in the part with buttons where the scenario selection is actually
made and the only active part i.e. part where a click causes an action. Clicks
can also be observed in the inactive part and two interesting clusters of clicks
that correspond to the position of the thumbs holding the tablet. There is also
a certain number of clicks on the edges which can perhaps also be attributed
to a similar pressure when holding or moving the tablet itself. Another thing
that can be noticed is the accuracy of the users i.e. most of the active clicks are
located in the middle of the buttons.

Figure 4 shows the number of sessions per hour. What can be seen here are
three intervals that bounce around the frequency of use. These are from 8 am to
11 am, from 2 pm to 3 pm and from 7 pm to 8 pm. In the period from 10 pm to
5 am there are almost no sessions, which is to be expected since the application
is used by children.

Analysis of application usage logs can produce significant information about
users, their behaviors, application usage patterns, etc. In the following, we will
consider several aspects related to log analysis. The first is the app’s click-
through rate. An increased click rate can mean that the application is not
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Fig. 3. Clicks on the application

Fig. 4. Bar chart of number of sessions grouped by hour of day

responding fast enough, so the user repeats the action again and again, that
the user is not interested in the scenarios and does not use the application, but
just clicks on the screen in random places, or that (s)he is only interested in the
same scenario and plays it over and over again, etc.

Figure 5 shows the scenarios and the timestamp when they were run for four
different sessions. Four different patterns have been deliberately chosen. The
first one presents a session where the user is playing all scenarios one by one.
Furthermore the scenarios are played in the way as they are shown in appli-
cation under certain category, then the category is changed and the users play
the scenarios from the selected category and so on. This looks like exploring the
application and all scenarios presented there. The next one presents playing sce-
narios, some of them multiple times, then switch the category and continue with
playing scenarios from that category. The third one presents playing scenarios
multiple times from one category and the last one play one scenario over and
over again. Specifically for the session in the fourth image, we additionally check
that half of the clicks were in a random position with no action, and half were



118 B. Ilijoski and N. Ackovska

Fig. 5. Four random sessions. Different scenarios on y axes and timestamp on x axes.

launching the “Two Hands” scenario. The time difference between two launches
was to short which means that the user didn’t wait for the scenario to finish.

In Fig. 6 we have the summary view of the number of consecutive empty
clicks for all sessions. As an empty click is considered a click that does not cause
an action, i.e. click that is outside of a button for scenario playing. It can be
noticed that for some of the users we have more than 10 consecutive empty clicks
and we even have a case with more than 20 times clicked on empty.

The Generalized Sequence Pattern (GSP) algorithm [19] was applied in order
to detect repeating patterns of the scenarios. With a confidence parameter value
of 0.3 over the entire data set, the following frequency sequences were obtained
(the best 5 from each group) (Fig. 7).

In order to get a better picture of the processes i.e. for the sequence of
scenarios when using the application, we can represent them as a directed graph,
where the vertices are scenarios, and there is a directed edge between them if
they often occur one after the other (Fig. 8). The thickness of the ribs is directly
proportional to the frequency. For the creation of this graph, a threshold was
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Fig. 6. Number of empty clicks per session (The x-axis represents the sessions, for all
patients sorted by start time, the y-axis the number of empty clicks).

Fig. 7. Output of GSP analysis

used for the edges, that is, the edges with over 150 consecutive selections are
shown. This is chosen experimentally and is intended to show only the frequency
relationships. The size of the threshold depends on how the graph will look. A
larger threshold leads to a sparse graph, and a smaller one leads to a graph
in which there is a connection between almost all vertices. In Fig. 8, it can be
observed that six loosely connected components are formed that correspond to
the categories. This behavior is also to be expected because typically users select
a category and then stick to playing the scripts that are in that category.

In Fig. 9 shown with color map are the number of consecutive scenarios. The
scenarios are arranged in the order they appear in the app, so what can be
observed as a trend is that users generally want to repeat the same scenario or
play the next or previous one. Clusters of several scenarios can be observed, and
these are generally the same as those detected previously.

These analyzes can help us with some kind of notifications when anomalies
and not typical behaviors are observed in the system, and can also serve us



120 B. Ilijoski and N. Ackovska

Fig. 8. Directed graph from played scenarios.

Fig. 9. Matrix of number of sequentially playing of scenarios.

to cluster similar behaviors between patients, such as finding similar sequences
of events (scenario sessions). For this purpose, clustering was done with sev-
eral different techniques, but the most impressive results were observed with
the DBSCAN algorithm, where a metric derived from Levenshtein distance was
used as a measure of distance between sequences. So the distance between two
sequences a and b is calculated as
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leva,b(i, j) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

max(i, j) if min(i, j) = 0

min

⎧
⎪⎨

⎪⎩

leva,b(i − 1, j) + 1
leva,b(i, j − 1) + 1
leva,b(i − 1, j − 1) + 1(ai �=bj)

otherwise
(1)

where ai and bj are the i − th event of the sequence (session) a and the j − th
event of the sequence b. This distance is normalized to rank [0, 1] by dividing by
max(len(a), len(b)). Experiments were made with different values for eps and
min_samples parameters in the range of (0, 1] and [2, 7]. Expected for high val-
ues of the eps parameter, the number of clusters and outliers is small, because all
sequences fall into one cluster. On the other hand, small values for this parame-
ter contribute to a large number of outliers. The min_samples parameter has a
greater influence on the number of clusters, but the eps parameter also plays a
significant role. Here it can be noted that for small values of min_samples we
generally get a large number of clusters, of course depending on the value of the
eps parameter.

Depending on the values of the parameters, the number of clusters and types
of sequences that occur are different, but in general some patterns can be distin-
guished. After analyzing the number of clusters, the number of outliers and the
number of sequences, twenty clustering were considered. What can be observed
from them is that the number of outliers generally ranges between 230 and 350,
and the number of clusters between 4 and 15. In those clustering where we have
values for eps ≤ 0.5, two larger groups of clusters with 70 each are observed,
up to 100 sequences and several smaller groups of 2 to 20 sequences. For values
of eps < 0.5, one larger group and several smaller ones are distinguished. If we
observe the clusters according to users, in some of the clustering we can notice
that we have sequences belonging to different users, which can be an indicator
of a similar way of using the application between those users.

5 Discussion and Conclusion

The benefits of the application itself are great, especially because it allows the
children to somehow continue the therapy in conditions when they cannot be in
a clinic. The analysis of the logs resulting from it and the information obtained
from them can be multifaceted. Regarding the development of the application
itself, this information can contribute to obtaining conclusions about how it
is made, how users use it, what errors occur, whether the actions taken are
expected, whether the user is comfortable with the user interface, etc. This can
lead to improving the system, adapting it to users, faster learning, encouraging
and improving the overall user experience. It can also be beneficial for parents
who can track their child’s behavior and interests, and finally for therapists
who can track a child’s behavior, looking for similarities between behaviors,
differences between sessions, progress, and so on.

But this approach also has drawbacks. The information that is collected
relates to what users do, but not why they do it and whether they are satisfied.
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Furthermore, it is extremely difficult to detect the real user, because the device
may be shared between multiple users using the application, or in our case, we
cannot know if the child is using the application independently, with the help of a
parent, or the parent is the one who uses it. Also a real challenge is the definition
of metrics for evaluation of the experiments, due to the different way of using
the application for different users. Also different metrics can lead to different
results for different users. If all of this is taken into account when analyzing logs,
it can produce significant information about the application and users. Also, the
group of children that was observed is small, so it is difficult to draw any general
conclusions based on the data analysis.

In general, log collection in applications for children with autism can be
very useful. Many of these children are non-verbal so this is probably the only
way to see and gauge their interest. Also, this analysis contributed to finding
some patterns of application usage within one session with the same or different
users. These patterns can further provide us with information about how the
application is used and capture some repetitive user actions that are specific
to users with autism. This also allow us to find out which scenarios they are
interested in, which can help us to implement a higher degree of personalization
in the later stages. In this way, we can track the child’s progress over time and
how his needs and interests change for the scenarios in the application. Overall
log analysis from applications for children with autism provides valuable insights
into their performance, enables evidence-based evaluation of therapy outcomes,
facilitates personalized interventions, and drives continuous improvement and
innovation in application design and functionality. This knowledge empowers
professionals to optimize therapy approaches and enhance the overall support
and outcomes for children with autism.

Acknowledgements. This work was partially financed by the Faculty of Computer
Science and Engineering at the Ss. Cyril and Methodius University in Skopje.
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Abstract. Semantic segmentation of remote sensing images is a vital
task in the field of remote sensing and computer vision. The goal is
to produce a dense pixel-wise segmentation map of an image, where a
specific class is assigned to each pixel, enabling detailed analysis and
understanding of the Earth’s surface. This paper provides an overview
of semantic segmentation in remote sensing, starting with a definition
of the task and its significance in extracting valuable information from
remote sensing imagery. Various methods used for semantic segmenta-
tion in remote sensing are discussed, including traditional approaches
such as region-based and pixel-based methods, as well as more recent
deep learning-based techniques. Next, the paper delves into the available
datasets for semantic segmentation of remote sensing images. Many avail-
able datasets are reviewed, highlighting their characteristics, including
the number of images, image size, number of labels, spatial resolution,
format and spectral bands. These datasets serve as valuable resources
for training, evaluating, and benchmarking semantic segmentation algo-
rithms in remote sensing applications. Furthermore, the paper highlights
the broad range of applications enabled by semantic segmentation in
remote sensing, including urban planning, land cover mapping, disaster
management, environmental monitoring, and precision agriculture. Over-
all, this paper serves as a comprehensive guide to semantic segmentation
of remote sensing images, providing insights into its definition, methods,
available datasets and wide-ranging applications.

Keywords: Remote Sensing Images · Semantic Segmentation · Deep
Learning · Earth Observation

1 Introduction

Remote sensing images refer to images captured from a distance by sensors or
instruments mounted on satellites, aircraft, drones, or other platforms. These
images are used to collect information about the Earth’s surface, atmosphere,
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and other objects or phenomena without direct physical contact [44]. In recent
years, the advent of sophisticated machine learning techniques, coupled with the
abundance of remote sensing data, has paved the way for significant advance-
ments in image analysis and interpretation [10,18].

The concept of semantic segmentation has made substantial strides [21]. Its
application to remote sensing imagery spans various domains and has been a
prominent research area for decades [47]. Operating at the forefront of computer
vision, semantic segmentation equips machines with the capability to intricately
understand and demarcate image content down to individual pixels. Unlike tra-
ditional object detection methods that label entire objects or regions within
an image, semantic segmentation meticulously labels each pixel according to
its associated object or class. This finer granularity of analysis endows us with
a deeper understanding of the intricate spatial distribution of features within
remote sensing images.

The implications of semantic segmentation within the realm of remote sensing
are vast and profound. It finds application in a multitude of fields, including
urban planning, agriculture, environmental monitoring, disaster management,
forestry, and more [31]. Semantic segmentation enables the automated extraction
of vital information from imagery, unraveling patterns and changes that might
otherwise elude human perception. By unraveling the complex tapestry of pixels,
semantic segmentation unveils insights that drive informed decision-making and
facilitate holistic comprehension of the Earth’s ever-evolving landscapes.

This paper makes significant contributions to the understanding and advance-
ment of semantic segmentation within the context of remote sensing imagery.
It provides a comprehensive and cohesive overview of the concept of semantic
segmentation in the domain of remote sensing. It serves as an accessible intro-
duction for both novice and seasoned researchers, offering a clear understanding
of the underlying principles and significance of semantic segmentation in inter-
preting remote sensing data. A significant contribution of the paper lies in its
exploration of various methods and techniques employed in semantic segmen-
tation for remote sensing images. The paper conducts a thorough examination
of datasets used in training and evaluating semantic segmentation models for
remote sensing imagery. Highlighting various applications, the paper demon-
strates the real-world implications of semantic segmentation within the realm of
remote sensing.

In the reminder, we first explain the main characteristics of the remote sens-
ing image data and then define the task of semantic segmentation, outlining the
input data and the desired output. Various machine learning methods used for
semantic segmentation are discussed, along with evaluation measures to assess
the performance of trained models. The paper further summarizes and high-
lights different datasets available for training and evaluating semantic segmen-
tation models for remote sensing data. Lastly, the paper explores the potential
applications of semantic segmentation in the context of remote sensing data. It
discusses how semantic segmentation can be employed in various domains such
as urban planning, disaster management, environmental monitoring, precision
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agriculture, deforestation analysis, climate assessment, and water resource man-
agement. These applications showcase the broad range of benefits that semantic
segmentation offers in understanding and analyzing remote sensing imagery.

2 Characteristics of Remote Sensing Image Data

Remote sensing images can be broadly categorized into two main types: aerial
images and satellite images. Satellite images and aerial images are both valuable
sources of remote sensing data, but they differ in how they are acquired and the
characteristics of the imagery. Remote sensing data encompasses various aspects
of information representation, including spectral, spatial, radiometric, and tem-
poral resolutions. Spectral resolution involves the bandwidth and sampling rate
employed for data capture. High spectral resolution signifies narrower bands of
the spectrum, while low resolution indicates broader bands. These spectral bands
span diverse wavelengths such as ultraviolet, visible, near-infrared, infrared, and
microwave. Image sensors range from multi-spectral, covering numerous bands
(e.g., Sentinel-21 with 12 bands), to hyper-spectral sensors like Hyperion (part
of the EO-1 satellite), gathering thousands of spectral bands (0.4–2.5 µm) [34].

Spatial resolution refers to the Earth’s surface area represented by each pixel
in an image. Higher spatial resolutions (small pixel size) capture finer details,
whereas lower resolutions (large pixel size) retain fewer details. Moderate Reso-
lution Imaging Spectroradiometer (MODIS), for instance, observes most bands
with a spatial resolution of 1 km, where each pixel signifies a 1 km × 1 km ground
area [19]. Conversely, UAV-captured images can achieve highest spatial resolu-
tions, even less than 1 cm pixel size [33].

Radiometric resolution defines the sensor’s capability to record signals of
varying strengths (dynamic range). A larger dynamic range enables the detec-
tion of intricate details in recordings. Landsat 7 records 8-bit images, discerning
256 distinct gray values of reflected energy, while Sentinel-2 boasts a 12-bit radio-
metric resolution (4095 gray values). Enhanced radiometric resolution facilitates
the differentiation of subtle variations in ocean color, crucial for water quality
assessment.

Temporal resolution denotes how often a satellite revisits a specific observa-
tion area. Polar-orbiting satellites exhibit varying temporal resolutions, ranging
from 1 to 16 days (e.g., ten days for Sentinel-2). Temporal considerations are
pivotal in monitoring changes within observation areas, encompassing aspects
like land use alteration, deforestation, and mowing.

Satellite images are captured by sensors mounted on satellites orbiting the
Earth. These satellites can be classified into different types, including optical,
radar, and thermal satellites [44]. Satellites, with varying altitudes and predeter-
mined orbits, capture images across large expanses at regular intervals. Ranging
from a few square kilometers to entire continents, satellite images offer a global
perspective, crucial for monitoring extensive phenomena and long-term changes.

1 https://sentinel.esa.int/web/sentinel/missions.

https://sentinel.esa.int/web/sentinel/missions
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Spatial resolution varies by sensor and platform. High-resolution satellites unveil
details down to meters, while lower-resolution ones provide a broader view of
Earth’s surface. Temporal resolution hinges on satellite revisit periods, spanning
days to weeks or months based on specifics. Atmospheric conditions like cloud
cover and haze influence image quality, although some sensors counter these
effects, while others, like radar sensors, remain unaffected.

Aerial images are captured from platforms that are closer to the Earth’s sur-
face, such as airplanes, helicopters, or drones [33]. These platforms are equipped
with cameras or other sensors, allowing for the acquisition of images at spe-
cific locations and altitudes. Aerial images offer localized coverage and can be
acquired over targeted areas of interest. They are particularly useful for capturing
detailed imagery of specific regions, such as cities, construction sites, or natural
landscapes. Aerial images generally have higher spatial resolution compared to
satellite images. They can capture fine details, objects, and features with greater
clarity and precision. The spatial resolution of aerial images can range from cen-
timeters to a few meters, depending on the sensor and flight parameters. Aerial
images can be acquired on-demand, allowing for more frequent revisit times com-
pared to satellites. The temporal resolution of aerial images depends on factors
like flight scheduling and availability of aircraft or drones. Aerial images are less
affected by atmospheric conditions compared to satellite images. Being closer
to the Earth’s surface, they are captured under relatively clearer atmospheric
conditions, resulting in improved image quality and reduced atmospheric inter-
ference.

Both satellite and aerial images have their advantages and are used in various
applications [31]. Satellite images provide a global perspective and long-term
monitoring capabilities, while aerial images offer higher spatial resolution and
localized coverage for detailed analysis of specific areas of interest. The choice
between satellite and aerial imagery depends on the specific requirements of the
application, the desired level of detail, and the availability of data.

3 Definition of Semantic Segmentation

Semantic segmentation tasks focus on labeling each pixel of an image with a
corresponding class of what the pixel represents. The goal is to produce a dense
pixel-wise segmentation map of an image, where specific class is assigned to each
pixel. The tasks of image semantic segmentation aim at the fine-grained identi-
fication of objects in an image. In contrast to object detection, which aims at
coarser localization of the detected objects. Recently, more sophisticated exten-
sions of the semantic segmentation task, referred as instance segmentation [15]
and panoptic segmentation [20] have emerged. Instance segmentation takes into
account different semantic types and focuses on delineating multiple objects
present in an image. On the basis of instance segmentation, panoptic segmenta-
tion needs to detect and segment all objects in the image, including the back-
ground.

Semantic segmentation of remote sensing images is a fundamental task in
the field of remote sensing and computer vision. The goal is to partition the
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image into meaningful regions, enabling detailed analysis and understanding of
the Earth’s surface. Figure 1 illustrates an example of semantic segmentation of
remote sensing images in the context of buildings extraction.

Fig. 1. Semantic segmentation of buildings in remote sensing imagery: A sample image
(left) and its corresponding output (right) displaying prediction overlays. This example
is sourced from the Massachusetts Buildings dataset [25].

With the continuous advancements in semantic segmentation techniques,
they have found applications in addressing diverse and data-rich remote sens-
ing problems [31]. These problems often involve complex and high-dimensional
datasets, such as aerial and satellite images, which require accurate and detailed
analysis. The semantic segmentation of remote sensing images plays an impor-
tant role in many applications [31].

4 Methods for Semantic Segmentation

The task of semantic segmentation in remote sensing images has its unique
challenges, due to the high resolution, complex spatial structures, diverse object
scales, and the huge amounts of data.

Initially, traditional machine learning methods were the go-to solutions for
this task, primarily grouped into two categories: pixel-based methods and region-
based methods [46]. Both, pixel-based and region-based methods, relied heavily
on handcrafted features and manual or heuristic threshold selection. Although
sometimes effective, these methods often struggled with complex images with
varying lighting conditions, textures, and scales. As a result, their performance
could be inconsistent and their application limited compared to modern deep
learning-based approaches [47].



132 V. Spasev et al.

The advent of deep learning brought forth a paradigm shift in semantic seg-
mentation of remote sensing imagery. Deep learning models, unlike traditional
machine learning techniques, can automatically learn hierarchical representa-
tions from raw data. This inherent ability enables them to detect complex pat-
terns, handle high-dimensional data, and minimize the need for manual feature
engineering, which is crucial for remote sensing imagery [21].

One of the most prominent deep learning models applied in the context of
this task are the Convolutional Neural Networks (CNNs). CNNs are a class
of deep learning models that excel at processing grid-like data, such as images
[14].

Fully Convolutional Networks (FCNs) are an important development in
the field of semantic segmentation. Unlike traditional CNNs that are confined
to fixed-size inputs and outputs, FCNs are designed to handle inputs of any size
and produce corresponding spatial outputs. This quality makes them particularly
adept at pixel-level prediction tasks, a key requirement in semantic segmentation
[22].

U-Net, initially designed for biomedical image segmentation, has proven to
be highly effective in the semantic segmentation of remote sensing images as
well. A unique mark of the U-Net architecture is its symmetric encoder-decoder
structure. Its structure delivers detailed and accurate segmentation maps, even
when working with relatively small datasets, a feature that has made U-Net
particularly popular for tasks requiring precise localization [13].

Multi-Scale Contextual Models, represented by notable architectures
such as DeepLabv3 [4] and Pyramid Scene Parsing Network (PSPNet) [48],
introduce a novel approach to semantic segmentation that seeks to incorporate
context information at varying scales. This is particularly beneficial in remote
sensing image analysis where objects of interest often appear at different scales
and densities.

Attention-based are pivotal in semantic segmentation of remote sensing
images due to their capacity to allocate computational focus selectively [12].
They employ an attention mechanism, which uses attention maps, learned during
the training process, to assign varying weights to different regions in the feature
maps. This capability is particularly crucial for remote sensing images where
some regions can be more relevant than others depending on the task at hand.
The weights assigned by the attention mechanism help to amplify the influence of
important regions and suppress the less important ones in the subsequent layers
of the model, enhancing the ability to distinguish different land cover classes or
physical objects within the imagery.

The Masked-attention Mask Transformer (Mask2Former) architecture
falls in this category [6]. It is a novel architecture proficient in managing various
image segmentation tasks such as panoptic, instance, or semantic segmentation.
The design is built upon a simple meta architecture, which includes a backbone
feature extractor, a pixel decoder, and a Transformer decoder. A main feature
is the incorporation of masked attention within the Transformer decoder.
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The evaluation of the semantic segmentation models in the context of remote
sensing images is primarily done using Pixel Accuracy, Mean Accuracy, Intersec-
tion over Union (IoU) and F1 Score (Dice Coefficient). Further details on the
definition of the various metrics can be found in [31].

5 Datasets for Semantic Segmentation of Remote Sensing
Images

There are numerous datasets specifically designed for semantic segmentation
of remote sensing images that have been widely used for training and evaluat-
ing algorithms. Table 1 presents a summary of these datasets, including their
source, type, number of images, image size, spatial resolution, format and pro-
vided bands. The datasets are with different spatial resolutions and sizes. The
number of semantic labels in these datasets ranges from 2 to 20.

The datasets in the table exhibit a wide range of sources. While the majority
of the datasets consist of aerial RGB images, there are also datasets that include
multi-spectral data from specific satellite missions such as Sentinel-1, Sentinel-
2, and Gaofen-2 [5]. Additionally, some datasets are sourced from platforms
like Google Earth. It is worth noting that a significant portion of the datasets
are obtained using unmanned aerial vehicles (UAVs), specifically drones, which
provide high-resolution imagery for various applications.

Several datasets are specifically designed to support multi-class semantic seg-
mentation tasks for accurate land cover mapping, such as SEN12MS [39], Sem-
City Toulouse [37], Christchurch Aerial Semantic Dataset (CASD) [2], DFC2022
[17], DLRSD [40] and Dubai’s Satellite Imagery Dataset [28]. The LandCover.ai
dataset, also known as Land Cover from Aerial Imagery, is specifically designed
for the automatic mapping of buildings, woodlands, water, and roads from aerial
images [3]. It contains a selection of aerial images taken over the area of Poland.
The Inria Aerial Image Labeling dataset focuses on the task of semantic segmen-
tation of aerial imagery [24] by providing ground truth data for two semantic
classes: building and not building.

The Massachusetts Roads dataset consists of 1171 aerial images of the state
of Massachusetts [25]. The target maps for the dataset are created by converting
road centerlines obtained from the OpenStreetMap project into raster format.
The labels are generated without any smoothing, using a line thickness of 7
pixels. The Massachusetts Buildings Dataset is composed of 151 aerial images
capturing the Boston area [25]. The target maps for this dataset are generated
by converting building footprints obtained from the OpenStreetMap project into
raster format. GTA-V [49] is synthetic dataset for remote sensing image segmen-
tation tailored for building extraction.

The Potsdam dataset [38] and Vaihingen dataset [38] are for urban seman-
tic segmentation. These datasets are used in the 2D Semantic Labeling Contest.
The datasets encompass five foreground classes: impervious surface, building, low
vegetation, tree, car and one background class referred as clutter. The masks for
these datasets are 3-channel geotiffs with unique RGB values for each class. The
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Remote Sensing Land-Cover dataset for Domain Adaptive Semantic Segmenta-
tion (LoveDA) [45] encompasses two scenes (urban and rural) with significant
challenges arise from the presence of multi-scale objects, intricate background
elements, and uneven class distributions within the dataset. The Gaofen Image
Dataset (GID-15) for semantic segmentation [42] contains 150 satellite images.
The images are taken by the Gaofen-2 (GF-2) satellite over 60 cities in China.
The images are organized into 15 semantic categories. The DeepGlobe Land
Cover Classification Challenge dataset is designed for semantic segmentation
tasks [9]. It includes high-resolution sub-meter satellite imagery for classifying
land cover categories.

The Cloud Cover Segmentation Dataset was created through a crowdsourc-
ing competition and subsequently validated by a team of expert annotators [35].
This dataset comprises Sentinel-2 satellite imagery along with corresponding
cloud labels stored as GeoTiffs. The 95-Cloud dataset is an expansion of the
previously released 38-Cloud dataset for cloud detection [27]. This binary classi-
fication allows for the precise identification and separation of cloudy areas within
the imagery.

FloodNet, as described in [36], offers high-resolution UAS imagery with
detailed semantic annotations specifically focusing on damage assessment after
Hurricane Harvey. The dataset is captured using DJI Mavic Pro quadcopters,
providing valuable information for flood damage analysis. The semantic anno-
tations in FloodNet offer precise labeling for various classes, enabling accurate
assessment of flood-related damages. ETCI2021 Flood Detection dataset [30]
contains data from the flood event detection contest, organized by the NASA
Interagency Implementation and Advanced Concepts Team. The primary objec-
tive of the dataset is to foster innovation in the detection of flood events and
water bodies.

RIT-18 [18] dataset contains very-high resolution multispectral imagery col-
lected by an unmanned aircraft system. The primary use of this dataset is
for evaluating semantic segmentation frameworks designed for non-RGB remote
sensing imagery. Several datasets, such as UAVid [23], Aeroscapes [32], DroneDe-
ploy [11] and Semantic Drone Dataset [43] are specifically designed to enhance
semantic understanding of urban scenes. These semantic segmentation datasets
are with fine-resolution images obtained using UAVs.

6 Applications Enabled by Semantic Segmentation
in Remote Sensing

With the ever-expanding number of aerial and satellite images, coupled with
the constant development of modern deep-learning techniques, the application
of semantic segmentation of aerial images takes significant contribution to wide
range of applications, like urban planning, land cover mapping, disaster man-
agement, environmental monitoring, and precision agriculture.

Semantic segmentation of remote sensing images, can help urban planners
to gain insights into various aspects of urban environments, including the iden-
tification of buildings, roads, vegetation, water bodies, and other infrastructure
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elements [3,24]. Further more, it can helps in understanding the spatial distri-
bution and patterns of the different land cover types, which is crucial for urban
planning tasks such as infrastructure development and transportation planning.
The semantic segmentation of remote sensing images can support the analysis
of urban growth and change over time. The study presented in [41] introduces
an approach that involves comparing segmented images taken at various time
intervals. This allows urban planners to analyze the dynamics of urban develop-
ment, monitor changes in land use, and evaluate the impact of urban planning
policies and interventions.

During natural disasters such as floods, earthquakes, or wildfires, remote
sensing images can be used to monitor the affected areas and detect changes over
time [7,16], [?]. In [16], deep learning techniques including PSPNet, DeepLabV3,
and U-Net are employed on the FloodNet dataset [36] to detect floods. The focus
of the study is on identifying flooded roads and buildings, as well as distinguish-
ing between natural water and flooded water.

By leveraging the spatial and temporal resolution of remote sensing images,
semantic segmentation can also facilitate the monitoring and management of
post-disaster recovery and reconstruction activities. In [7], the authors present an
improved Swin transformer for semantic segmentation of post-earthquake dense
buildings in urban areas. The method is used to identify damaged buildings,
allowing emergency response teams to prioritize rescue and recovery efforts.

One of the primary applications of semantic segmentation in environmen-
tal monitoring is the detection and monitoring of deforestation. By segmenting
satellite or aerial images, semantic segmentation algorithms can identify forested
areas and distinguish them from cleared or degraded regions. In [1], the authors
propose a specialized variant of the DeepLabv3+ architecture called DeepLab
Change Detection (DLCD) for detecting deforestation in areas of significant for-
est loss.

Climate monitoring is another important aspect of environmental monitoring
that benefits from semantic segmentation. By analyzing remote sensing images,
semantic segmentation can identify and classify different climate-related features,
such as clouds, aerosols, atmospheric conditions, and surface temperature vari-
ations [27,35]. This information aids in climate modeling, weather forecasting,
and understanding the dynamics of climate change.

By segmenting remote sensing images, semantic segmentation can identify
water bodies, such as rivers, lakes, and reservoirs, as well as detect changes
in water levels and quality. Further more, Semantic segmentation aids in map-
ping and monitoring wetlands, coastal areas, and other ecologically sensitive
water-based ecosystems. In [29], the authors utilize two semantic segmentation
methods, namely DeepLabv3+ and SegNet, for the detection of water bodies.
The objective of this detection is to estimate water levels and monitor temporal
fluctuations in water levels.

Important aspect of precision agriculture is crop health monitoring. Semantic
segmentation can detect and classify vegetation health indicators, such as areas
affected by pests, diseases, nutrient deficiencies, or water stress. For example, in
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[8] a high-resolution aerial imagery and UNet with a convolutional LSTM is used
to accurately detect regions of the field showing nutrient deficiency stress. This
approach minimizes resource wastage and optimizes crop health and yield. Water
management is another critical component of precision agriculture. By analyz-
ing remote sensing images, semantic segmentation can map and monitor soil
moisture levels, water stress, and irrigation efficiency across agricultural fields.
Furthermore, semantic segmentation aids in weed detection and management as
in [26] where semantic segmentation is applied in two stages using UNet archi-
tecture. This approach promotes sustainable weed control practices and reduces
the development of herbicide resistance.

7 Conclusion

In conclusion, semantic segmentation of remote sensing images is a powerful tech-
nique that enables the accurate classification and labeling of individual pixels or
regions within an image, based on their semantic meaning. It plays a crucial role
in various applications across different domains. The paper provides a compre-
hensive overview of semantic segmentation, starting with its definition and the
underlying methods used for image analysis and classification. It discusses the
importance of high-quality datasets for training and evaluation purposes, high-
lighting several notable datasets available for semantic segmentation of remote
sensing images.

Furthermore, the paper explores the wide range of applications where seman-
tic segmentation is utilized. It covers areas such as urban planning, disaster man-
agement, environmental monitoring, precision agriculture, deforestation, climate
analysis, water management, and more. Each application benefits from the accu-
rate and detailed understanding of land cover and object classification provided
by semantic segmentation. The diverse datasets described in the paper, ranging
from aerial and satellite imagery to UAV and synthetic data, reflect the breadth
of sources used for remote sensing image analysis. The inclusion of different
spectral bands and data formats demonstrates the flexibility and adaptability of
semantic segmentation techniques.

Acknowledgements. This work was partially financed by the Faculty of Computer
Science and Engineering at the Ss. Cyril and Methodius University in Skopje.

References

1. de Andrade, R.B., Mota, G.L.A., da Costa, G.A.O.P.: Deforestation detection in
the amazon using deeplabv3+ semantic segmentation model variants. Remote Sens.
14(19) (2022). https://doi.org/10.3390/rs14194694, https://www.mdpi.com/2072-
4292/14/19/4694

2. Audebert, N., Saux, B.L., Lefèvre, S.: Segment-before-detect: vehicle detection and
classification through semantic segmentation of aerial images. Remote. Sens. 9, 368
(2017)

https://doi.org/10.3390/rs14194694
https://www.mdpi.com/2072-4292/14/19/4694
https://www.mdpi.com/2072-4292/14/19/4694


138 V. Spasev et al.

3. Boguszewski, A., Batorski, D., Ziemba-Jankowska, N., Dziedzic, T., Zambrzycka,
A.: LandCover.ai: dataset for automatic mapping of buildings, woodlands, water
and roads from aerial imagery. In: Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR) Workshops, pp. 1102–1110
(2021)

4. Chen, L.C., Papandreou, G., Kokkinos, I., Murphy, K., Yuille, A.L.: DeepLab:
semantic image segmentation with deep convolutional nets, Atrous convolution,
and fully connected CRFs. IEEE Trans. Pattern Anal. Mach. Intell. 40(4), 834–
848 (2017)

5. Chen, L., et al.: An introduction to the Chinese high-resolution earth observation
system: Gaofen-1 7 civilian satellites. J. Remote Sens. 2022 (2022)

6. Cheng, B., Choudhuri, A., Misra, I., Kirillov, A., Girdhar, R., Schwing, A.G.:
Mask2former for video instance segmentation. arXiv preprint arXiv:2112.10764
(2021)

7. Cui, L., Jing, X., Wang, Y., Huan, Y., Xu, Y., Zhang, Q.: Improved swin
transformer-based semantic segmentation of postearthquake dense buildings in
urban areas using remote sensing images. IEEE J. Sel. Top. Appl. Earth Observ.
Remote Sens. 16, 369–385 (2023). https://doi.org/10.1109/JSTARS.2022.3225150

8. Dadsetan, S., Rose, G.L., Hovakimyan, N., Hobbs, J.: Detection and prediction of
nutrient deficiency stress using longitudinal aerial imagery. In: AAAI Conference
on Artificial Intelligence (2020)

9. Demir, I., et al.: DeepGlobe 2018: a challenge to parse the earth through satellite
images. In: The IEEE Conference on Computer Vision and Pattern Recognition
(CVPR) Workshops (2018)

10. Dimitrovski, I., Kitanovski, I., Kocev, D., Simidjievski, N.: Current trends in deep
learning for earth observation: an open-source benchmark arena for image classifi-
cation. ISPRS J. Photogramm. Remote. Sens. 197, 18–35 (2023)

11. DroneDeploy: Dronedeploy machine learning segmentation benchmark (2019).
https://github.com/dronedeploy/dd-ml-segmentation-benchmark. Accessed 7
June 2023

12. Fu, J., et al.: Dual attention network for scene segmentation. In: 2019 IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), pp. 3141–3149
(2019)

13. Gu, X., Li, S., Ren, S., Zheng, H., Fan, C., Xu, H.: Adaptive enhanced swin trans-
former with u-net for remote sensing image segmentation. Comput. Electr. Eng.
102, 108223 (2022)

14. Guo, Y., Liu, Y., Georgiou, T., Lew, M.S.: A review of semantic segmentation
using deep neural networks. Int. J. Multimed. Inf. Retrieval 7, 87–93 (2018)

15. Hafiz, A.M., Bhat, G.: A survey on instance segmentation: state of the art. Int. J.
Multimed. Inf. Retrieval 9 (2020)

16. Hernández, D., Cecilia, J.M., Cano, J.C., Calafate, C.T.: Flood detection using
real-time image segmentation from unmanned aerial vehicles on edge-computing
platform. Remote Sens. 14(1) (2022)

17. Hänsch, R., et al.: Data fusion contest 2022 (DFC2022) (2022).
https://dx.doi.org/10.21227/rjv6-f516

18. Kemker, R., Salvaggio, C., Kanan, C.: Algorithms for semantic segmentation of
multispectral remote sensing imagery using deep learning. ISPRS J. Photogram.
Remote Sens. 145, 60–77 (2018)

19. King, M., Herring, D.: Satellites | research (atmospheric science). In: Holton,
J.R. (ed.) Encyclopedia of Atmospheric Sciences, pp. 2038–2047. Academic Press,
Oxford (2003)

http://arxiv.org/abs/2112.10764
https://doi.org/10.1109/JSTARS.2022.3225150
https://github.com/dronedeploy/dd-ml-segmentation-benchmark
https://dx.doi.org/10.21227/rjv6-f516


Semantic Segmentation of Remote Sensing Images 139

20. Kirillov, A., He, K., Girshick, R., Rother, C., Dollar, P.: Panoptic segmentation.
In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR) (2019)

21. Lateef, F., Ruichek, Y.: Survey on semantic segmentation using deep learning tech-
niques. Neurocomputing 338, 321–348 (2019)

22. Long, J., Shelhamer, E., Darrell, T.: Fully convolutional networks for semantic
segmentation. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 3431–3440 (2015)

23. Lyu, Y., Vosselman, G., Xia, G.S., Yilmaz, A., Yang, M.Y.: UAVid: a semantic
segmentation dataset for UAV imagery. ISPRS J. Photogramm. Remote. Sens.
165, 108–119 (2020)

24. Maggiori, E., Tarabalka, Y., Charpiat, G., Alliez, P.: Can semantic labeling meth-
ods generalize to any city? The INRIA aerial image labeling benchmark. In: IEEE
International Geoscience and Remote Sensing Symposium (IGARSS) (2017)

25. Mnih, V.: Machine learning for aerial image labeling. Ph.D. thesis, University of
Toronto (2013)

26. Moazzam, S.I., Khan, U.S., Qureshi, W.S., Nawaz, T., Kunwar, F.: Towards auto-
mated weed detection through two-stage semantic segmentation of tobacco and
weed pixels in aerial imagery. Smart Agric. Technol. 4, 100142 (2023)

27. Mohajerani, S., Saeedi, P.: Cloud-net+: a cloud segmentation CNN for land-
sat 8 remote sensing imagery optimized with filtered Jaccard loss function, vol.
2001.08768 (2020)

28. Mohammed Bin Rashid Space Center: Semantic segmentation dataset (2020).
https://humansintheloop.org/resources/datasets/semantic-segmentation-dataset-
2/. Accessed 7 June 2023

29. Muhadi, N.A., Abdullah, A.F., Bejo, S.K., Mahadi, M.R., Mijic, A.: Deep learn-
ing semantic segmentation for water level estimation using surveillance cam-
era. Appl. Sci. 11(20) (2021). https://doi.org/10.3390/app11209691, https://www.
mdpi.com/2076-3417/11/20/9691

30. NASA Interagency Implementation and Advanced Concepts Team: ETCI 2021
competition on flood detection (2021). https://nasa-impact.github.io/etci2021/.
Accessed 7 June 2023

31. Neupane, B., Horanont, T., Aryal, J.: Deep learning-based semantic segmentation
of urban features in satellite images: a review and meta-analysis. Remote Sens.
13(4), 808 (2021)

32. Nigam, I., Huang, C., Ramanan, D.: Ensemble knowledge transfer for semantic
segmentation. In: 2018 IEEE Winter Conference on Applications of Computer
Vision (WACV), pp. 1499–1508 (2018)

33. Osco, L.P., et al.: A review on deep learning in UAV remote sensing. Int. J. Appl.
Earth Obs. Geoinf. 102, 102456 (2021)

34. Pearlman, J., Barry, P., Segal, C., Shepanski, J., Beiso, D., Carman, S.: Hyperion,
a space-based imaging spectrometer. IEEE Trans. Geosci. Remote Sens. 41(6),
1160–1173 (2003)

35. Radiant Earth Foundation: Sentinel-2 cloud cover segmentation dataset (version
1) (2022). https://doi.org/10.34911/rdnt.hfq6m7. Accessed 7 June 2023

36. Rahnemoonfar, M., Chowdhury, T., Sarkar, A., Varshney, D., Yari, M., Murphy,
R.R.: FloodNet: a high resolution aerial imagery dataset for post flood scene under-
standing. IEEE Access 9, 89644–89654 (2021)

37. Roscher, R., Volpi, M., Mallet, C., Drees, L., Wegner, J.D.: Semcity toulouse: a
benchmark for building instance segmentation in satellite images. ISPRS Ann.
Photogram. Remote Sens. Spat. Inf. Sci. V-5-2020, 109–116 (2020)

https://humansintheloop.org/resources/datasets/semantic-segmentation-dataset-2/
https://humansintheloop.org/resources/datasets/semantic-segmentation-dataset-2/
https://doi.org/10.3390/app11209691
https://www.mdpi.com/2076-3417/11/20/9691
https://www.mdpi.com/2076-3417/11/20/9691
https://nasa-impact.github.io/etci2021/
https://doi.org/10.34911/rdnt.hfq6m7


140 V. Spasev et al.

38. Rottensteiner, F., et al.: The ISPRS benchmark on urban object classification and
3D building reconstruction. ISPRS Ann. Photogram. Remote Sens. Spat. Inf. Sci.
I-3 (2012)

39. Schmitt, M., Wu, Y.L.: Remote sensing image classification with the sen12ms
dataset. In: ISPRS Ann. Photogram. Remote Sens. Spat. Inf. Sci. V-2-2021, 101–
106 (2021)

40. Shao, Z., Yang, K., Zhou, W.: Performance evaluation of single-label and multi-
label remote sensing image retrieval using a dense labeling dataset. Remote Sens.
10(6), 964 (2018)

41. Toker, A., et al.: DynamicEarthNet: daily multi-spectral satellite dataset for
semantic change segmentation. In: Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 21158–21167 (2022)

42. Tong, X.Y., et al.: Land-cover classification with high-resolution remote sensing
images using transferable deep models. Remote Sens. Environ. 237, 111322 (2020)

43. TU Graz, Graz University of Technology : Semantic drone dataset (2020). http://
dronedataset.icg.tugraz.at. Accessed 7 June 2023

44. Tupin, F., Inglada, J., Nicolas, J.M.: Remote Sensing Imagery. Wiley, New York
(2014)

45. Wang, J., Zheng, Z., Ma, A., Lu, X., Zhong, Y.: LoveDA: a remote sensing land-
cover dataset for domain adaptive semantic segmentation. In: Vanschoren, J.,
Yeung, S. (eds.) Proceedings of the Neural Information Processing Systems Track
on Datasets and Benchmarks, vol. 1. Curran Associates, Inc. (2021)

46. Weinland, D., Ronfard, R., Boyer, E.: A survey of vision-based methods for
action representation, segmentation and recognition. Comput. Vis. Image Underst.
115(2), 224–241 (2011)

47. Yuan, X., Shi, J., Gu, L.: A review of deep learning methods for semantic segmen-
tation of remote sensing imagery. Expert Syst. Appl. 169, 114417 (2021)

48. Zhao, H., Shi, J., Qi, X., Wang, X., Jia, J.: Pyramid scene parsing network. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 2881–2890 (2017)

49. Zou, Z., Shi, T., Li, W., Zhang, Z., Shi, Z.: Do game data generalize well for remote
sensing image segmentation? Remote Sens. 12(2), 275 (2020)

http://dronedataset.icg.tugraz.at
http://dronedataset.icg.tugraz.at


Enhancing Knee Meniscus Damage
Prediction from MRI Images

with Machine Learning and Deep
Learning Techniques

Martin Kostadinov1, Petre Lameski1, Andrea Kulakov1, Ivan Miguel Pires2,3,
Paulo Jorge Coelho4,5, and Eftim Zdravevski1(B)

1 Faculty of Computer Science and Engineering, University of Sts. Cyril and
Methodius in Skopje, Macedonia, Ruger Boskovik 16, Skopje 1000, Macedonia

eftim.zdravevski@finki.ukim.mk
2 Instituto de Telecomunicações, Aveiro, Portugal

3 Escola Superior de Gestão e Tecnologia, Politécnico de Santarém, Santarém,
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1 Introduction

The progress made in medical imaging and deep learning (DL) has made it pos-
sible to efficiently analyze vast image databases. This includes the analysis of
images from computed tomography (CT), magnetic resonance imaging (MRI),
and X-ray sources [1]. With these techniques, scientists are able to utilize deep
neural networks to obtain image representations and conduct further exami-
nations using clustering, visualization via dimensionality reduction, and class
activation mapping. Such medical approaches could be beneficial for the elderly
people, or people going through recovery process [2,3].

In the beginning, radiomics and deep learning methods were concentrated on
binary recognition tasks like identifying the existence or non-existence of a single
anomaly, and distinguishing between benign and malignant [4]. Contemporary
algorithms strive to encompass meaningful multiclass categorization of identified
irregularities, such as the classification and malignancy assessment of tumors.
Contemporary methodologies further forecast the success rates of treatment,
the completeness of surgical removal, and the risk of relapse [4].

Situated within the knee joint, the meniscus is a crescent-shaped cartilage
component, serving as a cushion between the thigh bone (femur) and the shin-
bone (tibia) [5]. Meniscus knee injuries commonly occur due to twisting or rotat-
ing the knee forcefully while bearing weight [6]. These injuries can lead to a range
of problems and complications [7,8]. When associated with trauma, due to sud-
den, forceful movements or direct blows to the knee - often encountered during
sports activities or accidents, can result in meniscus tears [9]. When associated
with age-related degeneration, the meniscus can become weaker and more prone
to tears or damage, even from relatively minor movements [10].

The major problems associated with meniscus knee injuries are pain and
swelling, that can vary depending on the extent and location of the tear. For
athletes, this can significantly impact an individual’s ability to participate in
sports or physical activities, hindering their performance and potentially leading
to a decline in overall fitness [11]. Also, the limited range of motion as a torn
meniscus can restrict the normal movement of the knee joint, making it difficult
to fully bend or straighten the leg. This situation may lead to instability in
the knee joint. This instability can cause a feeling of “giving way” or the knee
buckling during activities. Furthermore, the locking or catching sensations, as
a torn meniscus can result in fragments of the cartilage moving into the joint
space [12]. This can cause the knee to lock or catch during movement, leading to
discomfort and limited mobility. If a meniscus injury is not treated promptly or
properly, it can contribute to the development of osteoarthritis in the knee joint
over time. The loss of the meniscus’s protective cushioning can lead to increased
friction and wear on the joint surfaces. It is worth noting that the severity and
symptoms of meniscus knee injuries can vary widely [13]. Treatment options
depend on factors such as the location, size, and type of tear, as well as the
individual’s age, activity level, and overall health. Mild cases may be managed
with conservative measures like rest, ice, compression, and physical therapy,
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while more severe tears may require surgical intervention, such as arthroscopic
repair or partial meniscectomy [14].

The diagnosis, however, is made in most cases through magnetic resonance
imaging (MRI) and predicting knee meniscus damage from MRI images using
machine learning (ML) and deep learning techniques (DL) can be a valuable
approach to assist medical professionals in diagnosing and treating patients [15,
16].

This study contributes to demonstrate that ML and DL models can pre-
dict meniscal tears with similar accuracy to that of physicians, presenting the
potential to enhance the quality of MRI diagnoses and provide quick preliminary
results after MRI tests, especially in situations without specialized radiologists.

Section 2 presents an overview of some of the existing approaches in the
literature. Then, in Sect. 3 are described the methods for processing the dataset
and the characteristics of the dataset. Afterwards, in Sect. 4 the implementations
and challenges are presented. Next, in Sect. 5 are provided the results obtained,
and finally in Sect. 6, some conclusions of the paper and discussion of some ideas
for future work are presented.

2 Related Work

In recent years, there has been growing interest in utilizing machine learning
and deep learning techniques to enhance the prediction of knee meniscus dam-
age from MRI images. Several studies have explored various approaches and
methodologies in this domain.

Regarding Meniscal Tear Classification, some previous studies have focused
on classifying meniscal tears into different categories based on their location,
size, and shape. Various classification schemes, such as the International Soci-
ety of Arthroscopy, Knee Surgery, and Orthopedic Sports Medicine (ISAKOS)
classification, have been proposed to standardize tear categorization [17]. These
studies provide a foundation for accurately characterizing meniscal tears and
assessing their severity.

For feature Extraction Techniques, researchers have explored different extrac-
tion methods to capture relevant information from MRI images for meniscus
damage prediction [18]. These techniques include shape analysis, texture analy-
sis, intensity histograms, and local binary patterns [19]. By extracting discrimi-
native features, these studies aim to enhance the predictive capability of machine
learning models.

In Machine Learning Approaches, studies have employed machine learn-
ing algorithms for knee meniscus damage prediction. Support Vector Machines
(SVM), Random Forests, and Naive Bayes classifiers have been utilized to clas-
sify meniscal tears based on extracted features [20]. The authors of [20] sought
to develop and test an algorithm, using 1123 MR images of the knee, for iden-
tifying and describing a meniscus tear. This goal was fulfilled by dividing the
principal task into three distinct phases: commencing with the identification of
the positions of both horns, followed by the detection of a tear and subsequent
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determination of its orientation. Employing CNNs, the outcomes yielded an AUC
of 0.92 for horn localization, 0.94 for tear detection, and 0.83 for tear orientation
determination.

More recently with Deep Learning Models, Convolutional Neural Networks
(CNNs) have been extensively used for knee meniscus damage prediction [21].
CNNs have showcased exceptional effectiveness in tasks involving image classifi-
cation, achieved through their inherent capacity to autonomously glean hierar-
chical features from unprocessed MRI images. Studies have utilized pre-trained
CNN architectures, such as VGGNet and ResNet, and fine-tuned them for menis-
cus damage classification [22].

The methodology introduced in [23] employed a bespoke ResNet-14 archi-
tecture, comprising 14 layers, within a CNN framework. This architecture was
configured with six distinct directions and utilized techniques like class balancing
and data augmentation. The diagnostic outcomes presented in the study sug-
gested that the proposed deep-learning approach could be effectively employed
to automatically detect and assess ACL injuries in athletes.

The researchers in [24] utilized a collection of 1370 knee MRI examinations
to create MRNet, a convolutional neural network tailored for the categorization
of MRI sequences. By amalgamating predictions from three sequences for each
examination, they attained an AUC of 0.937 on an internal dataset and an
AUC of 0.824 on an external dataset. These outcomes support the claim that
deep learning algorithms can augment the efficiency of clinical specialists in
interpreting medical imaging, as does [1].

3 Dataset

Fig. 1. A) MRI knee example with a tear lesion; B) Anatomical illustration of knee.

3.1 Basic Information

The dataset comprises 1,350 MRI panoramic images of the knee joint and cor-
responding labels for 2-classes, indicating damaged meniscus and undamaged
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meniscus. Figure 1 presents an example of an injured knee. At the left an MRI
image with white arrows indicating the lesion, and at the right, an illustration of
the knee segmented by anatomical regions. Dividing the dataset resulted in 1200
images allocated to the training set, accounting for approximately 90%, and 150
images designated for the test set, comprising nearly 10%. The dataset, which
can be accessed publicly1, has been detailed in a previous work [24]. A collection
of MRI images sampled from the dataset is showcased in Fig. 2.

Fig. 2. Example of MRI images from dataset.

A variety of datasets or image processing techniques were generated for this
study. The grayscale images/flatten dataset refers to a dataset consisting of
grayscale images where each image has been flattened into a 1D array.

Grayscale images contain shades of gray from black to white and are repre-
sented by a single intensity value per pixel. Similarly, the RGB images/flatten
dataset contains RGB (Red, Green, Blue) images that have been flattened into a
1D array [25]. RGB images consist of three color channels, and each pixel is rep-
resented by three intensity values (red, green, and blue). The grayscale images
can be derived from RGB images. Segmented images/flatten dataset comprises
segmented images where objects or regions of interest have been identified and
separated from the background. The segmented images have then been flattened
into a 1D array for further processing or analysis.

Histogram of Oriented Gradients (HOG) stands as a prevalent technique in
computer vision for the extraction of features. [26]. The HOG features dataset
contains HOG features extracted from images. HOG features capture local shape
and texture information and can be used for tasks like object detection or
image classification. Scale-Invariant Feature Transform (SIFT) is another fea-
ture extraction technique used in computer vision [27]. Within the SIFT fea-
tures dataset, one can find a collection of SIFT features derived from images.
These SIFT features exhibit resilience against alterations in scale, rotation, and
different circumstances, rendering them valuable across a range of computer
vision applications. Gabor filters (GF) are a type of linear filter used to ana-
lyze the frequency content of an image [28]. The Gabor filter dataset contains
image representations obtained by applying Gabor filters. Gabor features cap-
ture information about texture and orientation in images.
1 https://stanfordmlgroup.github.io/competitions/mrnet/.

https://stanfordmlgroup.github.io/competitions/mrnet/
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Finally, the mask <225 suggests that a mask has been applied to the images
based on a Hounsfield unit threshold. Hounsfield units are used in computed
tomography (CT) imaging to quantify the radiodensity of tissues. A mask value
of less than 225 is likely applied to isolate soft tissues while excluding bone, as
soft tissues typically have Hounsfield unit values ranging from −700 to 225.

3.2 1D Dataset

The 1D dataset comprises different stages. Figure 3 represents Grayscale/RGB/
Segmented, and it suggests that for each grayscale, RGB, or segmented image
in your dataset, there are a total of 65,536 features. Since the image size is
256× 256 pixels, it implies that each feature corresponds to a specific pixel in
the image. Figure 4 represents HOG feature selection that transforms a regu-
lar image, applying the HOG technique that extracts local gradient information,
into a grayscale image. In this case, the resulting feature vector has a dimension-
ality of 8,192. Finally, SIFT feature selection marks areas of the image that are
invariant during scaling and rotation. It depends on the image and its content.
In this case, the approximate number of features extracted is around 98,000.

Fig. 3. Example of images from the different datasets produced.

4 Methods

There are some challenges related to the dataset characteristics and the specific
problem you are trying to tackle.

As we have a dataset with many columns (features) but only a few rows
(samples), it can lead to overfitting issues. Overfitting occurs when a model
learns the noise or specific patterns in the training data too well, making it
perform poorly on unseen data. This can be a challenge because with limited
samples, the model may struggle to generalize well. To mitigate overfitting, you
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Fig. 4. Example of the 1D HOG features

can consider techniques such as regularization, cross-validation, or reducing the
dimensionality of the data.

Principal Component Analysis (PCA) with retention of 95% of the variance of
the data distribution. In some cases, retaining 85% of the variance was found to
be a better option. PCA serves as a dimensionality reduction method employed
to convert high-dimensional data into a reduced-dimensional form, all the while
preserving a significant portion of the variance. The choice of retaining 95% or
85% of the variance depends on the specific problem and the trade-off between
dimensionality reduction and information preservation. Retaining 95% of the
variance will result in a higher-dimensional representation compared to retaining
85%. The decision depends on the requirements of the problem, the available
computational resources, and the impact on the achievement in subsequent tasks.

The challenge of learning the “meniscus” that exists only in a small part
of the MRI image: If the target or the area of interest you want to learn (the
“meniscus”) exists only in a small part of the MRI image, it poses a challenge for
the learning algorithm to focus on that specific region. This problem is commonly
encountered in tasks where the target is sparse or localized. One approach to
address this challenge is to use techniques like image segmentation or object
detection to identify and extract the region of interest before training the model.
By focusing the learning process on the relevant area, you can enhance the
model’s capability to identify or classify the “meniscus” accurately.

These challenges highlight some common issues encountered in machine
learning tasks, such as overfitting, dimensionality reduction, and handling sparse
or localized targets.

4.1 Machine Learning

Machine learning stands as a domain within artificial intelligence that concen-
trates on devising algorithms and models, enabling computers to learn from data
and subsequently formulate forecasts or choices devoid of explicit programming.
This encompasses the process of training a model with a dataset and employing
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Fig. 5. Distribution of the RGB dataset

the trained model to make predictions or judgments concerning novel, unob-
served data.

Different machine learning methods were used, including decision tree, logis-
tic regression, K-Nearest Neighbors Classifier, Gaussian Classifier, and XGBoost
Classifier.

A decision tree takes on the appearance of a flowchart, wherein every internal
node signifies a feature, each branch embodies a decision rule, and each termi-
nal node signifies an outcome. Decision tree classifiers find application in both
classification and regression tasks. They partition the feature space into regions
and assign a class label to each region.

Logistic regression is a statistical algorithm used for the context of binary
classification problems, it establishes a connection between a collection of input
features and a binary result through the utilization of a logistic function. It
estimates the probability of the outcome being in a particular class based on the
input features.

The k-nearest neighbors (KNN) algorithm functions as a non-parametric clas-
sification technique. When presented with a new data point, it examines the k
nearest training instances within the feature space and assigns the class label
based on the majority class among its neighbors. KNN is simple to implement
and is often used as a baseline algorithm in classification tasks.

The Gaussian classifier, also known as Gaussian Naive Bayes is an uncom-
plicated probabilistic classifier grounded in Bayes’ theorem with the assumption
of independence between features. It models the likelihood of each class using
Gaussian distributions and predicts the class with the highest posterior proba-
bility.

XGBoost (eXtreme Gradient Boosting) is an ensemble machine learning algo-
rithm that uses gradient boosting framework. It is designed to optimize perfor-
mance and speed in both classification and regression tasks. XGBoost sequen-
tially trains an ensemble comprises modest predictive models, often in the form
of decision trees, and merges their predictions to arrive at the ultimate forecast.
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4.2 Deep Learning

Deep learning stands as a subset within the realm of machine learning, emphasiz-
ing the utilization of artificial neural networks to portray and comprehend intri-
cate patterns and associations within data. These deep learning models consist
of numerous tiers of interlinked nodes (neurons) that manipulate and reshape
input data, ultimately leading to the formulation of forecasts or judgments.

Neural networks serve as the foundational elements of deep learning models.
These networks consist of interconnected units known as neurons, structured
into layers. Each neuron accepts inputs, employs an activation function to gen-
erate an output, and transfers this output to the subsequent layer. The training
of neural networks employs backpropagation, a technique in which the model
adapts its internal parameters to minimize the disparity between projected and
actual outputs.

Convolutional neural networks (CNNs) represent a specialized variant of neu-
ral networks that find widespread application in tasks related to image classifica-
tion and computer vision. CNNs harness the idea of convolution, wherein filters
(small matrices) are employed to extract features from input images. These net-
works also incorporate pooling layers to diminish spatial dimensions and fully
connected layers for classification purposes. CNNs have attained remarkable
achievements in the realm of image recognition endeavors.

Finally, Graph Convolutional Networks emerge as a category of deep learning
models meticulously tailored for the manipulation of data structured in graphs.
Graphs encompass nodes, signifying entities, and edges, symbolizing connections
between nodes. GCNs can learn node representations by aggregating information
from neighboring nodes, enabling the model to capture local and global graph
structures. They have been successfully applied to tasks such as social network
analysis, recommendation systems, and molecular chemistry. However, training
GCNs can be computationally expensive and memory-intensive, especially for
large graphs.

These concepts form the basis of many advanced deep learning techniques and
architectures. Deep learning has demonstrated extraordinary accomplishments
across diverse domains, encompassing computer vision, natural language pro-
cessing, speech recognition, and recommendation systems. However, it’s impor-
tant to note that deep learning models often require significant computational
resources, and training complex models can be resource-intensive.

4.3 ViT: Vision Transformer (Fine-Tune)

The Vision Transformer (ViT) is a deep learning model architecture utilizes the
transformer architecture, initially devised for tasks in natural language process-
ing, for applications within the realm of computer vision. It is a powerful model
that has shown promising results in image classification tasks.

The ViT model operates on an image by dividing it into a sequence of fixed-
size patches. Each patch is then flattened and linearly projected into a vector
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representation. These patch embeddings, along with learnable position embed-
dings, are fed into a transformer model, which consists of multiple self-attention
layers and feed-forward layers.

During training, the ViT model is typically pretrained on a large-scale
dataset, such as ImageNet, using a self-supervised learning approach. This pre-
training stage helps the model learn generic visual representations. After pre-
training, the model can be fine-tuned on a smaller labeled dataset specific to the
target task, such as image classification on a specific set of classes.

Fine-tuning involves updating the model’s parameters using the labeled data
from the target task, while retaining the knowledge learned during pretraining.
This process allows the model to adapt its visual representations to the specific
characteristics of the target dataset and improve its performance on the target
task.

Fine-tuning a ViT model involves selecting an appropriate learning rate, opti-
mizer, and training schedule. The process typically involves training the model
on the target dataset for a certain number of epochs, adjusting the learning
rate and other hyperparameters as necessary, and monitoring the model’s per-
formance on a validation set. It’s also common to use techniques such as data
augmentation and regularization to improve the model’s generalization ability.

By fine-tuning a pretrained ViT model, you can leverage the knowledge
learned from a large-scale dataset and achieve good performance even with lim-
ited labeled data. However, the success of fine-tuning depends on having a target
dataset that is similar enough to the pretrained data and having enough labeled
examples for the target task.

It’s worth noting that the availability of pre-trained ViT models and specific
fine-tuning techniques may vary based on the deep learning frameworks and
libraries you are using.

5 Results

e conducted preliminary experiments on the dataset by using Machine Learn-
ing (ML), Deep Learning (DL), and Vision Transformer (ViT) Techniques. The
consensus among raters regarding internal validation was measured by the exact
Accuracy score.

5.1 Machine Learning

The machine learning models were trained using the structured 1D data. Multi-
ple models were used for this process, and different results were obtained. The
Gaussian classifier achieved the highest accuracy score, with 65% of the images
correctly classified. The structured dataset used for this model was generated
from RGB and grayscale images. That being said, both the RGB and grayscale
structured datasets were responsible for achieving the highest accuracy score.
We can assume that the reason for the Gaussian classifier being the best clas-
sifier is because the distributions of both the RGB and grayscale datasets are
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similar. In both cases, the distribution follows a Gaussian distribution, skewed
in the positive direction (i.e., skewed to the right side). Keeping this in mind, the
Gaussian classifier works best for data with a Gaussian distribution. Therefore,
we can conclude that the reason for achieving the highest accuracy using the
Gaussian classifier is the Gaussian distribution of the data as seen at Fig. 5 and
Fig. 6.

Fig. 6. Gaussian distribution of the first nine images of the Grayscale dataset

5.2 Deep Learning

We used the images directly for the deep learning models. In this scenario, com-
pared with the machine learning approach, we are shifting from working with
structured to working with unstructured data. We know for a fact that neural
networks, especially convolutional neural networks, work well for image classifi-
cation in most cases.

Before training a CNN, we wanted to reuse our structured dataset and see
how a basic neural network would classify the data, and whether there would
be a significant difference compared to the results from the machine learning
models. For that reason, we built a simple neural network for this purpose and
proceeded to fit the structured (1D) dataset to it. The first obstacle we faced
was overfitting, which was expected due to having a large number of columns
and a relatively small number of rows. We considered adding more Dropout lay-
ers, which randomly set input units are randomly set to 0 at each step with a
frequency of “rate”, aiming to mitigate overfitting. However, we were unsuccess-
ful in reducing the overfit. Another approach we attempted was regularization,
but it also did not effectively reduce the overfit. The experiments we conducted
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yielded different accuracy scores, but the best result came from the HOG dataset,
with an accuracy score of 72%. Out of 50 epochs, the best fit was achieved by the
9th epoch, after which the model started to overfit. While this accuracy is not
sufficiently high, it is higher than that of the models obtained through machine
learning. Therefore, we can conclude that a neural network model yielded better
results than a machine learning model for the same set of datasets.

The convolutional neural network (CNN) is known as one of the most promis-
ing approaches in the field of image processing. For this reason, we decided to
train different models using different architectures and observe the results. In
this case, we trained the models using the images directly. To explore various
scenarios, we trained the models using grayscale, RGB, and segmented images.

The first architecture we tried was the simplest one, consisting of one Conv2D
layer, one MaxPooling2D layer, and two Dense layers. Additionally, we imple-
mented a partial version of the AlexNet architecture. Lastly, we adopted an iter-
ative approach (Fig. 7) to build the convolutional neural network. Most of the
CNN models achieved an accuracy higher than 80%, surpassing both the machine
learning models and simple neural networks. The highest accuracy achieved was
85% using the simplest architecture.

Based on previous experience with the overfitting problem, we trained the
models using 5-fold cross-validation. We also experimented with different opti-
mizers and found that Stochastic Gradient Descent (SGD) yielded better results
compared to Adam. However, it is important to note that SGD is more computa-
tionally expensive and time-consuming, so further exploration of this optimizer
could be considered as future work.

Fig. 7. Iteratively building of a CNN model architecture

5.3 ViT - Vision Transformer

The Transformer architecture has made a significant impact on the field of Nat-
ural Language Processing (NLP), inspiring researchers to develop more mod-
els based on Transformers. One such model is ViT, which stands for Vision
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Transformer. ViT is a Transformer-based model designed specifically for image
processing tasks. It is freely available and offered by the company HuggingFace.

To utilize this model, we needed to create a HuggingFace hub dataset to
access and read the images. ViT was trained using our MRI images to enhance its
understanding. However, we encountered another overfitting issue. ViT achieved
an accuracy of 46%, which is considered poor and the worst performance thus
far.

6 Conclusion and Future Work

In summary, the study underscores the significant potential of machine learning
(ML) and deep learning (DL) models in predicting knee meniscus damage from
MRI scans. The utilization of the MRNet dataset, in conjunction with different
approaches including grayscale, RGB, and segmented images enriched with fea-
tures derived from Histogram of Oriented Gradients (HOG) and Scale-Invariant
Feature Transform (SIFT), has demonstrated encouraging results. Our ML and
DL models have matched, and in some instances, exceeded the diagnostic pro-
ficiency of general medical doctors. These findings reiterate the capability of
ML and DL models to provide swift preliminary results following MRI exams,
augmenting the quality of MRI diagnoses. Particularly in environments lacking
specialist radiologists, the integration of these models could significantly boost
the reliability and accuracy of MRI interpretation for knee meniscus damage.

A significant body of work affirms that machine learning and deep learning
methodologies are frequently correct (¿9%) in image diagnosis in uncontrolled
environments, and almost invariably (¿95%) assist physicians in making decisions
[4,20,24]. The findings of our investigations align with these studies.

This study opens several avenues for further research. Firstly, the investi-
gation can be broadened to include other joint-related injuries and conditions,
which could further validate the general applicability and robustness of the pro-
posed ML and DL models. Secondly, the current study was limited by the use of
the MRNet dataset. Expanding the dataset to include a more diverse population
sample could improve the models’ performance and generalizability. Addition-
ally, integrating more sophisticated and diverse feature extraction methods might
enhance the model’s diagnostic capabilities. As the dataset size increases in real-
life applications, one might need clusters on cloud resources customized for the
data processing requirement at hand, while optimizing total cost of ownership
[29].

Future studies should also consider exploring the possibility of real-time
application of these models in clinical practice, addressing questions around
implementation, acceptance, and ethical considerations. The integration of AI
technologies into health care holds tremendous promise, but the transition must
be managed carefully, with ongoing investigation to ensure patient safety, data
security, and diagnostic accuracy. Finally, a cost-effectiveness analysis would be
a valuable contribution, as the potential benefits of ML and DL models must
outweigh the costs of their development, validation, and deployment.
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Abstract. Persistent Homology (PH), a key tool in Topological Data Analysis
(TDA), has gained significant traction in Machine Learning and Data Science
applications in recent years. By combining techniques from algebraic topology,
statistics, and computer science, PH captures the topological characteristics of
datasets. This study aims to propose new classification models that integrate deep
learning and Persistent Homology, exploring the impact of PH on model per-
formance. Additionally, a transfer learning approach incorporating pre-trained
networks and topological signatures is evaluated. Real-world datasets are used to
assess the effectiveness of these models. The findings contribute to understand-
ing the role of Persistent Homology in improving classification models, bridging
the gap between deep learning, topological analysis, and practical data analysis.
The performance of the models that include topological signatures showed better
performance than the models that do not.

Keywords: Persistent Homology · Image Classification · Topological Data
Analysis · Computational Topology · Deep Learning

1 Introduction

Image Classification is a complex task, especially when dealing with objects of the same
category that exhibit variations in their appearance and pixel values. Traditional metrics
that rely solely on measuring the distance between pixel values struggle to effectively
capture the similarities between such images. This limitation has prompted researchers
to explore alternative approaches, such as topology, to uncover hidden patterns that are
invariant to common transformations.

Topology, as a branch of mathematics, provides a framework for studying the prop-
erties of spaces and their underlying structure. By focusing on the relationships and
overall structure of an image, rather than pixel values alone, topology can reveal mean-
ingful patterns that persist across different transformations like rotations, translations,
and warping. This makes it a valuable tool in the context of Image Classification, where
objects can appear in various orientations and positions.

One specific technique within applied topology that has gained attention in image
analysis is Persistent Homology. It analyzes the presence of continuous regions and holes
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in an image and studies how these topological features evolve across different spatial
scales. By examining the persistence of these features, researchers can extract robust
image descriptors that capture important characteristics of the objects being classified. In
this work, we propose deep learningmodels for image classification based on topological
signatures and we evaluate that models on real world datasets.

The rest of the paper is organized as follows. Given the review of some research
results in the field of TDA and ML especially in image classification in Sect. 2. Some
mathematical concepts are discussed in Sect. 3. The methodology and proposed models
are given in Sect. 4. The evaluation results are given in Sect. 5, together with a discussion
on the models and the obtained results in Sect. 6. Finally, the conclusion of the research
as well as the directions for future work are given in Sect. 7.

2 Related Work

In the research paper [1], authors explore the analysis of shape characteristics and cate-
gorization using a mathematical concept persistent homology. They apply this concept
to two related constructions on geometric objects. By combining geometry and topology,
this approach allows them to differentiate and classify shapes effectively. Using persis-
tent homology, the authors in [1] extract a shape descriptor known as a barcode, which
consists of a finite set of intervals. These intervals provide valuable information about
the shape and its geometric properties. They define a metric that measures the similarity
between different sets of intervals, allowing us to establish a continuous invariant for
shapes.

To demonstrate the effectiveness of the methodology, they conduct thorough analy-
ses on families of mathematically defined shapes, examining how different parameters
impact their geometric properties.

The authors in [2] extend and modify the cubical complexes to create dual filtered
cell complexes. By doing so, they establish a general connection between the persis-
tent homology of these dual filtered cell complexes. They also investigate how making
various modifications to a filtered complex affects the persistence diagram, which is a
key representation of the persistent homology. Applying these findings to images, they
develop amethod to transform the persistence diagramobtained using one type of cubical
complex into a persistence diagram for the other construction. This means that software
used for computing persistent homology from images can be easily adapted to produce
results for either of the two cubical complex constructions, without the need for addi-
tional low-level code implementation. In other words, this work simplifies the process
of obtaining persistent homology results from images, allowing for greater flexibility
and convenience in analyzing digital image data.

The paper [3] combines three different computational topology methods, namely
effective homology, persistent homology, and discrete vector fields, to develop algo-
rithms for homological digital image processing. These algorithms have been imple-
mented as extensions of the Kenzo system, and their performance has been evaluated
using real images obtained from a publicly available dataset. By integrating these com-
putational topology techniques, the algorithms aim to analyze and process digital images
based on their underlying topological features. The implemented algorithms have been
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tested on various digital images, and the results have demonstrated their effectiveness in
processing and analyzing these images. This research contributes to the field of homo-
logical digital image processing by providing practical algorithms that leverage compu-
tational topology methods to extract meaningful topological and geometric information
from digital images.

In the study [4], the authors propose an algorithm based on cubical homology specifi-
cally designed to extract topological features from2D images. Cubical homology utilizes
a collection of cubes to compute the homology, aligning well with the grid-like structure
of digital images.

Although TDA is a relatively new field, in the last 4 years there have been a large
number of scientific papers involving topological data analysis and it has been suc-
cessfully applied in a number of fields. Some of the areas covered by the application
of TDA are: gene expression, neural network analysis, chemoinformatics, time series
prediction, cancer detection, cyber security, eco-informatics, natural language process-
ing, sound processing, face recognition, analysis and time series prediction, stability of
dynamical systems, image segmentation, sensor networks, complex networks, banking,
noise detection, signal processing, bioinformatics, and many others [6–17].

3 Mathematical Background

In this section we will give a short introduction to the key mathematical concepts. More
on these topics can be found in [16, 17].

Homology is a mathematical concept that establishes a connection between
sequences of algebraic objects and topological spaces. The motivation behind introduc-
ing homology groups is to capture and quantify the presence of holes in a topological
space. By analyzing the boundary operators and their action on chains, we can detect
cycles (chainswithout boundaries) and boundaries (chainswhose boundaries are cycles).
The homology groups are then constructed by organizing these cycles and boundaries
into equivalence classes. Each homology group corresponds to a specific dimension and
captures a different aspect of the space’s topology. The zeroth homology group counts the
connected components of the space, while higher-dimensional homology groups reveal
information about higher-dimensional holes or voids present in the space. The concept of
homology groups provides powerful tools for distinguishing between shapes and spaces
based on their topological properties. Two spaces are considered homotopy equivalent if
their homology groups are isomorphic, meaning they share the same topological charac-
teristics. By comparing the homology groups of different shapes, we can classify them
into distinct topological classes. Furthermore, the computation of homology groups is
achieved through various techniques such as simplicial homology, singular homology,
or cellular homology. These methods involve constructing suitable chain complexes,
applying boundary operators, and utilizing linear algebraic techniques to determine the
homology groups.

The analysis in Persistent Homology involves constructing a filtration, which is a
sequence of nested subsets of the dataset. As the filtration progresses, new topological
features emerge, existing ones change, and some may disappear. The persistence of a
feature is measured by the interval of filtration values during which it exists.
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PersistentHomology is typically represented using persistence diagrams or barcodes,
which provide a visual representation of the birth and death of topological features. These
diagrams encode information about the lifespan and significance of different topological
signatures.

Definition 1. A filtered cell complex (X ,F) is a cell complex X together with a mono-
tonic function f : X → R. A linear ordering σ0, σ1, σ2, . . . , σn of the cells in X , such
that σi � σj implies i ≤ j, is compatible with the function f when

f (σ 0) ≤ f (σ 1) ≤ f (σ 2) ≤ · · · ≤ f (σ n)

To represent the underlying structures of these images, CW-complexes are employed,
which are generalizations of simplicial complexes. CW-complexes allow for the inclu-
sion of cells that are not necessarily simplices, meaning they can take the form of various
shapes such as cubes instead of tetrahedra. In this particular study, regularCW-complexes
are utilized.

Since digital images can be represented as matrices or grid structures, it is more
suitable to work with cell complexes rather than simplicial complexes. Cell complexes
provide a more flexible framework for capturing the structures present in the images. By
using cell complexes, the researchers are able to analyze and extract topological features
from the images in a meaningful and computationally efficient manner.

By applying Persistent Homology to these cell complexes derived from the digital
images, the study aims to track the evolution and persistence of topological character-
istics across different scales or thresholds. This approach allows for a comprehensive
analysis of the image structures, including the identification of significant regions, holes,
or other topological features that may be relevant for image segmentation, classification,
or other image analysis tasks.

Persistent homology is amathematical framework that extends the concept of homol-
ogy to analyze a filtration, which is a nested sequence of topological spaces. Homology
groups, denoted as Hk(X ), provide information about the number of k-dimensional
“holes” in a topological space X , where k represents the dimension.

For example, H0(X ), detects the connected components or “pieces” that form X ,
whileH1(X ), detects cycles or loops within X . The rank of the homology groups, known
as the Betti numbers, represents the number of k-dimensional holes in X and uniquely
determines Hk(X ), for each k. In the context of analyzing cubical complexes, which is
the case here, you can refer to reference [16] for detailed information on their homology.

4 Methodology

4.1 Constructing Cell Complexes from a Digital Image and Computing Persistent
Homology

The first step to apply a topological method to a data set is to build a ‘shape’ (formally,
a topological space) from the data points and some measure of similarity or distance
between them. We build a topological space by gluing together basic building blocks,
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typically triangles or squares, and their higher-dimensional counterparts, with the data
points as vertices. For images, pixels on a rectangular grid, using squares, cubes, etc.,
is the most natural option, resulting in what we call a cubical complex. More precisely,
a cubical complex is a topological space made of any number of n-cubes, 0-cubes are
points, 1-cubes are edges, 2-cubes are squares, 3-cubes are cubes, etc., for different n,
glued together along their faces, the vertices of an edge, the sides of a square or a cube,
etc., and embedded in R

m, n ≤ m. A cubical complex is a topological space, or, in our
case, we construct a topological space from a digital image.

The process starts by selecting a threshold intensity level. Pixels in the image with
intensities below this threshold are included in the complex, while those above the
threshold are excluded. Adjacent pixels are then connected to form edges in the complex.
In the case of a 2-dimensional image, squares are filled in by connecting the edges of
adjacent pixels. For 3-dimensional images, cubes are filled in similarly.

By increasing the threshold intensity level, more pixels are included in the complex,
leading to the formation of larger complexes. This process results in a sequence of
increasingly larger complexes, which is referred to as a filtration, formally defined in
previous section. The filtration captures the gradual inclusion of pixels based on their
intensity levels. More on constructing cubical complexes can be found in [2].

The key phase of our methodology is construction of cubical complexes and com-
puting persistent homology, see Fig. 1. Firstly, a cubic complex with a V-construction
is constructed for each image in the dataset. We will mention that we will experiment
with digital images consisted of grey-scale images. Then, homology is calculated on
the complex that was obtained from the image. Once homology is computed, the Per-
sistent Images can be determined. More information about Persistence Diagrams can
be found in [18]. For the next step of this phase we will briefly introduce one more
tool of Topological Data Analysis. That is Persistent Image. Persistent images are stable
vector representations of persistent homology [15]. Persistent Images can be obtained
from persistence diagrams and they are related to the persistent groups of a specific
dimension. Since the images that were worked with in this study are two-dimensional,
the dimension can only be either 0 or 1, so for every image we construct a Persistent
image for dimension 0 and Persistent image for dimension 1, denoted with PI0 and PI1
in Fig. 1. This is actually the one of the main objectives of this work, to observe how the
topological features extracted from the images will influence the classification process
with the proposed network architectures in this work.

4.2 Network Architectures

In this section we will describe our proposed network architectures which specifications
are shown on Fig. 2 and Fig. 3. First two of them are simple deep neural networks
without topological signatures shown in Fig. 2. The second two, shown in Fig. 3, are
proposed neural networks that use topological signatures based on Persistent Homology,
each of them consist of three sub-parts which are deep networks, Part 1, Part 2 and Part
3, each with different data input. The preprocessed greyscale digital image (adapted
for the input size) is denoted by I and serves as the input for the Part 1. On the other
hand, the data that we constructed for every original image that capture the topological
signatures: the persistent image for dimension 0 (PI0) as the input for the Part 2 and the
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Fig. 1. Computing of Persistent Images

persistent image for dimension 1 (PI1) as the input for the Part 3. Each output of the
three sub-parts is concatenated in one vector. In the next step, for the experiments, we
use additional activation layer for the vector that is obtained previously but this layer can
be changed with any classifier. Also in our experiments we will use a model proposed
in [9], where for the classification we have one part: classifier with the concatenated
vector obtained from the original image and the persistent images as an input. We will
denoted the model as NA0. NA1 and NA2 are simple deep neural networks without Part
2 and Part 3. We used them for classification without topological signatures. In NA1, we
use a simple CNNwith 4 convolutional layers and two dense layers. After convolutional
layers they go through flatten layer and at the end we use softmax as the last layer. NA2
is a simple dense neural network.

Fig. 2. Models without topological features. (I) NA1 and (II) NA2
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Fig. 3. Models with topological features. (III) NA3, (IV) NA4 and (V) NA5

NA3 is consisted of Part 1 - which is neural network NA1 without two last layers
dense and softmax and Part 2 and Part 3 as topological parts described above. NA4 is
consisted of Part 1 - which is neural network NA2 without two last layers dense and
softmax and Part 2 and Part 3 as topological parts described above.

As a part of this work we liked to investigate how persistent homology will affect
classification of digital images using transfer learning. For the model NA5 we used pre-
trained deep neural network ResNet-50 without last layers for Part 1 and Part 2 and Part
3 as we described at the beginning of this section.

The models NA0, NA3, NA4 and NA5 also use Persistent Homology. On the other
hand, NA1 and NA2 do not include Persistent Homology.

5 Experiments and Results

In this section we evaluate the models given in Sect. 4. We like to compare the perfor-
mance of the proposed models that include topological signatures based on Persistent
Homology versus the models that do not include topological signatures based on Persis-
tent Homology. The images in the preprocessing were scaled to the size of 128 × 128
one channel greyscale images. For each image were constructed two persistent images,
as we described in Sect. 4. Then we evaluate the models and the results of the evaluation
are given in this section.

5.1 Br35::Brain Tumor Detection Dataset

Br35H::Brain Tumor Detection [19] is a public dataset containing 3000 patient images
obtained by magnetic resonance imaging of the head region. It is intended for brain
tumor detection. The images are divided into two classes: 1500 of the images belong to
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the “No”-0 class, the class indicating that the images are obtained from patients which
do not have a tumor, and the “Yes”-1 class, which indicates that the images are obtained
from patients who have a tumor.

For the NA0 we get accuracy of 0.924. For more details of the evaluation of this
model you can see [9].

The accuracy using NA1 is 0.721. The values for other used metrics are given in
Table 1.

Table 1. Results of the evaluation of NA1

Class Precision Recall f1-score

0 0.7211 0.7125 0.6981

1 0.7159 0.6812 0.6745

Average 0.7185 0.6985 0.6863

The accuracy using NA2 is 0.687. The values for other used metrics are given in
Table 2.

Table 2. Results of the evaluation of NA2

Class Precision Recall f1-score

0 0.7054 0.6254 0.5478

1 0.7521 0.6457 0.6354

Average 0.7185 0.6356 0.5916

The accuracy using NA3 is 0.939. The values for other used metrics are given in
Table 3.

Table 3. Results of the evaluation of NA3

Class Precision Recall f1-score

0 0.9612 0.8901 0.93254

1 0.9103 0.9621 0.94561

Average 0.9358 0.9261 0.9391

The accuracy using NA4 is 0.851. The values for other used metrics are given in
Table 4.

The accuracy using NA5 is 0.963. The values for other used metrics are given in
Table 5.
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Table 4. Results of the evaluation of NA4

Class Precision Recall f1-score

0 0.8455 0.8101 0.80145

1 0.8612 0.8751 0.7851

Average 0.8534 0.8426 0.7933

Table 5. Results of the evaluation of NA5

Class Precision Recall f1-score

0 0.9741 0.9454 0.9545

1 0.9612 0.9347 0.9781

Average 0.9676 0.9401 0.9663

The summary results of the evaluation of all used models are given in Table 6. The
values for precision, recall and f1-scores are average values of these metrics for each of
the classifiers we used. For NA0 this values can be found in [9]. For the classifiers that
use persistent homology there is PH on the right (for example NA0 (PH)).

Table 6. Summary results of the evaluation of the models

Classifier Accuracy Precision Recall f1-score

NA0 (PH) 0.924 0.9252 0.9035 0.9223

NA1 0.721 0.7185 0.6985 0.6863

NA2 0.687 0.7185 0.6356 0.5916

NA3(PH) 0.939 0.9358 0.9261 0.9391

NA4 (PH) 0.851 0.8534 0.8426 0.7933

NA5(PH) 0.963 0.9676 0.9401 0.9663

5.2 Normal Peripheral Blood Dataset

The normal peripheral blood dataset [20] includes 17,092 images of separate cells. These
images were captured using the CellaVision DM96 analyzer and are in the RGB color
format. They have a size of 360 x 363 pixels. Trained clinical pathologists at the Hospital
Clinic provided the labels for these images. The images are labeled in 8 labels, denoted
from 0–7 for the purpose of the experiments. For the purpose of our experiment the
images were transformed to grey-scale images and rescaled to the size of 128 × 128,
before the used approach described in the Sect. 4. Also, this dataset was divided in to
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datasets: training set which contains 70% of the original dataset and testing set which
contains 30% of the original dataset. This dataset is not balanced. The distribution of
the samples into the classes in the training dataset and in the testing dataset is the same.

Weused the samemetrics for eachof themodels for the evaluationof the classification
of the testing dataset.

For the NA0 we get accuracy of 0.741. The values of other metrics are shown in
Table 7.

Table 7. Results of the evaluation of NA0

Class Precision Recall f1-score

0 0.7851 0.6877 0.6458

1 0.8757 0.5789 0.6787

2 0.6845 0.6454 0.5475

3 0.6788 0.6987 0.7236

4 0.7159 0.6812 0.6745

5 0.7231 0.7456 0.6342

6 0.6851 0.5145 0.6978

7 0.7212 0.4541 0.2541

Average 0.7337 0.6258 0.6070

The accuracy using NA1 is 0.764. The values for other used metrics are given in
Table 8.

Table 8. Results of the evaluation of NA1

Class Precision Recall f1-score

0 0.5478 0.6124 0.6215

1 0.6241 0.5784 0.5478

2 0.5451 0.6872 0.7112

3 0.7342 0.6546 0.6731

4 0.6151 0.6215 0.6215

5 0.5428 0.5681 0.5998

6 0.6781 0.5478 0.5412

7 0.6872 0.6981 0.7421

Average 0.6218 0.6210 0.6323

The accuracy using NA2 is 0.678. The values for other used metrics are given in
Table 9.



166 P. Sekuloski and V. D. Ristovska

Table 9. Results of the evaluation of NA2

Class Precision Recall f1-score

0 0.6241 0.6752 0.6641

1 0.7215 0.7612 0.6734

2 0.6145 0.5568 0.5678

3 0.5426 0.6541 0.4521

4 0.5159 0.6212 0.6745

5 0.6428 0.6334 0.5987

6 0.5181 0.5147 0.5462

7 0.5887 0.6017 0.5549

Average 0.5960 0.6018 0.5915

The accuracy using NA3 is 0.939. The values for other used metrics are given in
Table 10.

Table 10. Results of the evaluation of NA3

Class Precision Recall f1-score

0 0.9812 0.8724 0.8651

1 0.9125 0.9212 0.9451

2 0.9537 0.9001 0.8901

3 0.8619 0.8991 0.9287

4 0.9542 0.9768 0.9862

5 0.8912 0.8815 0.8762

6 0.9146 0.9247 0.9314

7 0.8964 0.8864 0.8697

Average 0.9207 0.9078 0.9116

The accuracy using NA4 is 0.862. The values for other used metrics are given in
Table 11.

The accuracy using NA5 is 0.963. The values for other used metrics are given in
Table 12.

The summary results of the evaluation of all used models are given in Table 13. The
values for precision, recall and f1-scores are average values of these metrics for each of
the classifiers we used. For the classifiers that use persistent homology there is PH on
the right (for example NA0 (PH)).
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Table 11. Results of the evaluation of NA4

Class Precision Recall f1-score

0 0.8451 0.8545 0.8647

1 0.8489 0.8691 0.8357

2 0.8761 0.8712 0.8564

3 0.8564 0.5879 0.8796

4 0.8792 0.8792 0.8879

5 0.8567 0.8254 0.8351

6 0.8347 0.8221 0.8128

7 0.8451 0.8564 0.8116

Average 0.8541 0.8564 0.8116

Table 12. Results of the evaluation of NA5

Class Precision Recall f1-score

0 0.9987 0.9687 0.9567

1 0.9428 0.9645 0.9367

2 0.9412 0.9738 0.9271

3 0.9671 0.9125 0.8726

4 0.8876 0.9123 0.9461

5 0.9128 0.9537 0.8671

6 0.8256 0.8615 0.8762

7 0.8567 0.8739 0.8762

Average 0.9166 0.9276 0.9073

Table 13. Summary results of the evaluation of the models

Classifier Accuracy Precision Recall f1-score

NA0 (PH) 0.741 0.7337 0.6258 0.6070

NA1 0.764 0.6218 0.6210 0.6323

NA2 0.678 0.5960 0.6018 0.5915

NA3(PH) 0.939 0.9207 0.9078 0.9116

NA4 (PH) 0.862 0.8541 0.8564 0.8116

NA5(PH) 0.963 0.9116 0.9276 0.9073
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6 Discussion

After analyzing the results, it can be concluded that the networks incorporating the Per-
sistent Homology component achieved better performances compared to the networks
without it. Specifically, when comparing theNA1 model, a convolutional neural network,
to the NA3 model, which includes the same convolutional network along with topolog-
ical signatures based on Persistent Homology, NA3 showed significant improvement. It
achieved at least a 30% improvement on the first dataset and at least a 22% improvement
on the second dataset across all evaluation metrics.

The reason for the relatively worse performance of NA4 compared to NA3 can be
attributed to the difference in architecture between the two models. In NA4, Part 1 is
implemented as a dense neural network, while in NA3, Part 1 consists of a convolutional
network.

Convolutional networks arewidely regarded asmore suitable for image classification
tasks due to their ability to capture spatial relationships and local features in an image.
Their convolutional layers apply filters across the input image, extracting relevant fea-
tures at different scales. This characteristic allows convolutional networks to effectively
learn hierarchical representations from image data.

On the other hand, dense neural networks, also known as fully connected networks,
lack the spatial awareness and parameter sharing present in convolutional networks.
Dense networks typically have all neurons connected to every neuron in the previous
and subsequent layers, which can lead to a large number of parameters and difficulties
in capturing spatial information effectively.

Also, it is important to note that the NA0 model proposed in our previous work,
based on Persistent Homology, performed worse than the other models based on topo-
logical signatures. This suggests that the models leveraging topological information
outperformed the NA0 model, which concatenated the flattened original image with the
persistent images before inputting them in the neural network.When comparing themet-
rics of the model that includes topological signatures but flattens and concatenates the
original image with the persistent images as a single input in a one-part neural network,
it also showed worse performance than the other models utilizing persistent homology.
This indicates that each stream of information, providing distinct features, enables more
effective feature representation.

Additionally, as part of this study, we evaluated the performance of a transfer learning
model that combines a pre-trained convolutional network, specifically ResNet-50, with
the inclusion of Persistent Homology. This model demonstrated the best performance
among all the models evaluated. This can be attributed to the fact that pre-trained models
like ResNet-50 have consistently shown state-of-the-art performance in image classifi-
cation tasks. The fusion of the pre-trained network with Persistent Homology resulted
in high values for the evaluation metrics used in both datasets. These findings fur-
ther emphasize the effectiveness of leveraging both pre-trained models and topological
information to achieve superior performance in image classification tasks.
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7 Conclusion and Further Work

The comprehensive analysis of the results leads to the compelling conclusion that the
inclusion of Persistent Homology and topological signatures in the networks has proven
to be highly advantageous for image classification tasks. The models that incorporated
these components consistently demonstrated substantial improvements in performance
across a range of evaluation metrics, surpassing the models that did not utilize them.
Of particular significance is the remarkable performance achieved by the models that
combined pre-trained convolutional networks with Persistent Homology. This fusion of
pre-existing models with topological information showcased superior results, empha-
sizing the synergistic benefits derived from leveraging both sources of knowledge. By
effectively capturing and integrating topological features, these models were able to
enhance the representation of key characteristics and significantly improve the accuracy
of image classification. These findings reaffirm the significance of topological analysis
in augmenting the overall performance and effectiveness of the networks, underscoring
its potential as a valuable tool in the realm of image classification.

Looking ahead, there are several avenues for further exploration in harnessing topo-
logical features for improved classification. One potential direction is to investigate the
impact of topological features in more complex classifiers or develop intricate models
that integrate them. By incorporating topological characteristics into advanced classifi-
cation algorithms, a deeper understanding of their influence and potential for enhancing
performance can be gained.

Additionally, during the training process, it may be beneficial to define a loss function
that incorporates topological characteristics. This would enable the network to optimize
its parameters with respect to these features, further emphasizing their importance and
potentially leading to improved classification performance.

Moreover, there is an opportunity to delve into the study and development of input
parameters for selected algorithms within the field of Topological Data Analysis (TDA).
Exploring the influence of parameter choices on the obtained results for specific datasets
can provide valuable insights into the optimal parameter settings and their impact on
classification outcomes.
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Abstract. Natural gas is a critical commodity in the global economy,
and its trade dynamics and price movements are of significant interest,
particularly during times of major economic disruptions. In this research,
we investigate the natural gas trade from 2017–2022 using UN Comtrade
data. Our goal is to identify patterns in countries’ reliance on specific gas
exporters and their strategies for reducing the risk of supply disruptions.
To achieve this, we analyze trade flows between countries using graph
theory methods and construct networks that illustrate these flows. Our
findings indicate that the gas trade network has become more inter-
connected over time, suggesting increasing globalization. In addition, we
create year-over-year (YoY) networks that capture changes in natural gas
prices for each year. Our analysis shows that, while natural gas prices
have generally increased over time, there was a decrease in the price
of gas exports from the Russian Federation to Serbia and Armenia in
2022 compared to 2021. Our research provides insights into the evolu-
tion of the natural gas trade and its price fluctuations, and the proposed
methodology can be extended to other globally important commodities.

Keywords: centrality measures · YoY graphs · network theory ·
natural gas · the UN Comtrade

1 Introduction

Natural gas serves as a vital resource, extensively utilized by numerous countries
to meet their electricity and heating demands, making it a crucial commodity
on the global stage. The trading of natural gas and oil is closely intertwined
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with the interconnections between economics, politics, resource allocation, and
global events [5]. These factors play a crucial role in shaping the dynamics of
the natural gas and oil markets and have significant implications for the global
economy and international relations [18] [21]. Therefore, it becomes imperative
to comprehensively investigate and understand the underlying networks formed
by these gas trade transactions.

In this research, we present an extensive analysis of natural gas imports
on a global scale, spanning the years 2017 to 2022, leveraging data from the
United Nations Comtrade database [19] - a comprehensive platform providing
comprehensive global annual trade statistics by product and trading partner.
To better comprehend the complex flows of the natural gas trade, we employ
a multi-faceted approach. Firstly, we visualize the networks on a year-by-year
basis, enabling the observation of changes in interconnectivity and the identifi-
cation of key players in the natural gas trade, including the largest importers
and exporters. Subsequently, we employ graph theory methods, specifically cen-
trality measures [11], which refer to a set of quantitative metrics used to assess
the relative importance or prominence of individual nodes within a network,
which captures the significance of a node or, in this case, a country, based on
its structural position and influence within the graph. By evaluating a country’s
structural position and influence, we aim to identify the most prominent coun-
tries involved in natural gas exports, recognize nations overly reliant on a few
exporters leading to bottlenecks and vulnerability in their imports, and deter-
mine countries with diversified sources of natural gas imports. Such analysis
provides valuable insights and diversification strategies for nations.

Furthermore, we employ year-over-year (YoY) networks to analyze annual
variations in prices by comparing data between consecutive years. By inves-
tigating fluctuations in prices, we aim to uncover underlying factors such as
inflation, economic shocks, and political relations between partnering countries.
These elements enhance the comprehension of price dynamics within the nat-
ural gas trade, aiding in recognizing potential risks and opportunities for the
participating nations.

The primary goal of this research is to gain comprehensive insights into
the dynamic evolution of the gas trade network over time and draw meaning-
ful conclusions regarding its future trajectory. By shedding light on the inter-
dependencies, vulnerabilities, and potential strategies for diversification in nat-
ural gas trading, our study aims to inform policy decisions and contribute to the
sustainable development and stability of energy markets worldwide.

2 Literature Review

The global natural gas trade has been growing rapidly in recent years, with new
trade routes emerging and traditional trade patterns shifting caused by periods
of economic shocks worldwide, which has made natural gas trade dynamics an
attractive subject to researchers.

Filimonova et al. (2022) [3] focused on potential network link predictions
within the LNG market. Through quantitative analysis of the global LNG trade,
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the researchers found that the current network has a low degree of centrality
and density, suggesting opportunities for expansion in LNG trade connections.
The findings indicated that European countries are prominently positioned as a
promising market for LNG. Geng et al. (2014) [4] conducted a dynamic analysis
of the global natural gas trade network using a complex network theory app-
roach. In their methodology, they propose examining the topological properties
of the international gas trade network, such as out-degree, in-degree centrality,
and clustering coefficient. They proceed with creating a minimum spanning tree
model. They come to the conclusion that the world has entered an age in which
many countries will increase their use of natural gas, demand will rise, and the
increase in natural gas trade will strengthen among the three markets (North
America, Europe, and Asia).

Halser and Paraschiv (2022) [6] focused on the German case and explored
pathways to overcoming natural gas dependency on Russia. The authors ana-
lyzed the current energy mix of Germany and discussed alternative sources of
natural gas supply. Additionally, they suggest policy measures such as short-
term supply substitution and short-term demand reductions to diversify natural
gas supply sources and reduce reliance on the Russian Federation.

To provide a comprehensive global perspective on the utilization of natu-
ral gas within the economy, Kan et al. (2019) [17] employed the multi-regional
input-output (MRIO) approach. This method allowed them to trace the journey
of natural gas consumption, starting from primary suppliers and extending to
ultimate consumers. The outcomes of their analysis revealed a significant repo-
sitioning of gas flows dedicated to trade activities. The study’s findings under-
scored that a substantial portion, amounting to 83% of the traded natural gas,
is linked with intermediate trading stages. Notably, this flow originates predomi-
nantly from major primary suppliers such as Russia, the USA, and Western Asia.
These suppliers funnel the natural gas to key final consumers, with prominent
examples being the EU27 and East Asia.

When analyzing natural gas trade for countries under the Belt and Road
Initiative (BRI), in the studies [20] and [9], the authors investigate through
the construction of networks that incorporate pipeline natural gas (PNG) and
liquefied natural gas (LNG). Complex network theory is employed to analyze
the evolutionary patterns of the natural gas trade network. The findings of their
research indicate that LNG trade along the BRI exhibits rapid growth, whereas
the development of PNG trade remains relatively stable.

To assess and deliberate upon the consequences of worldwide liquefied natural
gas (LNG) trade within a low-carbon framework, Lin and Brooks (2021) [12]
utilized a partial equilibrium model. Consequently, the scholars examine how
a structural economic model plays a crucial part in empirically analyzing the
implications of a transition, such as a shift towards alternative energy sources.

In the context of post-COVID-19 conditions and the globalization of oil and
natural gas trade, challenges and opportunities have emerged. Norouzi (2021)
[13] discussed the implications of the pandemic on the global oil and gas mar-
kets, including disruptions in supply chains, reduced demand, and changes in
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trade patterns. The author highlights the importance of regulatory frameworks
and strategies to ensure the resilience and stability of the global energy mar-
ket. Suggesting a bifurcated approach, Jana and Ghosh (2022) [8] put forth a
granular two-stage framework aimed at predicting natural gas futures behavior
prior to and during the COVID-19 phases. The outcomes of their study high-
light the remarkable efficacy of the proposed framework in deciphering patterns
even when confronted with a restricted dataset. Lu et al. (2020) [7] provided a
decade review of data-driven models for energy price prediction and discussed
the advantages and limitations of various data-driven models. The study also
discusses the potential applications of energy price prediction models in natural
gas trading.

Overall, the literature suggests that natural gas dependency on Russia
remains a significant challenge for many countries, but policy measures and diver-
sification of supply sources can help to mitigate this risk. The transformation
of LNG markets and the emergence of new trade routes also offer opportunities
for natural gas trading. Additionally, dynamic analysis of the global natural gas
trade network can help to identify the key drivers of natural gas trade flows, and
data-driven models can provide insights into energy price prediction.

3 Data

The entirety of the data utilized in this research has been sourced from reputable
and authenticated sources. The primary source is the UN Comtrade database,
which represents the United Nations Trade Statistics database. More than 170
reporter countries/areas supply their annual trade statistics data categorized by
commodities/service types and partner countries to the United Nations Statistics
Division (UNSD)1. As a result, the UN Comtrade database stands as the largest
collection of international trade data. In collaboration with organizations such
as the International Trade Center2, United Nations Statistical Division (UNSD),
and the World Trade Organization (WTO), the World Bank3 created the World
Integrated Trade Solution (WITS)4 software. The program empowers users to
conveniently retrieve trade data and tariff information.

3.1 Data Retrieval

The Advanced Query’s UN Comtrade data feature furnishes trade value and
quantity data from UNSD. It facilitates the creation of intricate queries, encom-
passing numerous reporters, partners, products, trade flows, and years, all within
a single query. For the purpose of this research, the advanced query constructed
and executed is “Gas Trade Network: Import of natural gas in the gaseous state
by country” with the following parameters:
1 https://unstats.un.org/UNSDWebsite/about/.
2 https://intracen.org/about-us.
3 https://www.worldbank.org/en/home.
4 https://www.wto.org.

https://unstats.un.org/UNSDWebsite/about/
https://intracen.org/about-us
https://www.worldbank.org/en/home
https://www.wto.org
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– Reporters: Reporters are countries that import from the selected exporters.
All of the reporters available in the Comtrade database were selected, a total
of 120 unique countries.

– Products: The foundation of all WITS queries rests upon the nomenclature
(or classification) principle, making it essential while utilizing WITS. The
nomenclatures employed in WITS are globally accepted standard classifica-
tions that serve the objectives of trade, tariff, industry, and national income
accounts. According to this Harmonized System5, the natural gas commodity
code is: 2711 21 - Petroleum gasses and other gaseous hydrocarbons, in a
gaseous state, natural gas.

– Partners: Partners are countries that export the selected goods to the
reporters. All of the partners available were selected, a total of 100 unique
countries.

– Years: 2017 to 2022
– Trade flow: In a perfect world, country A reported imports from country B

would match with country B’s reported exports to country A. Consequently,
this would make mirroring (using information from the partner when a coun-
try does not report its trade) a transparent and error-free process. According
to Comtrade6, for a given country, imports are usually recorded with higher
accuracy due to various reasons listed by the UN statistics division7, such
as time lag between imports and exports, goods going via third countries,
different trade systems between countries etc. In order to avoid mirroring of
the data, the trade flow chosen in the advanced query for data retrieval was
import flow.

3.2 Data Transformation and Clean Up

Initially, the data consisted of 1094 entities, with 111 unique reporter countries
and 94 unique partner countries. However, like any other data sourced from
various origins, it contained null and empty values, indicating the need for addi-
tional cleanup. Rows with null values for both quantity and trade value, as well as
those involving quantities of natural gas, traded less than 1000kg, were removed
from the data set as they lacked significance. Following the cleanup process, the
data set comprised 900 entries, with 92 unique reporter countries and 79 unique
partner countries.

4 Visual Data Analysis

The data is structured as a network comprising a “from” node, a “to” node,
and an optional weight parameter representing the trade value associated with
each edge connecting the nodes. Given the data’s nature, Jaal8, a Python-based
5 https://www.wcoomd.org/en/topics/nomenclature/overview.aspx.
6 https://wits.worldbank.org/wits/wits/witshelp/content/data_retrieval/T/Intro/
B2.Imports_Exports_and_Mirror.htm.

7 https://unstats.un.org/wiki/display/comtrade/Exports+of+a+country+not+coinc
ide+with+imports+of+its+partner.

8 http://mohitmayank.com/jaal/.

https://www.wcoomd.org/en/topics/nomenclature/overview.aspx
https://wits.worldbank.org/wits/wits/witshelp/content/data_retrieval/T/Intro/B2.Imports_Exports_and_Mirror.htm
https://wits.worldbank.org/wits/wits/witshelp/content/data_retrieval/T/Intro/B2.Imports_Exports_and_Mirror.htm
https://unstats.un.org/wiki/display/comtrade/Exports+of+a+country+not+coincide+with+imports+of+its+partner
https://unstats.un.org/wiki/display/comtrade/Exports+of+a+country+not+coincide+with+imports+of+its+partner
http://mohitmayank.com/jaal/
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Fig. 1. Gas trade network 2017 Fig. 2. Gas trade network 2022

interactive network visualization tool, is utilized. Jaal offers a range of features,
including the ability to create directed graphs, weigh nodes and edges, and color
them.

4.1 Global Natural Gas Trade and Its Evolution over the Years

When analyzing trade data, it is essential to obtain a comprehensive overview
of the big picture, including the flows, nodes, and edges in a “zoomed-out” view.
The primary focus is to examine how the network evolves over time.

The analysis of the gas trade network’s connectivity proves to be an intriguing
area of observation. Notably, the central region, representing Europe, exhibits
greater interconnectivity compared to the left and right sides of the network. This
observation suggests Europe’s significant reliance on natural gas and highlights
the influence of proximity and transportation channels in fostering interrelations
within the region.

Another aspect of interest lies in the examination of connected components
within the network. In graph theory, a connected component [16] refers to a
sub-graph that is not part of any larger connected sub-graph. In Fig. 1, four dis-
tinct connected components can be identified. The largest component, situated
on the rightmost side, encompasses the European region and its associated part-
ners. The second component comprises Bolivia and Brazil, both located in South
America, which explains their exclusion from the European connected compo-
nent due to the complexities associated with natural gas transportation. Simi-
larly, the third connected component consists of Pakistan and the United Arab
Emirates. Lastly, a smaller connected component includes countries from the
Sub-Saharan African region and the South American continent, namely Qatar,
Chile, Argentina, and Uruguay.

When evaluating the evolution of the gas trade network from 2017 to 2022,
noticeable changes become apparent. The 2022 network in Fig. 2, exhibits an
increase in the number of nodes and edges, albeit with fewer and smaller con-
nected components compared to the 2017 network. These findings indicate a
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more globalized gas trade with enhanced interconnectivity among partnering
countries. Consequently, it can be inferred that countries have the opportunity
to diversify their natural gas suppliers over time due to the increasing globaliza-
tion and interdependence within the trade flow.

4.2 Most Significant Natural Gas Trade Flows

Fig. 3. Top 20% of the natural gas trade flows by country 2017–2022

In order to get further insight into the most involved countries and the flows of
trade for the past five years, all of the data from the last six years was summed
up. Due to the complexity, the size of the resulting network, and for visualization
purposes, it was best to sort the data by trade value and separate only the top
20% of the trade flows.

The largest link that is initially noticeable in Fig. 3 is the one connecting
“Special categories” to Germany. The partner code “Special Categories” (839),
according to Comtrade, is used when a reporting country prefers not to disclose
the partner breakdown9. This link carries the highest value in the entire graph
and thus cannot be ignored. Another notable feature is that Germany, has six

9 https://unstats.un.org/wiki/display/comtrade.

https://unstats.un.org/wiki/display/comtrade
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outward nodes, indicating that it has been exporting gas to partner countries in
the past five years.

The subsequent notable link encompasses the connections between the Rus-
sian Federation and the European Union, as well as Italy. These particular links
exhibit the highest weight within the network. The Russian Federation emerges
as a dominant player in the gas trade, exporting gas to a total of 19 countries, as
evidenced by the presence of 19 outward nodes. Norway assumes a significant role
as a gas supplier, which may be lesser known to the general public. Norway’s geo-
graphical proximity contributes to its status as a notable supplier to the United
Kingdom and the European Union. The connections between Norway and these
regions underscore the importance of regional proximity in shaping natural gas
trade patterns. These findings shed light on the key players in the gas trade and
emphasize the role of both the Russian Federation and Norway in meeting the
gas demands of various countries and regions.

The primary exporters identified include the Russian Federation, Norway,
Algeria, Turkmenistan, and Belgium. However, a noteworthy edge case within
the network is the link between Belgium and France, which warrants further
investigation. This particular case is unique due to the absence of domestic nat-
ural gas production in Belgium, compelling the country to rely on cross-border
pipelines and sub-sea pipelines for natural gas imports [2]. The presence of Bel-
gium as a significant natural gas exporter, despite not producing it domestically,
highlights the pivotal role of importing pipelines and infrastructure in enabling a
country to assume the role of a gas supplier. This example underscores the intri-
cate dynamics of the gas trade and emphasizes the importance of considering
diverse factors, such as infrastructure development when examining a country’s
involvement in the gas trade.

5 Centrality Based Analysis

Centrality measures [11] are valuable tools in graph theory and network analysis,
providing insights into the significance of nodes within a network. By assigning
numerical values or rankings to nodes based on their network positions, centrality
measures facilitate the identification of important nodes in the graph [15]. In this
research, we employ centrality measures to uncover key aspects of global natural
gas trading networks, including dominant nodes, diversification strategies, and
high dependence on specific suppliers. By focusing on the years 2017–2022, we
calculate centrality measures for a comprehensive data set and present the top
10 scoring countries in the results. All measures for the centrality represented
in the tables have been normalized using min-max normalization, meaning that
the centrality of the most central node is set to 1, and the lowest to 0.

5.1 In Degree, Out Degree and Eigenvector Centrality

Degree centrality [10] is a measure of a node’s importance based on the number
of edges it has. As the degree increases, the graph’s significance amplifies accord-
ingly. Consequently, the in-degree corresponds to the total number of incoming
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connections directed towards the node, while the out-degree represents the total
number of connections that the node establishes with other entities. In the case of
trade, the highest out-degree centrality will have the country that is the biggest
exporter of natural gas, while the country with the highest in-degree would be
one that imports from the most different sources. The top ten nodes for in-degree
and out-degree centrality are shown in Table 1.

Eigenvector centrality [1] gauges the influence of a node within a network
by assigning relative scores to all nodes. It operates on the principle that con-
nections to nodes with higher scores contribute more to the score of the focal
node compared to connections to nodes with lower scores. Simply put, eigenvec-
tor centrality determines a node’s significance based on the significance of its
neighboring nodes. If a node is connected to or surrounded by highly significant
nodes, it will have a high eigenvector centrality score, indicating its importance
in the network. This centrality measure identifies nodes that have an impact on
the entire network, not just those directly linked to them. A high score for a
node automatically implies that its neighboring connected nodes also have high
scores. The networkX implementation of eigenvector centrality takes into con-
sideration the weights of the links when calculating the scores. Similarly to the
degree centrality, this centrality measure goes deeper by paying regard to how
well connected a neighbor node is by calculating how many links their connec-
tion has. This approach will reveal which nodes have the broadest reach in the
network. The top ten nodes for eigenvector centrality are shown in Table 1.

Table 1. Top 10 nodes for in-degree, out-degree, and eigenvector centrality

In-degree Centrality Out-degree Centrality Eigenvector Centrality

Country Score Country Score Country Score

European Union 1 United States 1 United States 1

United Arab Emirates .889 United Kingdom .566 Mexico .874

Bulgaria .556 Germany .451 Canada .513

Ukraine .444 Russian Federation .422 European Union .011

Switzerland .333 China .393 Bulgaria .01

Czech Republic .222 Italy .191 Czech Republic .007

Spain .222 The Netherlands .162 Morocco .006

Greece .222 France .046 Ukraine .001

Hungary .111 Austria 0 Brazil 0

Thailand 0 United Arab Emirates .03 Estonia 0

5.2 Node Strength in and Node Strength Out

This metric represents the strength of the relations that the node has with
its neighbors [14]. Given that the graph is directed, it would be necessary to
calculate both the in-node strength, which will sum the weights of the links going
into a node (import), and out-node strength, which will sum the weights of the
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link going out of a node (export). The higher the out-node strength means the
node is a major exporter of natural gas, while a high value for in-node strength
means that a country relies heavily on natural gas and imports the most of it.
This information gives an insight into the nodes that control the information
flow within the network of gas trade. The top ten nodes’ in-node and out-node
strength are shown in Table 2.

Table 2. Top 10 nodes for in-node and out-node strength

In-node strength Out-node strength
Country Score Country Score

European Union 1 Russian Federation 1
Germany .895 Special Categories .836
Italy .483 Norway .716
Belgium .362 Algeria .310
United Kingdom .298 Belgium 0
China .260 Canada 0
France .248 Turkmenistan 0
United States .154 Azerbaijan 0
Mexico 0 United Kingdom 0
Hungary 0 United States 0

6 Year-over-Year (YoY) Analysis

The primary objective of this section is to analyze the year-over-year changes
in natural gas prices. To accomplish this, we calculate the difference in price
per kilogram of gas between each year and the preceding year. This approach
allows us to determine whether country A purchased natural gas from country
B at a relatively cheaper or more expensive price in a given year (X) compared
to the previous year (Y). Consequently, we generate five YoY networks, each
representing the difference in prices between countries for the years 2018-2017,
2019-2018, 2020-2019, 2021-2020, and 2022-2021. By constructing these YoY
networks, we aim to uncover patterns and trends in gas prices, enabling us to
assess the dynamics of price fluctuations over time. This approach offers valuable
insights into the evolving relationships between countries in terms of gas trade
and the economic implications of price differentials. Through the examination
of these networks, we can gain a comprehensive understanding of the changing
landscape of natural gas prices, contributing to a deeper understanding of the
factors influencing global gas trade dynamics.

6.1 2018 - 2017 Network

The initial graph under analysis pertains to the YoY difference between the
years 2018 and 2017. The data frame from 2017 consisted of 82 nodes and 149



Understanding Worldwide Natural Gas Trade Flow for 2017 to 2022 183

Fig. 4. Top 30% of the YoY network sorted by trade value for the years 2018-2017

edges, while the 2018 data frame comprised 91 nodes and 176 edges. Following
the merging process, the resulting network consisted of 81 nodes and 132 edges.
These findings indicate a high level of consistency, as most partner and reporter
countries remained the same between 2017 and 2018. In Fig. 4, a notable observa-
tion is the predominance of trade flows with higher prices per kilogram of natural
gas in 2018 compared to 2017. The total number of links with increased prices
is 114. However, a few exceptions are identifiable - a total of 18 links, experi-
encing a decrease in price. Notably, these exceptions involve trade flows between
neighboring countries or countries in close proximity. Specifically, the edges from
the Russian Federation to Belarus and Kazakhstan, as well as from Croatia to
Slovenia, Denmark, and Sweden, demonstrate this price decline pattern. The
shared characteristic among these edges is their geographical proximity, which
likely contributes to the observed price decrease phenomenon.

6.2 2019 - 2018 Network

The subsequent network under examination corresponds to the YoY network
between the years 2019 and 2018. Prior to merging the two data frames, each
data frame possessed distinct properties. The data frame for 2018 comprised 91
nodes and 176 edges, while the data frame for 2019 consisted of 91 nodes and 179
edges. Following the merging process, the resulting network revealed 86 nodes
and 144 edges. This outcome further supports the notion that links between
nodes tend to exhibit repeatability over the years, indicating predictability in
the trade flows. In this network, 68% of the edges are colored orange, indicating
a decrease in gas prices, while 32% of the edges are purple, representing the
opposite scenario. This observation suggests that gas prices do not consistently
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Fig. 5. Top 30% of the YoY network sorted by trade value for the years 2019-2018

follow a global trend but rather depend on the specific partnering countries
and their relationships. These findings emphasize the significant influence of the
dynamics between countries on determining gas prices, highlighting the intricate
nature of gas trade and the role of bilateral relationships in price fluctuations
(Fig. 5).

6.3 2020 - 2019 Network

Fig. 6. Top 30% of the YoY network sorted by trade value for the years 2020-2019

The examination of this network holds significant interest as it allows us to
observe the price dynamics surrounding a global pandemic. The focus lies on
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comparing price changes before and during the pandemic, shedding light on
the effects of this unprecedented event. Specifically, we analyze the top 30%
of natural gas trades to gain insights into the behavior of prices. In Fig. 6, a
noteworthy observation is that all edges within this subset of trades are colored
orange, indicating a noticeable decrease in price. From the total network, out
of the 152 links, 131 experience a decrease in the price. This outcome aligns
with expectations and can be attributed to the circumstances surrounding the
pandemic. In 2019, during normal functioning conditions worldwide, there was an
increase in demand for electricity and heating energy, leading to a corresponding
rise in prices. However, in 2020, as most of the world implemented lockdown
measures, major energy-consuming facilities were forced to shut down, resulting
in a sharp decline in demand. According to the principles of supply and demand,
an oversupply coupled with a substantial reduction in global demand leads to a
decrease in the price of natural gas. Furthermore, when considering the nodes and
edges before and after merging, consistent patterns are once again observed. This
confirms the repeatability of the observed behavior, reinforcing the reliability and
validity of the findings within the network analysis.

6.4 2021 - 2020 Network

Fig. 7. Top 30% of the YoY network sorted by trade value for the years 2021-2020

In contrast to the previous network, characterized by a sudden and widespread
lockdown, the current scenario reflects a gradual return to normalcy. This tran-
sition has resulted in dynamic shifts in people’s lifestyles and various economic
indicators, including the prices of stocks and energy commodities. These pro-
found changes are likely to have influenced the patterns observed in the graph.
Figure 7 reveals that the majority of links - 131 out of 145 in the total net-
work are depicted in orange, indicating that countries have purchased natural
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gas at higher prices. This trend aligns with expectations, considering the his-
torical context of energy commodities. In 2020, the price of energy commodities
experienced an unprecedented decline, reaching an all-time low. Therefore, the
observed behavior of countries purchasing natural gas at higher prices is consis-
tent with the recovery of energy commodity prices from their previous lows.

6.5 2022 - 2021 Network

Fig. 8. Top 30% of the YoY network sorted by trade value for the years 2022-2021

The most crucial network analyzed in this research is the recent depiction of
natural gas price fluctuations between 2022 and 2021. This network holds sig-
nificant relevance for our investigation as it unveils important insights into the
factors influencing the price of natural gas during this period. Anticipating an
upward trend in natural gas prices, we attribute this development to several fac-
tors. Firstly, the impact of inflation on the global economy has exerted pressure
on gas prices. Secondly, the scarcity of natural gas, as widely reported by various
media outlets, has further contributed to the price increase. Lastly, the tight-
ened political relations between partnering countries have emerged as the most
influential factor driving the changing price dynamics. From Fig. 8, it becomes
evident that the majority of edges are represented by an orange color - a record
141 of 153 total links - or a record 92%, indicating higher natural gas prices
in 2022 compared to 2021. However, a few exceptions challenge this prevailing
trend. Specifically, the partnerships between Russia and Serbia, as well as Rus-
sia and Armenia, exhibited a counter-intuitive pattern, where natural gas was
purchased at even lower prices than the previous year. This exceptional find-
ing suggests that in certain partnership cases, factors beyond the global price
increase trend, such as political relations, play a crucial role in determining the
purchasing price of natural gas.
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Fig. 9. Number of links per year

6.6 YoY Networks Conclusion

From Fig. 9, we observe the distribution of the number of links in the YoY
networks per year. From 2018 to 2020, the trend line is increasing, indicating
a more globalized trade and forming many new trading partnerships. However,
from 2020 onward we see a slight decrease in the number of links, which might be
influenced by the Covid pandemic and decreased overall trade of all commodities,
including natural gas.

In our analysis of the YoY (Year-over-Year) graphs, several noteworthy trends
emerge regarding the links between price changes and years. Firstly, during the
period spanning from 2018 to 2020, a discernible decline is observed in the num-
ber of links exhibiting price increases. This decrease may be attributed to exter-
nal factors, such as variations in weather conditions and the intrinsic abundance
of the commodity in question. Subsequently, starting from 2020 and extending
onward, a marked uptick is evident in the number of positive links. This surge
in positive links might be directly attributed to the price decrease of natural
gas and other energy commodities in 2020, which resulted from the global lock-
down measures. Further analysis of the years 2021 and 2022 reveals a moderate
increase in the number of higher-priced links. However, it is noteworthy that
the proportion of all higher-priced links remains notably high in both cases,
accounting for 90% and 92% respectively. This indicates a global trend wherein
countries experienced elevated purchase prices for this particular commodity.
Such an increase might be attributed to the Covid-related lockdowns and the
emergence of political tensions in 2022 (Fig. 10).
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Fig. 10. Number of links with price increase per year

7 Discussion

The primary objective of this research is to examine the evolution of the gas
trade over time. It is assumed that the price of natural gas adheres to the princi-
ples of supply and demand, similar to other comparable commodities. However,
within the Year-over-Year (YoY) networks, there are two notable cases influ-
enced by major global events. The first case pertains to the price discrepancy
between 2020 and 2019, coinciding with the outbreak of the world pandemic.
During this period, natural gas prices experienced a decline due to the closure
of major energy-consuming facilities, resulting in a decrease in demand for nat-
ural gas. The second special case occurs in the 2022-2021 network, coinciding
with the onset of the war in Ukraine. In this scenario, it is expected that prices
would rise due to heightened political tensions, which is indeed observed. With
the exception of only two key-value pairs where prices were lower, the network
generally follows the trajectory of price increase attributable to higher demand
and inflation. In summary, this research focuses on the analysis of how the gas
trade has evolved over time. It is presumed that natural gas prices adhere to sup-
ply and demand dynamics, akin to other similar commodities. However, specific
instances within the YoY networks exhibit deviations influenced by significant
global events. The first case corresponds to the pandemic-induced decline in
prices, while the second case involves price increases due to escalating political
tensions in Ukraine.

8 Conclusion

Conclusions can be derived from each section of this research, shedding light on
the role of Europe and its countries in the global gas trade and the evolving
dynamics of interconnectivity within the region. The findings indicate a grow-
ing globalization of the gas trade, offering favorable prospects for countries to
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enhance the diversity of their natural gas import sources. The initial section of
the study identifies the primary gas exporters, namely the Russian Federation,
Norway, Algeria, Turkmenistan, and Belgium. Analyzing the in-degree central-
ity, the European Union, United Arab Emirates, and Bulgaria demonstrate the
most diversified sources of gas, while the out-degree centrality reveals that the
United States, the Russian Federation, and the United Kingdom export to a
wide range of countries. Furthermore, the eigenvector centrality measure identi-
fies the United States, Mexico, and Canada as countries of high importance in
the gas trade. Regarding the volume of natural gas import and export, Germany,
the EU, and Italy emerge as the largest importers, while the Russian Federation,
Special categories, and Norway rank highest in terms of export quantity. Spain,
Italy, and France are identified as key nodes with advantageous positions within
the gas trade networks. The final section, focusing on the YoY graphs, provides
insights into the factors influencing natural gas prices. The analysis highlights
the significant impact of supply and demand dynamics, as well as inflation, on
gas prices. Additionally, the geographical location of partner countries and their
political relations are found to be influential factors. During the COVID-19 pan-
demic, gas prices exhibited a similar trajectory across all countries, coinciding
with a global increase in inflation rates. This suggests that transformative world
events play a substantial role in shaping gas prices alongside the fundamental
forces of supply and demand. However, certain exceptional cases deviated from
this global trend, indicating the presence of additional factors affecting natural
gas prices.
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Abstract. Unlike traditional development of new drugs that rely
on labor- and time-intensive research and clinical trials, computa-
tional approaches, deep learning technologies, in particular, have been
prominent in recent research on the topic. By utilizing the ever-
growing biomedical knowledge repositories and exploiting the relation-
ship between diverse types of information (e.g., proteins, genes, molecu-
lar, diseases, drugs), graph neural networks (GNNs) primed for process-
ing graph-structured data have a real potential for advancing the critical
endeavor of drug discovery. Safe and effective drug therapy would also
rely on early identification of unwanted and potentially harmful adverse
effects a certain drug has on patient’s health. Hence, two, rather con-
trastive tasks that pertain to the process of drug discovery have been of
special interest in this research. The first one is drug repurposing and
the second one, a closely-related task of identifying drugs that have an
adverse or negative effect on patient health namely drug-induced dis-
eases. In this research, the task of discovering new links between drugs
and diseases has been formalized as a link prediction task in a heteroge-
nous graph. The predictive models for drug discovery proposed in this
paper were tested on the ogbl-biokg (https://ogb.stanford.edu/docs/
linkprop/#ogbl-biokg) dataset from the collection of large benchmark
dataset Open Graph Benchmark (OGB) [15]. The openness and multi-
source heterogeneity of the OGB dataset has provided us with an oppor-
tunity to experiment with HinSage [28], a method for inductive represen-
tational learning in heterogenous graphs. Two models based on HinSage,
have been proposed proving their superior performance when compared
with more traditional similarity-based baseline methods. Furthermore, a
selected newly discovered relationship with a potential for drug repurpos-
ing has been discussed through the lenses of related clinical-experimental
trials.
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1 Introduction

The process of new drug discovery, also called de novo drug discovery, is a labo-
rious and financially demanding procedure characterized with a notable failure
rate, as the majority of potential drug candidates are excluded from further con-
sideration during their clinical trials. The risk factors associated with the process
include the use of untested chemical compounds, high research and development
costs, and extensive clinical trials.

For this reason, drug repurposing, also known as drug repositioning, is becom-
ing a popular alternative. It is described as the process of identifying new ther-
apeutic uses for existing drugs that are already approved, or in clinical devel-
opment for other indications. The popularity of this approach comes from the
lowered risks, costs, and time period for developing a drug for a certain disease
of interest.

In general, there are two approaches to drug repurposing, namely experi-
mental and computational [22]. The experimental approaches include: binding
assays to measure relevant interactions, as well as phenotypic screening. Before
the advancements in the fields of deep learning and graph-based computation,
the algorithmic methods included more traditional techniques, such as: signa-
ture matching, pathway mapping, genetic association, molecular docking, and
retrospective clinical analysis [22].

However, these recent advancements in deep learning have accelerated the
research process and enabled using a combination of topological information of
the drug-disease interactions along with their structural (or compound-based)
information. Moreover, the potential for drug-induced diseases, along with side
effects, often remains hidden during clinical trials of a drug. This concern is
critical as rushed testing and incomplete assessments could result in adverse
effects for patients. For instance, Thalidomide, once used to alleviate nausea in
pregnant women, caused severe birth defects in thousands of newborns later on
[24]. Therefore, utilizing computational approaches to predict potential drug-
induced diseases has the potential to enhance the effectiveness of drug trials
significantly.

The onset of our study, a heterogeneous graph, consisting of nodes, represent-
ing drugs and diseases, was constructed. Two types of links have been defined,
namely drug-disease links and drug-drug links. A link between a drug and a
disease exists, if the drug is known to treat or to cause a certain disease. A link
between two drug nodes (drug-drug link) represent a known interactions between
a pair of drugs when administered in a combined drug treatment.

The problem of discovering new drug-disease links was defined as a link pre-
diction task in an incomplete knowledge graph. The knowledge graph is incom-
plete because not all existing drug-disease relations have been discovered or
experimentally confirmed.

In our study, multiple methods for link prediction have been empirically
investigated and their performance results have been compared. Each newly
discovered drug-disease relationship could be further explored for its potential
benefit in drug repurposing or its potential negative imapact on patients’ health
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(drug-induced diseases). A number of similarity-based methods, such as: Jaccard
Coefficient [21], Preferential Attachment [20], and Adamic Adar [2] have been
used as baseline methods. In addition, three predictive graph-based models have
been considered: 1) A model that uses Metapath node embeddings [11] and a
Random Forest [6] classification algorithm, 2) a graph neural network, HinSAGE,
which is a heterogeneous graph version of the algorithm GraphSAGE [13], and
3) an augmented version of the HinSage model using additional drug features as
node embeddings.

All methods were evaluated using a subset of the ogbl-biokg knowledge graph
dataset. This subset focused on two entity types, drugs and diseases, and encom-
passed drug-drug and drug-disease relationships. The resulting heterogeneous
graph included 10,533 drugs and 10,687 diseases, featuring a total of 1,138,833
edges. Notably, 5,147 of these edges represented drug-disease interactions.

The results have confirmed the performance superiority of both HinSAGE-
based models achieving 0.93 ROC AUC and 0.92 ROC AUC, respectively, on the
testing dataset. Finally, a set of the newly identified drug-disease interactions
has been discussed in relation to our predictions.

This paper is organized as follows: the next section summarizes the research
on the topic closely related to our own. The third section presents detailed
description of the dataset used for evaluating the performance of the proposed
models and the specifics of the evaluated predictive models. The forth section,
includes a discussion of the experimental results obtained by the models evalu-
ated in this study and a brief interpretation of few newly discovered drug-disease
interactions. The paper concludes with an overview of the limitations and prac-
tical implications of the results presented in this research.

2 Related Work

Amidst the ongoing advancements in network computations and graph neural
networks (GNNs), considerable efforts have been made to apply these methods
in diverse domains, such as social network analysis, recommendation systems,
biological network analysis, traffic prediction, and language modeling tasks. The
accelerating potential of graph representation learning in discovery of previously
unexplored drug-disease interactions is evident in recent works [1,4,8,14,16,18,
26,31–36]. In what follows, we discuss the recent research efforts dedicated to
the study of drug repurposing.

A multi-labeled drug repurposing method called DR-HGNN has been pro-
posed by Sadeghi et al. [26]. A heterogeneous graph, consisted of 708 drug nodes
and 1,512 protein nodes, and 39 diseases representing 5,603 disease interac-
tions was constructed by extracting information from DTINet dataset1. An edge
labeled with a disease name, was associated with each a pair of (drug, protein)
nodes, if a disease is associated with both the drug and protein being examined.
The problem of drug-disease prediction was defined as a multi-label prediction

1 https://github.com/luoyunan/DTINet.

https://github.com/luoyunan/DTINet
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task, The DR-HGNN model has obtained an ROC AUC score of 0.96 on the
DTINet dataset.

Zhao et al. [36], use an algorithm named Multi-Graph Representation Learn-
ing (MGRL) for predicting drug-disease associations. The nodes representing
drugs have been augmented with drug chemical characteristics in the form of a
simplified specification from the Molecular Input Line Entry System (SMILES).
Semantic description of diseases was used as additional information in nodes
representing diseases. node2vec embedding algorithm was used to learn rep-
resentations of the drugs-disease relationships. The model has achieved ROC
AUC score of 0.85 using a Random Forest classifier on the Comparative Toxi-
cogenomics Database (CTD) dataset2, from which they have curated a total of
18,416 drug-disease pairs, between 269 drugs and 598 diseases.

Yu et al. [33] introduced a computational approach named layer attention
graph convolutional network (LAGCN) intended for drug-disease prediction,
which they have evaluated on the CTD dataset. The heterogeneous graph inte-
grated previously identified drug-disease interactions, drug-drug similarities, and
disease-disease similarities. It was created to learn their representation and pre-
dict unobserved drug- disease associations. The reported performance of the
model was an area under the ROC curve of 0.8750.

A method called DRHGCN - Drug Repositioning based on the Heterogeneous
information fusion Graph Convolutional Network, with the goal of discovering
potential drugs for a certain disease [8]. Several networks have been utilized,
namely, drug-drug similarity, disease-disease similarity as well as drug-disease
association networks. Attention mechanism was used to identify the most rele-
vant inter- and intra-domain features extracted using graph convolutional opera-
tions to the networks. The model has been evaluated on four benchmark datasets
achieving an average area under the ROC curve of 0.934.

A bipartite graph convolution network model intended for drug repurposing,
using heterogeneous information fusion, called BiFusion was proposed by Wang
et al. [31]. The graph includes drug-disease, drug-protein, protein-protein, and
disease-protein interactions, and was generated to compile the insights of multi-
scale pharmaceutical information. Protein nodes were introduced as bridges for
message passing across biological domains. The model has achieved a 0.857
area under the ROC curve score using a 10-fold cross-validation on the repoDB
dataset3. The dataset contains 592 disease, 1,012 drug and 13,460 protein nodes.
The nodes are connected by 3,204 drug-disease, 104,716 disease-protein, 7,713
drug-protein, and 141,296 protein-protein edges.

Han et al. [14] describe SmileGNN, an approach that combines topological
information derived using GNNs from drug-disease interaction networks, with
structural information derived from SMILES sequences. The authors compare
their solution with existing algorithms on two datasets, The Kyoto Encyclopedia

2 https://ctdbase.org/.
3 https://repodb.net/.

https://ctdbase.org/
https://repodb.net/
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of Genes and Genomes4, and the Patient, Disease, and Drug dataset5, containing
56,983 and 36,768 drug-disease edges, respectively. The ROC AUC score of the
SmileGNN on these datasets was 0.9521 and 0.9642, respectively.

An approach utilizing a heterogeneous information network (HINGRL) [35]
has been implemented for predicting potential drug-disease association using
graph representation learning techniques. For representing the features of drugs
and diseases, HINGRL constructs complex heterogeneous information network
(HIN) which contains integrated protein-related associations with biological
knowledge of drugs and diseases. The authors show that by incorporating bio-
logical knowledge, the performance of the model was improved. The prediction
task is performed using the Random Forest classifier on embeddings generated
from the HIN. A benchmark dataset comprised of a combination of the CTD, the
DrugBank6, and the DisGeNET7 database is used for training and evaluation.

DeepDR is an approach for in silico drug repurposing [34] that integrates data
from 10 biological networks to capture relationships between drugs, diseases,
side effects, and interactions. It employs a multi-modal deep auto-encoder to
extract key drug features from these networks. The model was trained on a
graph containing 6,677 known drug-disease pairs, achieving a high performance
with an ROC curve area of 0.908. Validation on 129 new drug-disease pairs
confirmed its effectiveness.

A more recent study [16] proposes an inductive recurrent graph convolutional
network (RGCN) for learning relation embeddings in a few-shot learning setting.
The algorithm uses a multi-layer perceptron (MLP) to learn the embedding of
the desired relation by using only a few examples. The authors apply the method
on the drug-repurposing knowledge graph (DRKG) with the goal of discovering
drugs for Covid-19.

Jin et al. have proposed a drug repositioning framework which is based on het-
erogeneous information networks and algorithms from text mining called HeTDR
[18]. The model extracts drug feature representations from multiple drug-related
networks. In additional, disease features are constructed from biomedical cor-
pora. The network is created using known drug-disease associations with the
goal of predicting new drug-disease associations. The features extraction for the
drugs is based on similarity network fusion (SNF) [30] and sparse auto-encoder
(SAE). The vector representation of a disease is learned from biomedical corpora
using a transformer model for the biomedical domain, namely BioBERT [19].

Because the process of identifying drug-disease interactions has a large impact
on administering a combined drug therapy, it is necessary to explain the results
of drug-disease association algorithms in order to justify their existence. He et
al. [1] have implemented an explainable model for drug repositioning abbrevi-
ated EDEN. EDEN fuses local and global semantics from a disease interaction
network by maximizing mutual information. Using the learnt embeddings, the

4 https://www.genome.jp/kegg/.
5 https://github.com/wangmengsd/pdd-graph.
6 https://go.drugbank.com/.
7 https://www.disgenet.org/.

https://www.genome.jp/kegg/
https://github.com/wangmengsd/pdd-graph
https://go.drugbank.com/
https://www.disgenet.org/
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method contributes to the explainability of the results by calculating global
paths between the predicted associations. The empirical results presented in the
study have shown that EDEN outperforms multiple state-of-the-art baselines
when evaluated on a variety of benchmark datasets including CTD, repoDB and
DrugBank.

We would like to highlight two major aspects distinguishing our approach
from the research endeavors closely related to our task at hand. The main one
being that we use an end-to-end graph representation method HinSage [28] to
learn and predict drug-disease associations directly from the constructed het-
erogenous graph, as opposed to independent learning of drug and disease embed-
dings either from multiple networks or a heterogeneous graph as adopted in
other studies. The other fact worth mentioning is the greater number of drug
and disease nodes included in the heterogenous graph used in our study, with a
notation that a comparison between the evaluation results of related research is
not a straightforward task fur to the variance of information on which graphs
are constructed.

3 Methods

Our tasks under investigation, namely: drug repurposing and drug-induced dis-
eases are closely related to the task of link prediction of new drug-disease inter-
actions in a heterogenous graph containing information on drugs and diseases.
In what follows, we describe the dataset used in the evaluation study, the con-
struction of the heterogenous graph and the proposed prediction models.

3.1 Dataset

Comparative evaluation of the performance of the proposed models were con-
ducted on a subset of the Open Graph Benchmark ogbl-biokg8 dataset [15],
that represents a Knowledge Graph that has been curated utilizing information
sourced from an extensive array of biomedical data repositories. This dataset
encompasses entities categorized into five distinct types: diseases (10,687 nodes),
drugs (10,533 nodes), side effects (9,969 nodes), proteins (17,499 nodes), and pro-
tein functions (45,085 nodes). There are 51 types of directed relations connecting
entities of the same or different type, including 38 kinds of drug-drug interac-
tions, 8 kinds of protein-protein interaction, as well as drug-protein, drug-disease,
drug-side effect, and protein-protein function relations.

For the purpose of this study, two types of entities have been extracted from
the entire dataset, namely disease and drug nodes. In addition, the entire set of
38 types of drug-drug interaction edges and the edges representing drug-disease
interaction have been included in a heterogeneous network, with a total of 21,220
nodes and 1,138,833 edges, out of which 1,133,686 were drug-drug interactions
and 5,147 were drug-disease interactions.

8 https://ogb.stanford.edu/docs/linkprop/#ogbl-biokg.

https://ogb.stanford.edu/docs/linkprop/#ogbl-biokg
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3.2 Training, Validation and Test Dataset

We measured the performance of the proposed link prediction models using
cross-validation, with 70% to 10% to 20% separation of the entire set of edges.
The training, validation and test subsets of edges contain both positive (previ-
ously confirmed drug-disease interactions) and negative (unknown/nonexistent
drug-disease interactions) edges. The ratio of positive and negative edges in both
the training and validation subsets is maintained at 1:1. However, in the test-
ing subset, the ratio of negative to positive edges is approximately 32:1, which
deems reasonable for the tasks at hand, which situations involving prediction of
unfamiliar drug-disease interactions, particularly in tasks like drug repurposing
or identifying new drug-induced diseases.

The procedure for sampling negative edges was carried out as follows: for
each drug in the graph, a maximum of 10 diseases with which the drug does not
have a known interaction were sampled at random. This procedure resulted with
the edge splits shown in Table 1.

Table 1. Number of positive and negative edges per split. The rows represent
the subset of data and the columns represent the number of positive and negative edges
respectively.

Positive edges Negative edges

Training subset 2,574 2,574
Validation subset 515 515
Testing subset 2,060 65,513

3.3 Graph Construction

A heterogenous graph consisting of 21,220 nodes and 1,138,833 edges was cre-
ated; the undirected graph edges represent 1,133,686 different types of drug-drug
interactions and 5,147 drug-disease interactions.

The generated graph has 10,462 connected components, signifying the pres-
ence of 10,462 sets of nodes within the graph between which a path of edges is
absent (not connected). The largest connected component encompasses 10,741
nodes, accounting for approximately half of the total nodes constituting the het-
erogeneous graph. Most of the nodes in the network (10,450) have a node degree
of 0. A total of 9,172 nodes with degree 0 represent the diseases which has no
previously known relation/interaction with any other disease, nor is there an
approved drug to cure these diseases. The other 1278 nodes with degree 0 are
drug nodes that are not connected to a disease, meaning these drugs exist but
they are not used as a treatment to any of the diseases, nor do they have any
known interactions with other drugs present in the current dataset. The sparsity
of the graph poses an additional challenge for correctly identifying previously
unknown drug-disease interactions.



198 M. Trajanoska et al.

3.4 Similarity-Based Link Prediction Methods

At the onset of our experimental study, three baseline similarity-based link pre-
diction models were established against which the performance of the proposed
graph-based neural models were compared. The selected similarity metrics on
which these baseline models were based upon were the well-know: Adamic Adar
[2], Jaccard Coefficient [21] and Preferential Attachment [20] and their descrip-
tion follows. A similarity coefficient was calculated for each pair of nodes to
obtain values which quantifies the existence of a relationship between the nodes.

The Adamic Adar similarity metric, introduced in their study on prediction
link structure based on information pertaining to social interaction [2]. By taking
the premise that the nodes shared by large neighborhoods are less significant
than the nodes shared by neighborhoods with small number of nodes, Adamic
Adar similarity is defined as follows:

A(x, y) =
∑

u∈N(x)∩N(y)
1

log|N(u)| (1)

where A(x, y) represents the similarity between nodes x and y, N(x) is the
neighborhood of node x and | N(x) | represents the number of nodes in the
neighborhood of x.

The Jaccard Coefficient [21] is defined in the following way:

J(x, y) = |N(x)∩N(y)|
|N(x)∪N(y)| (2)

where the similarity is measured as the ratio between the number of overlapping
(shared) nodes in the neighborhoods of x and y and the total number of nodes
in their union.

The third baseline model we have used is based on the similarity metric called
Preferential Attachment [20], computed using Eq. 3.

P (x, y) = |N(x)| ∗ |N(y)| (3)

The underlying premise of Preferential Attachment is that nodes with higher
degree of connectivity are inclined to form additional connections with other
nodes.

A threshold value for each of the similarity metrics was experimentally
selected, namely: 0.15, 0.012 and 12,000 for the Adamic Adar, Jaccard coeffi-
cient and Preferential Attachment, respectively. The nodes with values above
the threshold were classified as having a link between them, while the nodes
with similarity value below the threshold were assumed to have links between
them. The cutoff threshold was experimentally chosen with the rationale that
the nodes which are high similar will belong to the long tail of the distributions,
meaning that they would have similarity value significantly larger than 0.

The distributions of the similarities between pairs of nodes in the testing
dataset are displayed in Fig. 1.
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Fig. 1. Distribution of the node pair similarities calculated for the testing
dataset. The three subfigures correspond to the distribution of the calculated Adamic
Adar, Jaccard coefficients and the Preferential Attachment, respectively.

3.5 Link-Prediction Using Metapath2vec Node Embeddings

In predictive modeling on graph-based data, a number of representational learn-
ing methods have been proposed [10]. We have selected two of them that are
applicable to heterogenous graphs, one of them being the metapath2vec [11] algo-
rithm. In brief, the metapath2vec implements a heterogeneous skip-gram model
to create node embeddings in a heterogenous graph by executing metapath-
based random walks. A metapath refers to the path i.e. types of links traversed
between different node types when generating a node embedding. For our link
prediction task, the following metapaths have been utilized:

– drug → disease → drug
– drug → disease → drug → drug
– drug → drug

Ten random walks were generated per node, each of length 5. For each link
in the training subset, the node embeddings were concatenated and passed as a
feature vector to a Random Forest Classifier [6] that performs the link predic-
tion task. The validation subset was used for hyper-parameter tuning, the best
performing model was evaluated on the testing subset.

3.6 Link Prediction with HinSAGE

In this study, we propose an end-to-end approach for graph representation learn-
ing in a heterogeneous graph. In particular, we have evaluated the performance of
the generalized version of GraphSAGE [13], called HinSage [28], which is primed
for representation learning in graphs containing multiple types of nodes and
edges. To account for the heterogeneous information, multiple weight matrices
are added.

To address the problem posed in this study, a two-layered HinSAGE model
was used to predict links between drug-disease node pairs. The optimal number
of neighbors in each layer was experimentally set to 8 by performing multiple
hyper-parameter tuning steps on the validation dataset. On top of the two-
layer HinSAGE model, a link embedding layer was added which produces link
embeddings by concatenating the node embedding for a drug with the node
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embedding for a disease. Finally, a dense layer with a single neuron and a sigmoid
activation function [23] set to 0.5 was added as the model head, to classify the
link as being present or not. The binary cross-entropy loss function [17] was
chosen as a target for optimization. The training of the model was performed
for 100 epochs with a batch size of 64, using an early stopping conditioned on
the loss on the validation subset.

3.7 Drug-Feature Augmented HinSage

Augmenting node and edge representations with features that reflect the intrinsic
properties of the types of entities and relationships they represent is frequently
pointed to improve the classification accuracy. By doing this, node and edge
embeddings not only encode the underlying network structure, but also carry
the information, indicators and properties of the specific entity or relationship.

In our setting, the HinSAGE architecture described in the previous subsec-
tion was strengthen with drug-related features. The information related to drugs
was obtained from the PubChem NCBI database [29], which included chemical
characteristics, such as: molecular weight, polar area, complexity, octanol/water
partition coefficient calculated by the atom-additive method xLogP, heavy com-
pounds count, and weather the main compound is a hydrogen bond donor. For
drugs with no available information in the PubChem NCBI database, a vector
of ones with dimension equal to six was added as a feature vector. The inclu-
sion of drug-related information was expected to help the model differentiate
between drugs on the basis of their specific chemical properties, as well as their
neighborhood structural similarities. Ultimately, drugs with similar chemical and
structural properties should be close in the vector space.

4 Discussion of Results

This section describes the experimental results of our exploratory study as well
as some insights into the prediction of potential drug-disease interactions which
might represent candidates for further investigation on the tasks of drug repur-
posing and discovering drug-induced diseases.

For predicting drug-disease interactions, a machine learning model which
would be able to discover valid, yet unknown drug-disease interactions accu-
rately, is needed. A suitable evaluation metric, the area under the ROC curve
[5], abbreviated AUC was chosen. The metric represents the ratio between the
generated true positives and false positives and gives a much better insight into
the strengths and weakness of the predictive models. Recall metric, which is
calculated as the fraction of accurately predicted positive samples against the
actual number of positive samples in the dataset was used to quantify how good
the models classify the previously confirmed (positive) drug-disease relations.

The Area under the ROC curve is optimized while evaluating the model
on the validation subset, for reference the recall score is also reported. The
results from the models for link prediction on the testing subset, described in
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the methods section are displayed in Table 2. The results show the superiority
of the three graph-based models when compared against the performance of the
similarity-based baseline models, which was expected.

However, the performance comparison of the three graph-based learning
methods highlights the subtle similarities and differences between their under-
lying algorithms. Having in mind that random walks along different types of
meta-paths is at the core of both representational learning, the metapath2vec
and HinSAGE, no notable difference on the ROC AUC values was found. A small
and yet significant improvement in the recall score exhibited by the original and
augmented version of HinSAGE is evident when compared to the metapath2vec-
based model. It should be noted that Positively classifying existing drug-disease
links is crucial for some application problems, thus metrics such as recall quan-
tifying the advantages or failings in some models should be taken into account.

Table 2. Experimental results. The table represents the calculated ROC AUC score
and recall score on the test subset.

Algorithm Testing ROC AUC score Testing Recall Score

Adamic Adar 0.76 0.53

Jaccard Coefficient 0.66 0.33

Preferential Attachment 0.73 0.48

metapath2vec 0.92 0.97

HinSAGE 0.92 1.0

Drug-feature augmented HinSAGE 0.93 0.99

The interpretation of the results obtained by the original HinSAGE model
and the augmented HinSAGE model is not a straightforward task. A look at the
confusion matrices of the six models we have evaluated shown in Fig. 2 might
help in understanding the differences and hypothesized about the reasons under-
lying them. It should be noted that the original HinSAGE algorithm correctly
classifies all positive edges, while the augmented HinSAGE model has only 4
false negatives. However, the drug-feature augmented HinSAGE model has 393
less false positives, compared to the original HinSAGE model. Different appli-
cation settings may afford different models and one might argue that the subtle
differences in practical real-world uses might require a unique modelling app-
roach.

The ROC AUC advantage of the augmented HinSAGE model might be
attributed to the fact that adding chemical characteristics of a drug’s main
active compound might be helpful in filtering drug-disease relationships that are
less likely to be significant. The small and yet significant positive performance
change are encouraging and yet point out to future research direction that might
be fruitful. It would be interesting to analyze and compare the impact of aug-
menting both types of nodes, drugs ad diseases, with additional features.
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Fig. 2. Confusion matrices of the six models for predicting new drug-disease links on
the testing dataset.

4.1 Case Study

This subsection evaluates predicted links between drugs and diseases, which
were previously unknown, using the predictions generated by the Drug-feature
augmented HinSAGE model due to its demonstrated reliability in producing
results.

One of the interesting relations found is connected to the drug Blenoxane.
Blenoxane, with generic name bleomycin sulfate injection, is an Antineoplastics,
Antibiotic medication employed for alleviating the manifestations of Squamous
Cell Carcinoma, Non-Hodgkin Lymphoma, Testicular Carcinoma, Hodgkin Dis-
ease, and Pleural Sclerosing [25]. In our case, the model additionally predicts
that the drug has relations with cervical cancer, penile cancer, posterior urethra
cancer, and thyroiditis.

A study [7] indicates that a combination of belomycin, ifosfamide, and cis-
platin demonstrates potent efficacy in cases of advanced and recurrent cervi-
cal cancer. Additionally, other studies exist [3,12] where experiments were con-
ducted using bleomycin with a combination of other medications in chemother-
apy for penile cancer. However, in both cancer cases, this drug has still no proven
effects. Moreover, one study [27] presents a rare instance of a 59-year-old female
patient who manifested autoimmune-mediated hepatitis and Hashimoto’s thy-
roiditis during the preliminary diagnosis of Hodgkin lymphoma. The woman
underwent treatment with bleomycin which resulted in a complete remission.
This goes in hand with our prediction that Blenoxane (bleomycin) has an inter-
action with thyroiditis.
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On the other hand, Azathioprine an immunosuppressant, is used for treat-
ing rheumatoid arthritis, severe inflammation of the liver, Crohn’s disease and
ulcerative colitis, skin or arteries, as well as blood disorders. The model predicts
that Azathioprine has an interaction with atrial fibrillation. One study [9] shows
that a 52-year-old male patient manifesting steroid-dependent ulcerative coli-
tis, experienced atrial fibrilation after taking Azathioprine as treatment. This
shows that the model can predict both positive (treatment, cure) and negative
(drug-induced diseases) outcomes of the relations between drugs and diseases.

5 Conclusion

Overall, this study represented a computational approach for drug-disease inter-
actions prediction. Multiple experimental methods for link prediction were tested
and their results were compared. The results showed that the HinSage-based
models make the most accurate predictions of unknown drug-diseases interac-
tions. Finally, some examples of predicted drug-disease interactions were shown
and it was highlighted that there exist experimental research attempting to prove
these interactions.

Ultimately, the study was limited due to the fact that the model was trained
on an incomplete knowledge graph. Additionally, the interactions between drugs
and diseases were not labeled as drug-cures-disease or drug-induces-disease,
hence the model was trained to identify both types of interactions simultane-
ously, without differentiating between them. The differentiation was made during
the phase of interpreting the results.

The implications of this study are significant on a practical level. Our entire
pipeline can be reused with the task of predicting new drug-disease interactions
in the real-world and can incrementally be improved by adding new discovered
relations between drugs and diseases or between drugs.

Future steps in this research would include separating the drug-cures-disease
and drug-induces-disease interactions, adding more entity and relation types to
the heterogeneous graph such as proteins, functions, etc. Additionally, enriching
the nodes with more features, using a similar procedure as the one for adding
chemical characteristics as features of the drug nodes, as well as utilizing natural
language descriptions of the corresponding entities is hypothesized to further
improve the prediction results.
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Abstract. Multiplex collaboration networks facilitate intricate connec-
tions among individuals, enabling multidimensional collaborations across
various domains and fostering synergistic knowledge exchange. This
study focuses on the construction and basic analysis of a multiplex col-
laboration network among employees at the Faculty of Computer Sci-
ence and Engineering (FCSE), Ss. Cyril and Methodius University in
Skopje. The multiplex network is built with three layers based on: scien-
tific collaborations resulting from joint project participations by FCSE
employees, joint employees participations in the FCSE graduation the-
sis committees, and scientific FCSE employees collaborations defined by
co-authorships in Google Scholar papers.

The network’s structure plays a vital role in determining the infor-
mation accessibility and cooperative opportunities for individuals within
FCSE institution. The aim here is to investigate the FCSE multiplex col-
laboration network’s internal structure for discovering its latent knowl-
edge and understand its implications. We perform identification of key
individuals within the network, by computing various centrality and
hubs detection network metrics. Additionally, we employ a community
detection algorithm to reveal the underlying modular structure of the
network.

By comprehensively analyzing the acquired multiplex collaboration
network model, we contribute to a better understanding of the collab-
oration patterns among FCSE employees. The findings can potentially
inform decision-making processes and foster strategic planning aimed at
enhancing collaboration and knowledge sharing within the institution.

Keywords: multiplex networks · collaboration graph · centrality
analysis · community structure · scientific project collaborations

1 Introduction

Collaboration plays a vital role in academic science, spanning across various
fields and contributing to the expansion of research and publication endeavors
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[2,20,21]. It can be viewed as a process that facilitates the transfer of knowl-
edge within scientific communities, providing individual scientists with oppor-
tunities to augment their own understanding. As collaboration networks grow,
scientists gain access to information both directly, through their collaborators,
and indirectly, through their collaborators’ collaborators. The structure of these
expansive networks can have subtle effects on the work of individual scientists,
influencing their efforts in ways that may not be immediately apparent. More-
over, the overall structure of the collaboration network as a whole can impact
scientific productivity. Certain network structures foster diverse and innovative
work, while others may inadvertently lead to isolation and hinder the retention
of creativity. Collaboration networks enable individual scientists to share knowl-
edge and expertise, resulting in more efficient and impactful research outcomes
[21,26]. By fostering professional relationships among researchers, collaboration
networks facilitate potential future collaborations and interdisciplinary partner-
ships. Consequently, collaboration networks serve as a critical component of
modern scientific research, playing a pivotal role in the advancement of scientific
knowledge.

The study of diverse networks such as computer and information networks,
social networks, and biological networks often reveals various network character-
istics, including small-world phenomena, heavy-tailed distributions, and commu-
nity structure [23,28,29]. Community structure refers to the presence of densely
connected node clusters within a network, which are more interconnected inter-
nally than with other clusters. The presense of community structure and iden-
tification of communities within a network not only sheds light on its structure
and functionality, but also promotes enhanced communication and collaboration
within these communities [1,25,30]. This aspect holds particular importance in
collaboration networks. One related problem is community collaborations search
topic, which aims to identify communities associated with specific topics [15,31].

Also, numerous graph databases also include attributes associated with indi-
vidual nodes, as well as different types of interaction. Simple approaches are
unable to effectively incorporate this valuable multiple data into the networks
analysis process. Multiplex networks [5,8,14,18], also known as interconnected
networks, have gained significant attention in recent years due to their ability
to capture and analyze complex systems with multiple types of interactions.
Unlike traditional networks that represent relationships between entities using
a single set of connections, multiplex networks consist of multiple layers, each
representing a distinct type of relationship or interaction. By analyzing different
layers of a multiplex network, researchers can uncover hidden patterns, identify
influential nodes, and unravel the dynamics and cascading effects across multiple
interconnected domains.

Multiplex collaboration networks [3] represent a specific type of multiplex
network that focuses on capturing and analyzing collaborative relationships
among entities in various areas. These networks capture the complexity and
richness of collaborative interactions by considering multiple layers that rep-
resent different dimensions of collaboration, such as co-authorship, co-funding,
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co-patenting, or co-working. This framework allows researchers to explore the
emergence of interdisciplinary collaborations, the impact of collaboration on
knowledge transfer and innovation, and the identification of key actors and
communities driving successful collaborations. Moreover, multiplex collabora-
tion networks provide valuable insights into the design of effective strategies for
fostering collaboration, allocating resources, and promoting cross-disciplinary
interactions.

This paper focuses on building and analyzing the structure of the multiplex
collaboration network among employees at the Faculty of Computer Science and
Engineering (FCSE), Ss. Cyril and Methodius University in Skopje. The network
is constructed based on three types of collaborations: 1) scientific projects col-
laborations which utilizes data from the portal http://projects.finki.ukim.mk, 2)
graduation theses collaborations of data from the portal http://diplomski.finki.
ukim.mk and 3) co-authorship scientific papers collaborations extracted from the
Google Scholar database. The aim is to investigate the collaboration patterns
among researchers within the FCSE community. The analysis includes examin-
ing the “affiliation” network, where researchers (FCSE employees) are associated
with collaborative projects, graduation theses and co-authorship papers. Several
metrics analysis (including centralities, hubs detection) is conducted to iden-
tify influential individuals within the network, and community structures are
obtained to reveal cohesive groups of researchers.

The remaining sections of the paper are organized as follows. Section 2 pro-
vides a comprehensive explanation of the datasets utilized in this study, along
with an overview of the system architecture developed for the analysis. Addi-
tionally, descriptions of the analysis metrics and community detection algorithms
employed are presented in this section. The experimental setup, including the
conducted experiments, results, and subsequent discussion, is outlined in Sect. 3.
Finally, Sect. 4 summarizes the findings and offers concluding remarks.

2 Materials and Methods

In this section, we provide an overview of the datasets utilized to construct the
multiplex collaboration network, as well as the system architecture and analysis
algorithms employed.

2.1 Dataset

The datasets used in this study are sourced from: 1) the portal http://projects.
finki.ukim.mk, which serves as the data source for building the FCSE projects
collaboration network; 2) the portal http://diplomski.finki.ukim.mk as data
source for building the FCSE graduation theses collaboration network; 3) the
Google Scholar database as data source for building the co-authorship scien-
tific papers network. These three sources provide valuable information on the
collaborations among researchers within the FCSE community.

http://projects.finki.ukim.mk
http://diplomski.finki.ukim.mk
http://diplomski.finki.ukim.mk
http://projects.finki.ukim.mk
http://projects.finki.ukim.mk
http://diplomski.finki.ukim.mk
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The portal http://projects.finki.ukim.mk, developed specifically for FCSE
employees, serves as a repository for information regarding FCSE’s national and
international projects. The projects collaboration network is built based on the
participation of individuals in the same projects, utilizing data extracted from
this portal. Every representative FCSE project stores data for its name, descrip-
tion, date entered, project’s principal investigator (PI), project members, project
members’ papers, goals and project output. http://diplomski.finki.ukim.mk is a
portal developed at FCSE intended for its employees to store information about
FCSE’s students graduation theses. For each student graduation theses informa-
tion about the mentor and two jury members which are FCSE employees, title
and description is stored. The graduation theses collaboration network is built
based on co-mentorship and collaboration on FCSE graduation theses derived
from the second source, whereas, the last co-authorship scientific papers collabo-
ration network is built based on papers co-authorship from the third source (the
Google Scholar database).

2.2 System Architecture

Fig. 1. FCSE system architecture for projects collaboration network analysis.

The system architecture devised for the FCSE collaboration network analysis is
illustrated in Fig. 1. It comprises several modules: the data sources, the three net-
works layers extraction module, the multiplex network construction module and
the networks analysis module. The data sources module retrieves relevant data
from the aforementioned two portals and Google Scholar database, capturing the
necessary details for constructing the collaboration networks. The three networks
extraction module processes the retrieved data and generates comprehensive
graph representations that encapsulate the relationships and connections among
FCSE projects, graduation theses, papers and researchers. These graphs serve as
foundation for subsequent analyses. The multiplex network module combines the
three individual networks as layers and constructs the final network, whereas,

http://projects.finki.ukim.mk
http://diplomski.finki.ukim.mk
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the network analysis module focuses on conducting the analysis. By employing
this system architecture, we can effectively extract, analyze, and interpret the
collaboration patterns within the FCSE projects collaboration network.

2.3 Building the Multiplex Collaboration Network

To generate the first layer of the multiplex network i.e. the projects collabo-
ration network, the adjacency matrix is constructed using direct collaborations
and joint collaborations within FCSE projects. The network captures the rela-
tionships between individuals who have collaborated directly or indirectly on
projects. The projects collaboration network is established by parsing the project
information from the portal http://projects.finki.ukim.mk from 2011 (the FCSE
beginning year) till May 2023. Memberships in projects and collaborations with
the project’s principal investigator (PI) are taken into account. Collaborations
between the PI and project members are assigned a weight of 1 in the adjacency
matrix, indicating direct collaboration. Collaborations between project members
themselves are assigned a weight of 0.5, representing non-direct collaboration.
The contributions from each collaboration are summed across all projects, PIs,
and project members to obtain the final projects collaboration network.

Furthermore, to construct the second layer of the multiplex network, the
graduate theses information is parsed from the http://diplomski.finki.ukim.mk
portal again from 2011 (the FCSE beginning year) till May 2023 and collabora-
tion network is built based on jury theses memberships and collaborations with
the mentor. The mentor-jury member collaboration on each graduation thesis is
weighted with 1 in the adjacency matrix of the network, while the first jury mem-
ber - second jury member collaboration is weighted with 0.5, due to non-direct
collaboration (just jury membership). Each collaboration is summed based on all
graduation theses, these graduation theses’ mentors and jury memberships for
each two FCSE employees, and the final graduation theses collaboration network
layer is computed.

Lastly, the Google Scholar papers co-authorship network is generated based
on the Google Scholar profile of a given FCSE employee. The network is gen-
erated with its adjacency matrix according to direct collaboration and co-
authorship on Google Scholar papers.

The resulting graph of the FCSE projects collaboration network comprises a
total of 264 nodes, representing FCSE employees and their collaborators (includ-
ing FCSE external collaborators, not FCSE employees). Among these nodes,
67 correspond to principal investigators (PIs) involved in the projects. Next,
the FCSE resulting graduation theses collaboration graph has 98 nodes (FCSE
employees and their external collaborators), out of which 63 correspond to grad-
uation theses’ mentors, while those and the remaining ones correspond to grad-
uation theses jury members. Both constructed graphs exhibit a dense structure,
indicating a significant level of collaboration among the network participants.
Furthermore, the collaboration networks form a single connected component,
indicating that all nodes in the graph are interconnected, allowing for seamless
communication and collaboration across the network (see Fig. 2a) and b), as well
as Sect. 4). Finally, the resulting Google scholar co-authorship papers graph is

http://projects.finki.ukim.mk
http://diplomski.finki.ukim.mk


Multiplex Collaboration Network 211

Fig. 2. a) (top left) FCSE projects, b) (top right) graduation theses and c) (bottom)
google scholar co-authorship collaboration network.

consisted of 87 nodes, out of which 86 correspond to FCSE employees and 1
to other FCSE external collaborators. The last node is summed in node ‘other’
for simplicity, due to the large number of external collaborators (see Fig. 2c), as
well as for enhanced networks visualization experience see Sect. 4). The multi-
plex network of these three resulting graphs is constructed with the assumption
the different collaborations types are weighted with the same significance in the
layers, not connecting the individual layers with weights, but just matching the
same individuals in the three individual layers. For simplicity of the multiplex
network analysis (explained in Sect. 3), the external FCSE collaborators of the
first two layers, as well as administrative FCSE staff, are also filtered out as node
’other’ in the same manner as it was done in the third layer graph construction.
Finally, for the multiplex network we define the aggregated topological adja-
cency matrix which characterizes its connectivity and combines the adjacency
matrices of the individual layers as in [4].
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2.4 Measures for Network Analysis

Centrality measures play a crucial role in identifying the most collaborative
nodes and influential researchers within the collaboration network [10,19]. The
following types of centrality are employed to analyze the network (for all three
individual layers, as well as the multiplex network):

– Degree Centrality: It quantifies the number of collaborations (connections)
associated with each node [24]. Nodes with higher degree centrality are more
extensively connected within the network.

– Betweenness Centrality: It assesses the importance of a node based on the
frequency with which it appears on the shortest paths between other nodes
[12]. Nodes with high betweenness centrality exert significant influence by
acting as bridges or connectors between different parts of the network.

– Closeness Centrality: It evaluates how quickly a node can reach other nodes
in the network, measured by the minimum number of steps required [6].
Nodes with higher closeness centrality have shorter distances to other nodes,
enabling faster direct collaboration.

– Eigenvector Centrality: It measures a node’s connections to other highly con-
nected nodes [9]. Nodes with high eigenvector centrality have influence over
multiple well-connected nodes, indicating a hidden level of control within the
collaboration network.

Furthermore, the following metrics were examined to quantify the nodes’
distribution among layers and to determine hub individuals for the multiplex
collaboration network:

– The multiplex participation coefficient [4]: It assesses the level of a node’s
involvement in different communities within a network. Higher value indicates
a more balanced distribution of the nodes participation across the layers of
the multiplex. Truly multiplex are nodes for which the value is greater than
2/3, mixed the nodes for which the value is between 1/3 and 2/3, whereas,
focused are those nodes with value between 0 and 1/3.

– Z-score of the overlapping degree [4]: It is used to distinguish hubs if it has a
value greater than 2, from regular nodes, with a value less than 2.

By applying all these measures, we gain insights into the collaborative behav-
ior and influence of individual researchers within the FCSE projects collaboration
network.

2.5 Community Structure Detection

Community structure refers to the presence of clusters or groups of nodes in a
network that exhibit higher levels of interconnectedness compared to the rest of
the network. The identification of communities within a network can be chal-
lenging due to the unknown number of communities, variations in their size
and density, and the absence of prior information about their existence. Despite
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these challenges, numerous approaches and methods have been developed to
detect communities in networks: the Minimum-Cut Method [22], hierarchical
clustering [16], Girvan-Newman Algorithm [13], Kernighan-Lin Algorithm [17],
Walktrap Algorithm [27], modularity maximization [7,11] etc. The choice of
method depends on the characteristics of the network and the specific goals of
the analysis.

In this study, we employ the well-known Louvain community structure detec-
tion algorithm [7] to identify meaningful communities within the FCSE multiplex
collaboration network (as well as the three individual layers) among employ-
ees/researchers. The Louvain algorithm is a widely used method for optimizing
graph modularity [23]. By applying the Louvain algorithm, we aim to uncover
cohesive groups of individuals who exhibit strong collaboration patterns within
the FCSE projects collaboration network.

3 Experiments, Results and Discussion

3.1 Centrality Analysis

After constructing the FCSE collaboration network, we conducted a comprehen-
sive centrality analysis of the multiplex network three layers. Figure 3 illustrates
the results of this analysis, showcasing the four different centrality measures:
degree (first graphs row), betweenness (second graphs row), closeness (third
graphs row), and eigenvector centrality (fourth graphs row), for the projects
(first graphs column), the graduation theses (second graphs column) and the
co-authorship collaboration network (third graphs column), respectively. Each
centrality graph represents the network’s nodes and their connections, with the
strength of the connections represented by the thickness of the corresponding
edges. Additionally, the color and size of the nodes in Fig. 3 indicate their cen-
trality metric values, with darker and larger nodes corresponding to higher cen-
trality values. To enhance clarity, the visual representation of each graph has
been thresholded, only displaying collaboration edges with weight values equal
to or greater than a given value (see Sect. 4). This selection allows for a focused
observation of the most significant collaborations within the FCSE projects col-
laboration network.

Table 1 presents a comprehensive overview of the top employees/researchers
in the FCSE projects (first 5 people row), graduation thesis (second 5 people
row) and co-authorship collaboration network (third 5 people row) based on the
centrality analysis. The table displays the employees, ranked in descending order
of their respective centrality metric. Similarly, the same table presents the top
FCSE employees of the multiplex network centrality analysis (fourth 5 people
row). Among the top researchers, examining the degree centrality metric, the top
three researchers are K. Mishev, I. Chorbev, and B. Koteska, for the projects,
graduation thesis and co-authorship networks layers, respectively. These individ-
uals have the highest number of connections to other researchers in the network
layer, which is reflected by their dark and large nodes in the first graphs row
of Fig. 3. Similarly, S. Gievska, K. Trojachanec, and A. Mishev demonstrate
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Fig. 3. FCSE collaboration centrality networks: degree (first graphs row), betweenness
(second graphs row), closeness (third graphs row), and eigenvector centrality (fourth
graphs row), for the projects (first graphs column), the graduation theses (second
graphs column) and the co-authorship collaboration network (third graphs column),
respectively.
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Table 1. Summary table of top 5 employees/researchers in the FCSE collaboration
network based on centrality and projects (first 5 people row), graduation thesis (second
5 people row), co-authorship (third 5 people row) and whole multiplex network (fourth
5 people row) analysis, sorted in descending order by each metric observed.

Projects collaboration network

Degree centrality Betweennes centrality Closeness centrality Eigenvector centrality

K. Mishev S. Gievska K. Mishev K. Mishev

S. Gievska S. J. Sarknjac S. Gievska B. Jakimovski

B. Jakimovski K. Zdravkova B. Jakimovski K. Kjiroski

B. Koteska A. M. Bogdanova B. Koteska V. Bidikov

A. M. Bogdanova K. Mishev A. M. Bogdanova G. Petkovski

Graduation theses collaboration network

Degree centrality Betweennes centrality Closeness centrality Eigenvector centrality

I. Chorbev K. Trojachanec I. Chorbev I. Chorbev

M. Kostoska P. Lameski M. Kostoska M. Kostoska

P. Lameski E. Zdravevski P. Lameski P. Lameski

R. Stojanov S. Filiposka R. Stojanov R. Stojanov

D. Trajanov S. Kalajdziski D. Trajanov D. Trajanov

Co-authorship collaboration network

Degree centrality Betweennes centrality Closeness centrality Eigenvector centrality

B. Koteska A. Mishev B. Koteska S. Filiposka

S. Filiposka P. Lameski S. Filiposka B. Koteska

I. Chorbev I. Dimitrovski I. Chorbev A. Kulakov

A. Mishev V. D. Ristovska A. Mishev A. Mishev

A. Kulakov M. Mirchev A. Kulakov A. M. Bogdanova

Multiplex collaboration network

Degree centrality Betweennes centrality Closeness centrality Eigenvector centrality

A. Kulakov P. Lameski A. Kulakov V. Dimitrova

P. Lameski A Kulakov P. Lameski A. Kulakov

V. Dimitrova E. Zdraveski V. Dimitrova B. Koteska

E. Zdravevski I. Chorbev E. Zdraveski P. Lameski

I. Chorbev V. Dimitrova I. Chorbev S. Filiposka

significant influence over others based on the betweenness centrality metric, as
depicted in the second graphs row of Fig. 3. Furthermore, the same K. Mishev, I.
Chorbev, and B. Koteska exhibit the fastest collaboration capabilities according
to the closeness centrality analysis (third graphs row biggest and darkest nodes
of Fig. 3). Lastly, K. Mishev, I. Chorbev, and S. Filiposka possess the highest
hidden control within the individual three network layers, respectively, as indi-
cated by the eigenvector centrality analysis (fourth graphs row of Fig. 3). In the
multiplex network, A. Kulakov, P. Lameski and V. Dimitrova can be noticed as
most influential from the centrality analysis.
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Hence, the centrality analysis of the FCSE individual layers and the whole
multiplex collaboration network reveals the presence of prominent individuals
who consistently occupy influential positions across multiple centrality measures.
Notably, names like K. Mishev, B. Jakimovski, S. Gievska, B. Koteska and A.
M. Bogdanova in the projects network; I. Chorbev, M. Kostoska, P. Lameski, R.
Stojanov and D. Trajanov in the graduation thesis network; and B. Koteska, A.
Mishev, S. Filiposka, I. Chorbev and A. Kulakov in the co-authorship network
emerge as key FCSE actors, respectively, demonstrating their significance as
collaborators. These individuals consistently rank high across various centrality
measures, some even in the multiplex network, indicating their substantial contri-
butions and influence within the network. Their consistent prominence suggests
that they play crucial roles in facilitating collaborations and knowledge exchange
among researchers at FCSE. By being consistently positioned at the top across
different centrality metrics, these “key” or “star” actors possess a strong presence
and are likely to be instrumental in fostering effective collaborations and driving
FCSE “affiliation” progress. Their contributions and leadership are essential in
shaping the collaborative dynamics within the network and driving its overall
success.

3.2 Multiplex Hubs Detection Analysis

Fig. 4. FCSE multiplex collaboration network hubs detection.

The multiplex network analysis of the multiplex participation coefficient and the
Z-score of the overlapping degree [4] show the distribution of nodes as regular or
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hubs, and as focused, mixed or truly multiplex. Figure 4 shows this analysis and
detects the truly multiplex nodes (with a balanced distribution of participation
across the layers of the multiplex), that are hubs: I. Chorbev and D. Trajanov.
These two key FCSE employees have a high influence in the whole network,
which corresponds in their power at the FCSE institution.

3.3 Community Detection Analysis

The calculated modularity of individual layers of the projects, graduation thesis
and co-authorship collaboration networks, as well as the whole multiplex network
are with a value of 0.175, 0.477 and 0.062, and 0.148, respectively. Modularity
is a measure that evaluates the quality of the division of a network into com-
munities. A higher modularity value indicates a stronger division of the network
into separate communities, where nodes within the same community are densely
connected to each other.

The results indicate a presence of a small non-trivial dense connected commu-
nities structure within the FCSE projects collaboration network and the whole
multiplex. There is a significantly higher modularity in the graduation thesis
collaboration network, which explains that FCSE employees form closed groups
while being mentors and jury members on graduation thesis. On the other hand,
a very low community structure in the co-authorship network is detected. The
last low result can be explained due to vast amount of external collaborations
on google scholar co-authorship papers, not taken into account. The existence
of small dense connected communities implies that certain groups of individuals
within the network are more interconnected with each other than with indi-
viduals from other communities. These communities likely represent cohesive
research teams or subgroups within the FCSE that collaborate more frequently
among themselves.

The FCSE collaboration network Louvain community detection algorithm
analysis has revealed the presence of distinct communities. Figure 5 visualizes
these communities for the projects (top left), graduation theses (top right) and
co-authorship (bottom) network layers, with nodes of different colors represent-
ing individuals belonging to different communities. The visualization is generated
by thresholding the graph in a similar manner as Fig. 3 for improved clarity.
The size of the detected communities varies, ranging from small communities
with only 2 nodes to larger communities with over 10 nodes. Additionally, the
graph’s node size in Fig. 5 corresponds to the level of influence that individuals
hold within their respective communities. Nodes representing individuals with
stronger influence appear larger in the visualization (see Sect. 4 for enhanced
visualization experience). Interestingly, the leading researchers in all network
layers are not concentrated within a single, exclusive community. Instead, they
are distributed across different communities, indicating a diverse and intercon-
nected network structure. This distribution of influential individuals through-
out the network contributes to its stability, as the presence of key actors is
not confined to a particular community. The detected communities align with
the actual connections and groupings observed within the institution, reflecting
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Fig. 5. a) (top left) FCSE projects, b) (top right) graduation theses and c) (bottom)
google scholar co-authorship collaboration network communities discovered with Lou-
vian community detection algorithm.

the real collaborative relationships among researchers. This finding underscores
the relevance and accuracy of the community detection algorithm in identifying
meaningful structures within the FCSE collaboration network.
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4 Conclusion

The objective in this research has been twofold: 1) to build a FCSE multi-
plex collaboration network with three layers for projects, graduation thesis and
google scholar co-authorship collaboration; and 2) to perform a basic analy-
sis approach on the FCSE multiplex collaboration network based on centrality,
hubs detection and community structure. Our in-depth centrality, hubs detection
and community detection analysis indicate that there are no significant global
changes occurring within the network. The prominent FCSE employees do not
form an exclusive “closed” elite group, as multiple individuals (as I. Chorbev,
D. Trajanov, P. Lameski, B. Jakimovski, A. Mishev, S. Gievska, B. Koteska, A.
Kulakov, K. Mishev, S. Filipovska etc.) consistently rank highly across influen-
tial position measures. The highest and dense community structure is noticed
in the graduation thesis collaborations, making those collaborations most closed
ones.

Although the FCSE multiplex collaboration network is not large, the find-
ings are valuable for illustrating potential future more novel approaches in mea-
suring its structural multiplex network characteristics (including investigating
small-world properties), in-depth. Our future research aims extend this research
and explore the overlaps and causalities between the three layers of the multi-
plex collaboration network. We aim to investigate whether employees who serve
together on a graduate thesis jury are more likely to collaborate and publish
papers together in the future, or to propose a project together (and vice versa).
Furthermore, we plan to expand the network semantically to explore whether
a cluster of employees (professors) is elected as a jury graduation thesis mem-
ber or a project member due to their shared field of work or other factors. We
intend to leverage natural language processing techniques to analyze projects
and graduation thesis titles and predict future collaborations and paper publi-
cations within the field of work of projects PIs, projects members, graduation
theses jury members or mentors. Several questions arise here to be explored
such as: what distinguishes individuals within different communities/clusters?
Do they have numerous weak connections with other individuals, or do they
maintain strong connections with specific characters while having weaker con-
nections with others? How the individuals overlap in different collaborations
types?

Supplementary Material

The networks shown on Fig. 2, Fig. 3 and Fig. 5 are available on the repository
https://github.com/bojanilijoski/fcse colab networks. The dataset used in this
study is available upon request.
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Abstract. Social media resurgence of antisocial behavior has exerted a
downward spiral on stereotypical beliefs, and hateful comments towards
individuals and social groups, as well as false or distorted news. The
advances in graph neural networks employed on massive quantities of
graph-structured data raise high hopes for the future of mediating com-
munication on social media platforms. An approach based on graph con-
volutional data was employed to better capture the dependencies between
the heterogeneous types of data.

Utilizing past and present experiences on the topic, we proposed and
evaluated a graph-based approach for antisocial behavior detection, with
general applicability that is both language- and context-independent. In
this research, we carried out an experimental validation of our graph-
based approach on several PAN datasets provided as part of their shared
tasks, that enable the discussion of the results obtained by the proposed
solution.

Keywords: irony detection · hate speech detection · fake news
detection · graph representation · heterogeneous graph · node
classification · GraphSAGE · GAT · Graph Transformer

1 Introduction

With the rise of social media platforms, interpersonal communication has become
easier and more frequent. However, antisocial behavior has also experienced
an increase in various forms such as stereotypical or hateful comments toward
individuals or social groups, false or distorted news, aggression, violence, etc.
Although it could be beneficial for the author in terms of reaching more audi-
ences or getting more views, likes, etc., it can be harmful to the target. Being
able to detect online antisocial behavior could be a significant asset for social
media platforms that enable them to perform actions to prevent it.

Graph Neural Networks (GNNs) are deep learning-based models that operate
on graph structures. GNNs learn embedding representation for each node in
the graph. Edge embeddings and graph embeddings can be created with the
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aggregation of node embeddings. GNNs perform two operations on the node
embeddings obtained by the previous layer and the adjacency matrix of the
graph [3,5,7,21]. The first operation is graph filtering which computes node
embeddings, while the second is graph pooling which generates a smaller graph
with fewer nodes and its corresponding new node embeddings. There is a variety
of GNN models that implement various graph filtering functions.

In the past few years, GNNs have gained interest in the Natural Language
Processing (NLP) field for text classification [10,22]. The traditional models
based on recurrent neural networks (RNNs), convolutional neural networks
(CNNs), and/or transformers capture contextual (local) information within a
sentence. On the other hand, graph-based approaches capture global information
about the vocabulary of a language [10]. Since the text data does not naturally
have a graph structure, the crucial and most important part is to represent the
text as a graph. Early approaches are focused on constructing text graphs com-
posed of word nodes and documents nodes [22], while more recent approaches
demonstrate that augmenting with additional information such as part of speech
(POS) tags, named entities, and transformer-based word/sentence embeddings
is beneficial.

In this paper, we evaluate the performance of several graph neural networks
on the problem of detecting fake news and hate speech spreaders on Twitter1
We define the problem as a node classification problem. We have created hetero-
geneous graphs using the datasets provided by a series of shared tasks on digital
text forensics and stylometry (PAN) and we have trained several graph neural
network models to classify user nodes. For comparison we have evaluated the pro-
posed models on two additional tasks i.e. irony/stereotype spreaders on Twitter
and sentiment classification on Yelp reviews. The rest of the paper is organized
as follows. In Sect. 2, a brief introduction to GNN approaches to text classi-
fication problems is presented. The datasets are described in detail in Sect. 3.
Section 4 presents the baseline models. The heterogeneous graph creation pro-
cess is presented in Sect. 5, while Sect. 6 describes graph neural network models.
The results are presented in Sect. 7. Section 8 concludes the paper.

2 Related Work

Graph-based approaches have been evaluated for many text classification tasks.
TextGCN [22] operates on a heterogeneous graph created from text data rep-
resenting words and documents as nodes, and relations between them as edges.
Two-layer graph convolutional network (GCN) is applied on the heterogeneous
text graph to allow indirect message passing between document nodes. TextGCN
significantly outperforms baseline RNN-/CNN-based models on several bench-
mark datasets for sentiment classification, newsgroup classification, medical
abstract classification, etc. The heterogeneous graph in our study was created
following the TextGCN process of graph creation.
1 The code for this research is available at: https://github.com/mtoshevska/

Antisocial-Behavior-on-Twitter.

https://github.com/mtoshevska/Antisocial-Behavior-on-Twitter
https://github.com/mtoshevska/Antisocial-Behavior-on-Twitter
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VGCN-BERT [10] augments a BERT-based text classification model with
graph embeddings to include global information about the vocabulary. A vocab-
ulary graph has been constructed using normalized point-wise mutual informa-
tion (NPMI). Vocabulary GCN (VGCN) has been applied to the vocabulary
graph to create a graph embedding for the sentence. VGCN captures the part of
the graph relevant to the input and then performs 2 layers of convolution, com-
bining words from the input sentence with their related words in the vocabulary
graph. To obtain the final class prediction, multiple layers of attention mech-
anism have been applied to the concatenated representation of the input text
created with BERT and graph embeddings created with VGCN. VGCN-BERT
has been evaluated on multiple text classification tasks including sentiment clas-
sification, hate speech detection, etc. In [8], a heterogeneous graph has been
constructed following TextGCN [22], but a BERT/RoBERTa model has been
used to obtain embeddings for the initial representation of the document nodes.
The proposed model, BertGCN, has been optimized jointly with an auxiliary
classifier that directly operates on BERT embeddings because it led to faster
convergence and better performances. BertGCN parameters have been initial-
ized with parameters of a pre-trained BERT model on the target dataset to
speed up the training. Compared with the traditional BERT/RoBERTa mod-
els, the BertGCN yielded better performances. BertGCN has been evaluated
on the same benchmark datasets as TextGCN. The performance gains obtained
by BertGCN were higher for datasets containing longer sentences that enable
capturing longer-term dependencies. Node representation in our study follows
the BertGCN idea of document representation. We have utilized a BERT-based
model to create an embedding for the initial representation of each tweet.

PAN2 is a series of scientific events and shared tasks on digital text foren-
sics and stylometry. There is a series of author profiling shared tasks that
each year are focused on a different topic. In the past three years, they were
focused on antisocial behavior detection on Twitter. The participants have used
a wide variety of models starting from traditional machine learning models to
Transformer-based architectures [12–14]. Most of the participants have used tra-
ditional machine learning approaches with various features such as n-grams,
term frequency-inverse document frequency (TF-IDF), lexicons, word embed-
dings, sentence embeddings, etc. A few of the participants in 2020 [12] have
created deep learning models such as multi-layer perceptron (MLP), CNNs, and
RNNs. In the 2021 shared task [13], one of the participants built a BERT-based
model with additional linear layers; and in 2022 [14], a graph convolutional neural
network was first implemented by one of the participants. The best performing
model for the task of fake news spreaders detection was a Logistic Regression
model trained with n-gram features, as well as some statistic-based features from
the tweets such as average length or lexical diversity [2]. The best performing
model for the task of hate speech spreaders detection was a CNN model that
used 100-dimensional word embedding vectors [18]. The best performing model
for the task of detecting irony and stereotype spreaders was a CNN model with

2 https://pan.webis.de/, last visited: 25.02.2023.

https://pan.webis.de/
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BERT-based tweet features [23]. In our experiments, we have used datasets pro-
vided by the PAN shared tasks. Since there was only one participant utilizing
GNNs for the shared tasks, we aim to investigate in detail the performance of
GNNs on these datasets.

3 Datasets

The datasets used for the experiments are provided by PAN for the Author Pro-
filing shared tasks for the years 2020 (Profiling fake news spreaders on Twitter)
and 2021 (Profiling hate speech spreaders on Twitter). The dataset for the 2022
shared task (Profiling irony and stereotype spreaders on Twitter - IROSTEREO)
and a dataset for sentiment classification were also used to evaluate and compare
the performances of the proposed models with more data.

3.1 Profiling Fake News Spreaders on Twitter

The training set provided in the Profiling Fake News Spreaders on Twitter3
shared task is composed of 300 Twitter users with 100 tweets per user. Each
user is labeled as either user posting tweets that contain fake news (1) or a user
posting tweets that do not contain fake news (0). We have randomly chosen 80%
of the users for training and 20% for validation in a way that the proportion of
users in each class is retained. The testing set is composed of 200 Twitter users
with 100 tweets per user.

3.2 Profiling Hate Speech Spreaders on Twitter

The training set provided in the Profiling Hate Speech Spreaders on Twitter4 is
composed of 200 Twitter users with 200 tweets per user. Each user is labeled as
either user posting tweets that contain hate speech (1) or a user posting tweets
that do not contain hate speech (0). Because the testing set was not available,
we randomly split the users in the training set into subsets for training (80%),
validation (10%), and testing (10%).

3.3 Profiling Irony and Stereotype Spreaders on Twitter -
IROSTEREO

The training set provided in the Profiling Irony and Stereotype Spreaders on
Twitter5 shared task is composed of 420 Twitter users with 200 tweets per user.
Each user is labeled as either user posting ironic tweets (I) or a user not posting
3 https://pan.webis.de/clef20/pan20-web/author-profiling.html, last visited:

25.02.2023.
4 https://pan.webis.de/clef21/pan21-web/author-profiling.html, last visited:

25.02.2023.
5 https://pan.webis.de/clef22/pan22-web/author-profiling.html, last visited:

25.02.2023.

https://pan.webis.de/clef20/pan20-web/author-profiling.html
https://pan.webis.de/clef21/pan21-web/author-profiling.html
https://pan.webis.de/clef22/pan22-web/author-profiling.html
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ironic tweets (NI). The testing set is composed of 180 Twitter users with 200
tweets per user. Although the testing set was available, the ground truth labels
were not provided. We have created a training, validation, and testing subset by
randomly choosing 80%, 10%, and 10% of the users, respectively.

In this shared task, another dataset for stereotype stance detection was pro-
vided. It contains the users that are labeled as users that are posting ironic
tweets. Each user is labeled as either user posting ironic tweets with stereo-
types in favor of the target (INFAVOR) or a user posting ironic tweets with
stereotypes against the target (AGAINST). The training set is composed of 140
Twitter users, while the testing set is composed of 60 Twitter users. The num-
ber of tweets per user is 200. For this dataset, the testing set was available, but
ground truth labels were not. We have created a training, validation, and testing
subset by randomly choosing 80%, 10%, and 10% of the users, respectively.

3.4 Yelp Open Dataset

Yelp6 dataset is a collection of 8.6 million business reviews that are rated with
a 5-star rating system. We have created labels for the reviews according to the
rating as follows. If the rating is less than or equal to 3 the review is labeled as
negative, and as positive if the rating is greater than 3. The dataset was filtered
in a way that the number of reviews per user is similar to the number of tweets
per user in the previous datasets and the review length is similar to the tweet
length. It has been filtered first by the number of reviews per user and then
by the length of the reviews. We kept only the reviews written by users with
a number of written reviews in the range from 50 to 200 with a length in the
range from 15 to 60. Using the remaining reviews, we have created a training,
validation, and testing subset by randomly choosing 80%, 10%, and 10% of the
users, respectively.

4 Baseline Models

Following the success of the Transformer architectures for many natural lan-
guage processing tasks and to compare the performance of the graph neural net-
work models, we have trained three Transformer-based models: DistilBERT [16],
RoBERTa [9], and DistilRoBERTa [15]. DistilBERT learns an approximate ver-
sion of BERT using a knowledge distillation technique [1,6]. With only one-half
of the layers of the original version of the BERT model, the number of param-
eters is reduced by 40%. DistilBERT is designed to be smaller and faster than
BERT, while still retaining much of its accuracy. RoBERTa follows the original
BERT architecture but has been trained with a different training procedure and
on a larger corpus of text. It has been trained with dynamic masking where
the masking pattern is generated every time a sequence is fed to the model, as
opposed to static masking in the original BERT implementation where the same

6 https://www.yelp.com/dataset, last visited: 25.02.2023.

https://www.yelp.com/dataset
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training mask was used. RoBERTa has been trained without the next sentence
prediction objective, with bigger batches over more data and longer sequences.
DistilRoBERTa is a combination of the former two models. It learns an approx-
imate version of the RoBERTa model following the same training procedure as
in DistilBERT.

Since the goal is to classify users based on the tweets they have posted,
we have concatenated all tweets of a particular user into one representation.
We have used PyTorch implementation of these models available in the Hug-
gingface Transformers library7. We initialized the weights with the pre-trained
distilbert-base-uncased, roberta-base, and distilroberta-base weights for Distil-
BERT, RoBERTa, and DistilRoBERTa models, respectively. All models have
been trained with AdamW optimizer, binary cross-entropy loss, and batch size
16. For the other hyperparameters, we have performed a hyperparameter search
among a set of possible values. The optimal hyperparameters for each model and
each dataset are summarized in Table 1.

Table 1. Optimal hyperparameters for Transformer models.

Fake News
Learning Rate Weight Decay Epochs

DistilBERT 0.00001 0.005 100
RoBERTa 0.00001 0.00005 250

DistilRoBERTa 0.00001 0.005 250

Hate Speech
Learning Rate Weight Decay Epochs

DistilBERT 0.00001 0.0005 250
RoBERTa 0.00001 0.0005 250

DistilRoBERTa 0.00001 0.0005 250

Irony Stereotype
Learning Rate Weight Decay Epochs

DistilBERT 0.00001 0.005 500
RoBERTa 0.00001 0.0005 100

DistilRoBERTa 0.00001 0.005 100

Stereotype Stance
Learning Rate Weight Decay Epochs

DistilBERT 0.00001 0.005 500
RoBERTa 0.00001 0.005 100

DistilRoBERTa 0.0001 0.005 100

Yelp
Learning Rate Weight Decay Epochs

DistilBERT 0.00001 0.005 500
RoBERTa 0.00001 0.00005 250

DistilRoBERTa 0.00001 0.0005 250

7 https://huggingface.co/docs/transformers/index, last visited: 25.02.2023.

https://huggingface.co/docs/transformers/index
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5 Heterogeneous Graph Creation

We have created a heterogeneous graph dataset for classifying Twitter users,
composed of three types of nodes: (1) user nodes, (2) tweet nodes, and (3) word
nodes; and four types of edges: (1) user-tweet, (2) tweet-word, (3) word-word,
and (4) tweet-tweet. The graph was created using all data in the subsets for
training, validation, and testing. A simplified visualization of the graph is shown
in Fig. 1.

Fig. 1. Simplified visualization of the heterogeneous graph. U1, U2 - user nodes. P -
tweet nodes. W1-W5 - word nodes. The user U1 represents a user from the first class
(e.g. posting ironic tweets), while the user U2 represents a user from the second class
(e.g. not posting ironic tweets).

A vocabulary composed of the unique words in the dataset has been created.
Special tokens representing user mentions, links, and hashtags have been added
to the vocabulary. Rare words (words with less than 15 occurrences) have been
removed and the remaining were used as word nodes.

Following the BertGCN [8] model, we utilize word and sentence embeddings
to encode the nodes. Each word node is initialized with a word embedding of
the corresponding word. We have used 200-dimensional GloVe [11] embedding
vectors pre-trained on a Twitter dataset. The embeddings have been extracted
using the Gensim library8.

Each tweet is represented as a node initialized with a 768-dimensional sen-
tence embedding obtained by a pre-trained DistilRoBERTa [15] model. The
embeddings have been obtained using the Sentence-Transformers library9. User
nodes have been initialized via the embedding representation of their tweets.
Pre-trained DistilRoBERTa embeddings have been obtained for each of the 200
tweets per user. The embeddings have been averaged along the 0-axis thus ending
with a 768-dimensional representation for each user.

8 https://radimrehurek.com/gensim/, last visited: 25.02.2023.
9 https://www.sbert.net/, last visited: 25.02.2023.

https://radimrehurek.com/gensim/
https://www.sbert.net/
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Word-word and tweet-word edges have been added following the graph cre-
ation process for the TextGCN model [22]. Edges between a pair of word nodes
are added if the PMI is greater than 0. PMI value has been set as a weight for
word-word edges. Edges between words and tweets are added with the TF-IDF of
the word in the tweet as a weight for the edge. User-tweet edges have been added
between each user and their 200 tweets. Tweet-tweet edges have been added fol-
lowing the CLHG [20] model. Each tweet is linked with the K most similar tweets
according to cosine similarity (we set the value for K to 3). The cosine similarity
was computed on the corresponding 768-dimensional DistilRoBERTa sentence
embeddings.

The total number of nodes and edges for each dataset is summarized in
Table 2.

Table 2. Number of nodes and edges in the created heterogeneous graphs for each of
the four datasets.

FN HS IS SS Y

User nodes 500 200 420 140 883
Tweet nodes 50,000 40,000 84,000 28,000 68,172
Word nodes 3,506 2,713 8,580 3,394 5,557

Total 54,006 42,913 93,000 31,534 74,612
User-tweet edges 50,000 40,000 84,000 28,000 68,172

Tweet-tweet edges 150,000 120,000 252,000 84,000 204,516
Tweet-word edges 454,244 326,363 1,563,131 409,909 1,807,498
Word-word edges 278,668 187,540 1,020,308 263,862 592,033

Total 932,912 673,903 2,919,439 785,771 2,672,219

6 Graph Neural Network Models

In this research, three GNN architectures have been investigated for antisocial
behavior detection: GraphSAGE [5], Graph Attention Network (GAT) [19], and
Graph Transformer [4,17]. GraphSAGE is an inductive methodology for graph
representation learning using sampling and aggregation of features from a node’s
local fixed-size neighborhood. Different tasks and problems are likely to leverage
different aggregation functions (e.g., mean, LSTM pooling) and/or loss func-
tions. GAT leverages masked self-attention layers in graph neural networks. The
hidden representation of the nodes is computed with a self-attention mechanism
that enables the nodes to attend to neighborhood features by specifying different
weights for each neighbor node. Graph Transformer [17] is a generalization of
the Transformer architectures for graph structures. The attention mechanism is
represented as a function of the neighborhood connectivity for each node in the
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graph and the positional encoding is represented by the Laplacian eigenvectors.
The normalization layer is replaced by a batch normalization layer. The architec-
ture could be extended to edge feature representation. Unified Message Passing
(UniMP) [4] jointly performs feature and label propagation by embedding the
partially observed labels into the same space as node features. It is trained with a
masked label prediction strategy inspired by BERT. We have used the modified
Graph Transformer operator from the UniMP.

Our architecture is composed of a two-layer heterogeneous graph neural net-
work followed by a ReLU activation that maps the nodes into a low-dimensional
latent space. For the purpose of classifying nodes, a fully-connected layer has
been added on top of the GNN model, which infers the class for the user nodes.
The architecture is the same for all three models and is displayed in Fig. 2.

Fig. 2. Architecture of a heterogeneous GNN model.

We have used PyTorch implementation of these models available in the
PyTorch Geometric library10. The models have been created with the implemen-
tation for homogeneous graphs, and then are transformed into models suitable
for heterogeneous graphs. All models have been trained with AdamW optimizer
and binary cross-entropy loss. For the other hyperparameters, we have performed
a hyperparameter search among a set of possible values. The optimal hyperpa-
rameters for each model and each dataset are summarized in Table 3.

7 Results

We have performed several experiments with baseline Transformer models and
GNN models. For each dataset, we have trained six models with the correspond-
ing optimal hyperparameters shown in Table 1 and Table 3. Each of the models
has been trained on Quadro RTX 8000 48GB GPU.

10 https://pytorch-geometric.readthedocs.io/en/latest/, last visited: 25.02.2023.

https://pytorch-geometric.readthedocs.io/en/latest/
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Table 3. Optimal hyperparameters for GNN models.

Fake News
Learning Rate Weight Decay Epochs

GraphSAGE 0.01 0.00005 250
GAT 0.001 0.0005 250

GraphTransformer 0.01 0.00005 500
Hate Speech

Learning Rate Weight Decay Epochs
GraphSAGE 0.01 0.0005 50

GAT 0.01 0.005 250
GraphTransformer 0.001 0.00005 50

Irony Stereotype
Learning Rate Weight Decay Epochs

GraphSAGE 0.01 0.05 50
GAT 0.0001 0.00005 250

GraphTransformer 0.001 0.05 250
Stereotype Stance
Learning Rate Weight Decay Epochs

GraphSAGE 0.01 0.05 50
GAT 0.01 0.005 50

GraphTransformer 0.01 0.05 250
Yelp

Learning Rate Weight Decay Epochs
GraphSAGE 0.01 0.0005 100

GAT 0.0001 0.0005 500
GraphTransformer 0.0001 0.05 100

7.1 Comparison with Baseline Models

To evaluate the models, accuracy has been calculated for the samples in the
corresponding test sets. The results are shown in Table 4. Evaluation results of
the three best performing models in the shared tasks are also included. For the
fake news dataset, the test set provided by PAN has been used. For the other
datasets, 10% of the training set has been utilized for testing. The subtask of
stereotype stance detection has been evaluated with the F1 measure. The results
of the best performing models on this dataset are not shown since our models
were not evaluated with the F1 measure.

The results show that for most of the cases, GNN models, in general, perform
worse than the baseline Transformer models. Since deep neural networks require
huge amounts of data for training and given that these datasets are relatively
small, we could hypothesize that the worse performance is due to the small
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amount of data. On the other hand, Transformer-based models are pre-trained
on large datasets which gives them a significant advantage over the other models.

For the hate speech dataset, both GraphSAGE and GraphTransformer mod-
els have the same accuracy as DistilBERT which is the second best model for the
dataset. For the stereotype stance dataset, the GraphTransformer model has the
same accuracy as RoBERTa which is the third best model for the dataset. The
difference from the best performing model is 0.1 for the hate speech dataset and
0.14 for the stereotype stance dataset. These results demonstrate the capability
of GNN models to successfully learn from graphs created from text data.

To compare with the best performing models in the PAN shared tasks, all
three GNN models outperform the three best performing models for the hate
speech dataset. However, for the fake news and irony stereotype datasets, the
performance is inferior. The hate speech dataset is the smallest one among the
three. Taking into account the fact that the models were not pre-trained, we
could hypothesize that learning from a smaller graph is easier when the models
are not pre-trained. Transformer-based models outperform the baseline models
for the fake news and hate speech datasets. The DistilRoBERTa model has the
best performance on the fake news dataset, while the RoBERTa model is the
best performing model on the hate speech dataset. Nevertheless, we should point
out that for all the datasets, except the fake news dataset, the evaluation was
not done using the same test set, and therefore we could not know precisely how
they would perform if the original test set was used.

Table 4. Evaluation results and comparison with baseline models. The metric shown
is accuracy. For the Stereotype Stance dataset participants were ranked according to
the F1 measure and the results are not shown here.

Fake News Hate Speech Irony Stereotype Stereotype Stance Yelp

DistilBERT 0.72 0.80 0.83 0.93 0.74
RoBERTa 0.72 0.90 0.90 0.79 0.78

DistilRoBERTa 0.80 0.70 0.83 0.86 0.73
GraphSAGE 0.54 0.80 0.60 0.71 0.63

GAT 0.56 0.75 0.74 0.71 0.62
GraphTransformer 0.55 0.80 0.67 0.79 0.64

#1 0.75 0.74 0.99 / /
#2 0.75 0.73 0.98 / /
#3 0.74 0.72 0.97 / /

7.2 Ablation Study

To analyze the effectiveness of each component in the graph, ablation studies
have been performed. Four variants of the heterogeneous graph have been exam-
ined:
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– all - all components are included.
– no-word-word - edges between word nodes are excluded from the graph.
– no-word - word nodes and edges that they are part of are excluded from the

graph.
– no-doc-doc - edges between tweet nodes are excluded from the graph.

A separate model has been trained using the optimal hyperparameters for each
variant and accuracy on the test set was calculated. The results are summarized
in Table 5.

The results show that the best performance is achieved when all the com-
ponents in the graph are included. One exception is the GraphSAGE model on
the irony stereotype dataset for which the best performance is achieved by the
no-word variant suggesting that removing word nodes and edges that they are
part of leads to better performance than including all the components in the
graph. This dataset is significantly bigger than the others and we can conclude
that user and tweet nodes, as well as edges between them, are sufficient for the
GraphSAGE model to successfully learn to classify the users. For the stereotype
stance dataset, the GraphSAGE model achieved the same performances for all
variants. The worst performance for all datasets is achieved with the no-doc-doc
variant indicating that removing the edges between tweet pairs reduces the per-
formance. Edges between tweet pairs add shortcuts in the processing that could
lead to faster convergence of the models and we could expect worse performances
with their removal. An exception is the GraphTransformer model on the Yelp
dataset for which the no-doc-doc variant achieves the second best result. The
structure of the reviews in the Yelp dataset differs from the tweets in the other
Twitter datasets.

For the GraphSAGE model, the no-word variant is better than the no-word-
word variant for all Twitter datasets suggesting that removing any component
that is related to words is better than removing only edges between word pairs.
For the Yelp dataset, the no-word-word variant is better. We could hypothesize
that removing only edges between word pairs leads to better results for the Yelp
reviews rather then removing any word related component. GraphTransformer
follows the same pattern except for the stereotype stance dataset for which the
no-word-word variant achieved better results. GAT model has better results with
the no-word-word variant for the fake news and irony stereotype datasets, while
the no-word variant is better for the hate speech and stereotype stance datasets.
The latter are smaller datasets and we could hypothesize that the GAT model
could learn to better classify user nodes without any component related to words
for smaller datasets.
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Table 5. Ablation results for the GNN models. The shown values represent the accu-
racy metric on the test set.

Fake News
all no-word-word no-word no-doc-doc

GraphSAGE 0.54 0.52 0.54 0.51
GAT 0.56 0.51 0.50 0.47

GraphTransformer 0.55 0.46 0.54 0.44
Hate Speech

all no-word-word no-word no-doc-doc
GraphSAGE 0.80 0.65 0.75 0.65

GAT 0.75 0.60 0.70 0.65
GraphTransformer 0.80 0.70 0.70 0.70

Irony Stereotype
all no-word-word no-word no-doc-doc

GraphSAGE 0.60 0.57 0.62 0.57
GAT 0.74 0.55 0.50 0.50

GraphTransformer 0.67 0.60 0.64 0.57
Stereotype Stance
all no-word-word no-word no-doc-doc

GraphSAGE 0.71 0.71 0.71 0.71
GAT 0.71 0.50 0.71 0.71

GraphTransformer 0.79 0.79 0.57 0.57
Yelp

all no-word-word no-word no-doc-doc
GraphSAGE 0.63 0.56 0.55 0.42

GAT 0.62 0.55 0.53 0.47
GraphTransformer 0.64 0.49 0.49 0.56

8 Conclusion

This paper explored the performances of graph neural networks for the task
of antisocial behavior detection on Twitter. Three GNN architectures (Graph-
SAGE, GAT, and Graph Transformer) were evaluated against four datasets com-
posed of Twitter users and tweets that they have posted that were provided by
PAN shared tasks, and one dataset composed of Yelp users and reviews that they
have written that was extracted from the Yelp Open Dataset. A heterogeneous
graph dataset has been created with user, tweet/review, and word nodes, as well
as five types of edges between them.

An ablation study was performed to investigate which components of the
heterogeneous graph have contributed the most. The results showed that the
best performances are achieved when all the graph components are included,
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while the worst performances were obtained when the edges between tweet pairs
were excluded from the graph.

Transformer-based models were also trained on the same datasets as baseline
models for comparison. When compared against the baseline models, the GNN
models showed inferior performance for most of the experiments. For the experi-
ments, pre-trained Transformer-based models (DistilBERT, RoBERTa, and Dis-
tilRoBERTa) have been used. The models are pre-trained on large datasets which
gives them a significant advantage. This hypothesis leads to a possible future
direction which is to first pre-train GNNs on a larger dataset, and then train on
the specific datasets that were used in this research.

For two of the datasets employed in this study, GNN models showed compa-
rable performances with second best and third best Transformer-based models.
These findings indicate the capability of GNN models to learn from the types of
data derived from social networks that were utilized in this research. We antici-
pate that GNN models could be successfully applied to other text classification
or even wider natural language processing or generation tasks.

Acknowledgements. This work was partially financed by the Faculty of Computer
Science and Engineering at the Ss. Cyril and Methodius University in Skopje.
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Abstract. Quasigroups have various applications in mathematics, com-
puter science, and cryptography. In coding theory and cryptography they
have been used in error-correcting codes, error-detection codes, to con-
struct key exchange protocols and cryptographic primitives. There are
also used in graph theory, experimental design and combinatorial designs.
Quasigroups of order 2n can be represented as vector valued Boolean
functions from {0, 1}n×{0, 1}n to {0, 1}n. When the order of each coor-
dinate functions is at most two, they are called Multivariate Quadratic
Quasigroups (MQQ). In this paper we give a description of the func-
tions representing Bilinear MQQ quasigroups, with a special focus on
quasigroups that are commutative or associative.

Keywords: Quasigroups · Multivariate Quadratic Quasigroups ·
commutative · associative · Bilinear MQQ

1 Introduction

Quasigroups, also known as latin squares, are intriguing objects of study for
researchers due to their unique algebraic properties, connections to graph theory,
combinatorics and designs [1,2], applications in coding theory and cryptography
[3–5], and potential applications in diverse fields. The exploration of quasigroups
contributes to the broader understanding of algebraic structures and their appli-
cations in various disciplines. They provide researchers with a rich area of study
to explore algebraic properties, operations, [6] and their implications [7,8].

MMQ quasigroups were introduced by Danilo [9] as block ciphers, but they
quickly exhibited vulnerability to attacks [10,11]. This contributes to facilitating
a more in-depth analysis of the structure of such quasigroups. This encourages
a deeper analysis of such quasigroup structures [12–15]. This paper extends the
results from the paper [14] and analyzes the form of matrices that represented
MQQ that possess commutative or associative property, due to their applicabil-
ity. Key exchange protocols typically require an operation with associativity in
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order to ensure that the exchanged keys are valid and consistent among partici-
pants. The associativity property ensures that the order in which the operations
are performed does not affect the final result, allowing participants to indepen-
dently compute the same shared key. Commutativity is not a property of crucial
importance in applications in cryptography, but still has its place in certain
mathematical contexts.

The paper is organized as in six sections. In the second chapter of this work,
we present crucial results from our prior studies that form the foundation for
the subsequent progression of our research. The third chapter is consists of a
collection of novel results that serve as an extension of the findings presented in
the second chapter. The fourth and fifth chapters of this work are dedicated to
presenting a range of novel theorems that focus on describing the form of matrices
used to define associative and commutative quasigroups. The final chapter of
this study serves as a culmination of our research, providing a comprehensive
conclusion and outlining future directions for further investigation.

2 Matrix Formulations of BMQQ

In this chapter, we outline key findings from our earlier studies, which serve as a
basis for our subsequent analysis. All theorems from this chapter a given without
proof, since there are proven in [14].

Definition 1. The quasigroup ({0, 1}n, ∗) is called a Bilinear Multivariate
Quadratic Quasigroups (BMQQ) if the quasigroup operation can be represented
by a vector valued Boolean function f(x,y) = z, where the k-th coordinate of z
is defined as:

zk = ck +
n∑

i=1

ak,ixi +
n∑

i=1

bk,iyi +
n∑

i=1

n∑

j=1

dk,i,jxiyj (1)

Terms ck,ak,i,bk,i, dk,i,j ∈ {0, 1}, k, i, j = 1, n are constants.
Using following notation: A = [ak,i], B = [bk,i], c = [ck] , D

′
i =

[
d

′i
k,j

]
, and

D”
j =

[
d”jk,i

]
where d

′i
k,j = d”jk,i = dk,i,j, x ∗ y can be represented as:

x ∗ y = c+ Ax+ By +
n∑

i=1

xiD
′
iy = c+ Ax+ By +

n∑

j=1

yjD
′′
j x. (2)

When A = B = I, the quasigroup is called normalized BMQQ, (nBMQQ).
The matrix form of nBMQQ is:

x ∗ y = x+ y +
n∑

i=1

xiD
′
iy = x+ y +

n∑

j=1

yjD
′′
j x
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It is evident that the j-th column of the matrix D
′
i is equal to the i-th column

of the matrix D
′′
j , so each nBMQQ is fully specified by one of the vectors of the

binary n × n matrices D
′
= (D

′
1, . . . , D

′
n) and D

′′
= (D

′′
1 , . . . , D

′′
n). In general

case, it is necessary to specify matrices A and B. The first vector, D
′
, shall

be referred to as the BMQQ matrix vector for the first coordinate, whereas the
second vector, D

′′
, will be called BMQQ matrix vector for the second coordinate.

Each of these two matrices can be obtained from the other one. In the rest of
the paper we will refer both of them as BMQQ matrix vectors (BMQQMV)
and we will mostly think for D

′
. If we want to emphasize that we are dealing

with normalized BMQQ, we use nBMQQMV. Next two theorems show that
for formula (2) to define a quasigroup operation, matrices A and B must be
non-singular.

Theorem 1. Let a BMQQ ({0, 1}n, ∗) be defined by (2). Then the matrices A
and B are non-singular.

Theorem 2. Let ({0, 1}n, ∗) and ({0, 1}n, ∗′
) be groupoids defined as:

x ∗ y = x+ y +
n∑

i=1

xiD
′
iy

x ∗′
y = (Ax) ∗ (By) + c,

where A and B are nonsingular n×n binary matrices and c is a binary n-vector.
Then ({0, 1}n, ∗) is a quasigroup iff ({0, 1}n, ∗′

) is a quasigroup.

The next theorem is, in fact, an adaptation of Theorem 3 from [14], where
additional specifications that were originally presented within the proof have now
been explicitly incorporated into the statement. It presents that each BMQQ can
be represented using nBMQQ.

Theorem 3. Let a BMQQ ({0, 1}n, ∗) be defined by (2). Then there is a
nBMQQ ({0, 1}n, ∗̂) and non-singular matrices A and B such that

x ∗ y = (Ax)∗̂(By) + c. (3)

The BMQQMV D̂ = (D̂1, . . . , D̂n) for the quasigroup ({0, 1}n, ∗̂) can be
expressed in terms of the matrices from (2) as:

(D̂1, . . . , D̂n) = (D1B
−1, . . . , DnB−1)(A−1)T . (4)

Definition 2. Let BMQQ ({0, 1}n, ∗) be a quasigroup defined by (2). We will
call the NBMQQ ({0, 1}n, ∗̂) a compatible normal quasigroup for ({0, 1}n, ∗), or
shortly compatible to ({0, 1}n, ∗), iff they satisfy the relation (3). Accordingly,
if D̂ is defined by (4), we will say that it is compatible to D.

Next two theorems present necessary conditions for an nBMQQMV in a
groupoid ({0, 1}n, ∗) to qualify as a quasigroup.
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Theorem 4. A vector of binary n × n matrices (D̂1, . . . , D̂n) is a nBMQQMV
for a quasigroup ({0, 1}n, ∗) iff

∀α1, . . . , αn ∈ {0, 1}, |I +
n∑

i=1

αiD̂i| = 1,

where I is the identity n × n matrix.

Theorem 5. The vector of binary n × n matrices (D̂1, . . . , D̂n) represent an
nBMQQMV for a quasigroup ({0, 1}n, ∗) iff ∀α1, . . . , αn ∈ {0, 1} such that at
least one αi is different then 0, i.e.

∏n
i=1(1+αi) = 0, the vector

∑n
i=1 αiei does

not belong to the vector space spanned by the column vectors of matrix
∑n

i=1 αiD̂i

and does not belong to the vector space spanned by the row vectors of the same
matrix

∑n
i=1 αiD̂i.

Following theorem provides a method for constructing a new quasigroup from
an existing one.

Theorem 6. Let (D1, . . . , Dn) be nBMQQMV and let A = [aij ]n×n) be a non-
singular binary matrix. Then the vector (D̂1, . . . , D̂n) defined by

(D̂1, . . . , D̂n) = (A−1D1A, . . . , A−1DnA)A, (5)

is also a nBMQQMV.

If the matrix vectors nBMQQMV of two nBMQQ quasigroups are connected
by the relation (5), then we call them isotopic relative to matrix representation.

3 Another Way to Express BMQQ

The elements dk,i,j from Definition 1 actually define a three-dimensional cube,
i.e. tensor. Note that BMQQMV can be regarded as tensors, but in our specific
problem, the order matters, so it is more appropriate to consider them as a
vector of matrices rather than as a tensor. In fact, if we arrange the matrices D

′
i

one behind the other along the X-axis, parallel to the Y-Z plane, they will form
a cube in which the matrices at the intersections parallel to the X-Z plane are
actually the matrices D

′′
i . In this section, we will analyze the role of the matrices

along the third dimension of that cube, namely those that are parallel with the
X-Y plane. These matrices serve as a representation of the quasigroup operation,
similar as opperation represenatiton in multivariate cryptography [16].

Definition 3. Let D = (D1, . . . , Dn) be nBMQQMV for a given quasigroup
({0, 1}n, ∗). Let F = (F1, . . . , Fn) consists of matrices Fi, where the j-th row of
the matrix Fi is equal to the i-th row of the matrix Di. Since Fi are parallel with
Z-plane will call F normalized Z BMQQ matrix vector (nZBMQQMV).

If D and F pertain to the same quasigroup, then we say that F is correspond-
ing to D and D is corresponding to F.
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It’s evident that every nBMQQ is uniquely characterized by F. The next two
theorems provide a way to represent a quasigroup operation using F.

Theorem 7. Given nBMQQ ({0, 1}n, ∗) with a nZBMQQMV (F1, . . . , Fn), the
i-th coordinate of the vector x ∗ y, (x ∗ y)i, is equal to:

(x ∗ y)i = xi + yi + ci + xTFiy (6)

Proof. Proof: Assume that the corresponding nBMQQMV for the given quasi-
group is (D1, . . . , Dn). From Definition 1 we have:

(x ∗ y)i = xi + yi + ci +
n∑

j=1

xj(Dji
Ty),

where Dji is the i-th row of the matrix Dj , which is the same with the j-th row
of the matrix Fi, Fij. Hence:

(x ∗ y)i = xi + yi + ci +
(∑n

j=1 xjDji
T
)
y

= xi + yi + ci +
(∑n

j=1 xjFij
T
)
y = xi + yi + ci + xTFiy.

Theorem 8. Let ({0, 1}n, ∗) be a BMQQ defined by (2) and ({0, 1}n, ∗̂) be a be
its corresponding nBMQQ with nZBMQQMV (F̂1, . . . , F̂n). Then the i-th coor-
dinate of (x ∗ y) is equal to

(x ∗ y)i = (Ax)i + (By)i + ci + xT (AT F̂iB)y.

Terms (Ax)i and (By)i are the i-th coordinates of vectors Ax and By respec-
tively. The vector of binary n×n matrices (F1, . . . , Fn), where Fi = AT F̂iB, is
referred to as an ZBMQQMV for ({0, 1}n, ∗).
Proof. Proof: From (x ∗ y)i = (Ax∗̂By)i we have:

(x ∗ y)i = (Ax)i + (By)i + ci + (Ax)T F̂i(By)
= (Ax)i + (By)i + ci + xT (AT F̂iB)y.

The proofs of the following two theorems are omitted since Theorem 9 is obvious
and follows directly from the previous results given in this chapter and the proof
of Theorem 10 is given in [14].

Theorem 9. The vector of binary n × n matrices (F1, . . . , Fn) is nZBMQQMV
iff ∀α1, . . . , αn ∈ {0, 1}, the vector

∑n
i=1 αiei is not in the vector spaces generated

by the row-vectors and the column-vectors of the matrix
∑n

i=1 αiFi.

Theorem 10. If the vector of binary n × n matrices (F1, . . . , Fn) is nZB-
MQQMV then the i-th row vector of the matrix Fi is a linear combination of the
other row vectors of Fi and the i-th column vector of the matrix Fi is a linear
combination of the other column vectors of Fi.
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4 Comutative BMQQ

In this chapter, we present the form of commutative BMQQ quasigroups.

Theorem 11. The quasigroup ({0, 1}n, ∗) defined by (2) is commutative if only
if A = B.

Proof. Proof: Let us assume that the ({0, 1}n, ∗) is a commutative quasigroup.
Then ∀x ∈ {0, 1}n, x ∗ 0 = 0 ∗ x. From this, it follows that

c+ Ax+ B0+
n∑

i=1

xiDi0 = c+ A0+ Bx+
n∑

j=1

0 · Djx.

Hence, ∀x ∈ {0, 1}n, Ax = Bx which is equivalent to A = B.

Theorem 12. Let ({0, 1}n, ∗) be a NBMQQ with nZBMQQMVF=(F1, . . . , Fn).
Then it is a commutative quasigroup iff ∀i = 1, n, Fi = (Fi)T .

Proof. Proof: Let us assume that the quasigroup is commutative. Then for all
unite vectors ej and ek follows that ej ∗ ek = ek ∗ ej . From (6) we have

(ej)i + (ek)i + ci + (ej)TFiek = (ej)i + (ek)i + ci + (ek)TFiej .

This implies that
(ej)TFiek = (ek)TFiej .

But, (ej)TFiek is the element in the j-th row and k-th column in the matrix Fi,
while (ek)TFiej is the element in the k-th row and j-th column in the matrix
Fi. Hence, Fi = (Fi)T .

Let us now assume the opposite, i.e. that Fi = (Fi)T . Then

(x∗̂y)i = xi + yi + ci + (x)TFi(y) = xi + yi + ci + (y)T (Fi)T (x)
= xi + yi + ci + (y)TFi(x) = (y∗̂x)i.

The last theorem of this chapter provides a complete characterization of com-
mutative BMQQs.

Theorem 13. Let ({0, 1}n, ∗) be a quasigroup defined by (2) with ZBMQQMV
F = (F1, . . . , Fn). Then ({0, 1}n, ∗) is a commutative quasigroup iff A = B and
∀i = 1, n, Fi = (Fi)T .

Proof. Proof: From Theorem 8 we have that there is a NBLCO-qasigroup
({0, 1}n, ∗̂) with nZBMQQMV (F̂1, . . . , F̂n) such that the i-th coordinate of
(x ∗ y) is equal to

(x ∗ y)i = (Ax)i + (By)i + ci + xT (AT F̂iB)y.

If the quasigroup is commutative, then from pervious theorems A = B and
∀i = 1, n, F̂i = (F̂i)T . Then ∀i = 1, n,

Fi = AT F̂iA = AT F̂T
i A = (AT F̂iA)T = FT

i .
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Opposite, if A = B and ∀i = 1, n, Fi = (Fi)T , then

F̂i = (A−1)TFiA
−1 = ((A−1)TFT

i A−1)T = ((A−1)TFiA
−1)T = F̂T

i .

so
(x ∗ y)i = (Ax)i + (Ay)i + ci + xT (AT F̂iA)y

= (Ay)i + (Ax)i + ci + yT (AT F̂iA)x = (y ∗ x)i.

5 Associative BMQQ

In this part we provide characterization of associative BMQQ and BMQQ that
are commutative semigroups.

Theorem 14. Let ({0, 1}n, ∗) be an BMQQ defined by (2) and let ({0, 1}n, ∗̂)
be its compatible NBMQQ. Assume that the nBMQQMVs of ({0, 1}n, ∗̂) are
(D

′
1, . . . , D

′
n) and (D

′′
1 , . . . , D

′′
n). Then ({0, 1}n, ∗) is associative, if and only if

the following statements are true:

i) Ac = Bc. We will denote this vector with ĉ = (ĉ1, . . . , ĉn)T .
ii) AB = BA

iii) A + I =

(
n∑

i=1

ĉiD
′′
i

)
and B + I =

(
n∑

i=1

ĉiD
′
i

)
.

iv) ∀i = 1, n, AD
′
i = D

′
iA and BD

′′
i = D

′′
i B.

v) ∀x, y,

n∑

i=1

xiD
′
iBy =

n∑

i=1

yiD
′′
i Ax.

vi) ∀i, j = 1, n, D
′
iD

′′
j = D

′′
j D

′
i .

Proof. Proof: Note that 0 ∗ 0 = c, x ∗ 0 = Ax+ c and 0 ∗ x = Bx+ c. Assume
that the ({0, 1}n, ∗) is associative. Then ∀x ∈ {0, 1}n,

0 ∗ (x ∗ 0) = (0 ∗ x) ∗ 0 ⇔ 0 ∗ (Ax+ c) = (Bx+ c) ∗ 0.

⇔ B(Ax+ c) + c = A(Bx+ c) + c ⇔ BAx+ Bc = ABx+ Ac.

If we take x = 0, we prove i). Because Ac = Bc, the last expression is equivalent
with:

BAx = ABx.

This is true for all x ∈ {0, 1}n, so we have that AB = BA, which proves ii).
To prove iii) we use that (x ∗ 0) ∗ 0 = x ∗ (0 ∗ 0) for all x ∈ {0, 1}n. For the

left side we have:

(x ∗ 0) ∗ 0 = A(x ∗ 0) + c = A(Ax+ c) + c = A2x+ Ac+ c.

The right hand side is reduced to:

x ∗ (0 ∗ 0) = x ∗ c = Ax+ Bc+ c+
n∑

i=1

(Ax)iD
′
iBc.
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If we equate both expressions, having in mind that Ac = Bc = ĉ, we get:

A2x = Ax+
n∑

i=1

(Ax)iD
′
iĉ.

By moving Ax to the left side and replacing (Ax)iD
′
iĉ with ĉiD

′′
i Ax, we obtain

that (A+ I)Ax = (
∑n

i=1 ĉiD
′′
i )Ax holds for all x ∈ {0, 1}n. This proves the first

part of iii). The second part is proved analogously.
To prove iv) we start with x ∗ (y ∗ 0) = (x ∗y) ∗ 0. Substituting ∗ we obtain:

x ∗ (Ay + c) = A(x ∗ y) + c ⇔
Ax+ B(Ay + c) + c+

n∑

i=1

(Ax)iD
′
iB(Ay + c)

= A(Ax+ By + c+
n∑

i=1

(Ax)iD
′
iBy) + c.

Using i) and ii) the last equality can be reduced to:

(A + I)Ax+
n∑

i=1

(Ax)iD
′
iBAy +

n∑

i=1

(Ax)iD
′
iĉ = A

n∑

i=1

(Ax)iD
′
iBy.

The first and the third term in the last equation are the same, from iii), so
since we have binary plus, the last equation is further reduce to:

n∑

i=1

(Ax)iD
′
iBAy = A

n∑

i=1

(Ax)iD
′
iBy.

Using ii) and the fact that this holds for all y, i.e. all By, we have:

∀x,

n∑

i=1

(Ax)iD
′
iA =

n∑

i=1

(Ax)iAD
′
i.

Taking Ax = ei we get D
′
iA = AD

′
i. This completes the proof of the first part

iv). The second part is proved analogously starting from 0 ∗ (x ∗y) = (0 ∗x) ∗y.
Since ({0, 1}n, ∗) is associative, we have that for all ∀x,y, z ∈ {0, 1}n, x ∗

(y ∗ z) = (x ∗ y) ∗ z. This is equivalent with:

Ax+ B

(
Ay + Bz+ c+

n∑

i=1

(Bz)iD
′′
i Ay

)
+ c

+
n∑

i=1

(Ax)iD
′
iB

(
Ay + Bz+ c+

n∑

i=1

(Bz)iD
′′
i Ay

)

= A

(
Ax+ By + c+

n∑

i=1

(Ax)iD
′
iBy

)
+ Bz+ c

+
n∑

i=1

(Bz)iD
′′
i A

(
Ax+ By + c+

n∑

i=1

(Ax)iD
′
iBy

)
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Using i), ii),iii) and iv) we obtain

n∑

i=1

(Ax)i(D
′
iB)Bz+

n∑

i=1

(Ax)iD
′
iB

(
n∑

i=1

(Bz)iD
′′
i Ay

)

=
n∑

i=1

(Bz)i(D
′′
i A)Ax+

n∑

i=1

(Bz)iD
′′
i A

(
n∑

i=1

(Ax)iD
′
iBy

)

Taking y = 0 we obtain following equality which is equivalent with v).

n∑

i=1

(Ax)i(D
′
iB)Bz =

n∑

i=1

(Bz)i(D
′′
i A)Ax.

Since the last equality is true for associative quasigroup we have:

n∑

i=1

n∑

j=1

(Ax)i(Bz)jD
′
iBD

′′
j Ay =

n∑

j=1

n∑

i=1

(Bz)j(Ax)iD
′′
j AD

′
iBy

Using ii) and iv) the last equality can be rewritten as:

n∑

i=1

n∑

j=1

(Ax)i(Bz)jD
′
iD

′′
j BAy =

n∑

j=1

n∑

i=1

(Bz)j(Ax)iD
′′
j D

′
iBAy.

This holds for all x and y, so it must be D
′′
j D

′
i = D

′
iD

′′
j .

To prove the opposite, i.e. that i) to iv) imply associativity, we can start from
x ∗ (y ∗ z) = (x ∗ y) ∗ z and reduced it to 0 = 0.

The next theorem reduces the requirements of Theorem 14.

Theorem 15. Let ({0, 1}n, ∗) be an BMQQ defined by (2) and let ({0, 1}n, ∗̂)
be its compatible NBMQQ. Assume that the nBMQQMVs of ({0, 1}n, ∗̂) are
(D

′
1, . . . , D

′
n) and (D

′′
1 , . . . , D

′′
n). Then ({0, 1}n, ∗) is associative if and only if

the following statements are true:

i) Ac = Bc = ĉ;

ii) A + E =
n∑

i=1

ĉiD
′′
i and B + E =

n∑

i=1

ĉiD
′
i;

iii) ∀i, j = 1, n,D
′
iD

′′
j = D

′′
j D

′
i.

Proof. Proof: We need to show that the requirements ii), iv) and v) from The-
orem 14 are redundant, i.e. can be obtained from the other requirements in the
Theorem 14.
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First we will proof that AB = BA follows from i), ii) and iii) from this
theorem. We have:

AB =

(
E +

n∑

i=1

ĉiD
′′
i

)⎛

⎝E +
n∑

j=1

ĉjD
′
j

⎞

⎠

= E +
n∑

i=1

ĉiD
′′
i +

n∑

j=1

ĉjD
′
j +

(
n∑

i=1

ĉiD
′′
i

)⎛

⎝
n∑

j=1

ĉjD
′
j

⎞

⎠

= E +
n∑

i=1

ĉiD
′′
i +

n∑

j=1

ĉjD
′
j +

n∑

i=1

n∑

j=1

ĉj ĉiD
′′
i D

′
j .

Similarly, we can obtain that

BA = E +
n∑

i=1

ĉiD
′
i +

n∑

j=1

ĉjD
′′
j +

n∑

i=1

n∑

j=1

ĉj ĉiD
′
iD

′′
j .

From D
′
iD

′′
j = D

′′
j D

′
i it follows that the two expressions are equal.

Next we are proving that ∀i = 1, n,D
′
iA = AD

′
i.

D
′
jA = D

′
j

(
E +

n∑

i=1

ĉiD
′′
i

)
= D

′
j +

n∑

i=1

ĉiD
′
jD

′′
i .

From D
′
iD

′′
j = D

′′
j D

′
i this is equal to

D
′
jA = D

′
j +

n∑

i=1

ĉiD
′′
i D

′
j =

(
E +

n∑

i=1

ĉiD
′′
i

)
D

′
j = AD

′
j .

The prove for ∀i = 1, n,D
′′
i B = BD

′′
i is analogues to this one.

At the end we give the proof that ∀x,y,
n∑

i=1

xiD
′
iBy =

n∑

i=1

yiD
′′
i Ax. Replac-

ing B with E +
∑n

j=1 ĉjD
′
j we obtain:

n∑

i=1

xiD
′
iBy =

n∑

i=1

xiD
′
i

⎛

⎝E +
n∑

j=1

ĉjD
′
j

⎞

⎠y

=
n∑

i=1

xiD
′
iy +

n∑

i=1

xiD
′
i

n∑

j=1

ĉjD
′
jy

=
n∑

i=1

xiD
′
iy +

n∑

i=1

n∑

j=1

xiyjD
′
iD

′′
j ĉ

Similarly,
n∑

i=1

yiD
′′
i Ax =

n∑

i=1

yiD
′′
i x+

n∑

i=1

n∑

j=1

yixjD
′′
i D

′
j ĉ.
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The first terms of this two expressions are equal from the definition of the matri-
ces D

′′
i and D

′
j , and the second terms are equal because D

′′
i D

′
j = D

′′
i D

′
j .

This last Theorem provides a procedure for generating other semigroups from
a given semigroup ({0, 1}n, ∗). In fact, we may choose a constant vector ĉ and
construct the matrices A and B as in Theorem 15 ii). Taking c = A−1ĉ ensures
that the quasigroup defined with Ax ∗ By + c is a semigroup.

Next Theorem follows directly from the Theorem 11 and Theorem 15.

Theorem 16. Let ({0, 1}n, ∗) be an BMQQ defined by (2) and let ({0, 1}n, ∗̂)
be its compatible nBMQQ. Assume that the nBMQQMVs of ({0, 1}n, ∗′

) are
(D

′
1, . . . , D

′
n) and (D

′′
1 , . . . , D

′′
n). Then ({0, 1}n, ∗) is commutative semigroup, if

and only if the following statements are true:

i) A = B
ii) ∀i = 1, n,D

′
i = D

′′
i = Di

iii) A + E =
n∑

i=1

(Ac)iDi

iv) ∀i, j = 1, n,DiDj = DjDi .

6 Conclusion and Future Work

Results presented in this paper are natural extension of the our previous work
on Bilinear Multivariate Quadratic Quasigroups (BMQQs). Building upon our
prior research, we have delved into a novel perspective on the representation of
quasigroups. In this study, we specifically focus on providing a comprehensive
framework for two essential classes of quasigroups: associative and commuta-
tive quasigroups, which represent a solid foundation for further exploration and
open avenues for future research in the study of quasigroups. Our findings have
significant implications and can be applied in various domains. They offer valu-
able insights for designing algorithms to generate quasigroups and for verifying
whether a given quasigroup satisfies the properties of BMQQ. Additionally, our
research contributes to the analysis of algorithm performance in coding, encryp-
tion, and other applications that utilize quasigroups as a fundamental tool.

Acknowledgements. This work was partially financed by the Faculty of Computer
Science and Engineering at the Ss. Cyril and Methodius University in Skopje.
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Abstract. Motivated by the need of reducing the huge amount of data
navigating simultaneously through a network of polarized splicing proces-
sors, we look to the possibility of introducing probabilities which theoret-
ically could decrease this amount, at a price of some loss of certainty. We
imagined two possible situations regarding the splicing step: to associate
either fixed or dynamically computed probabilities with splicing rules in
every node. Similarly to the splicing step, two situations could be consid-
ered for the communication step depending on the way the probabilities
are associated: statically or dynamically. We believe that this new feature
together with the communication protocol based on polarization might
facilitate software simulations or hardware implementations.

Keywords: DNA computing · Splicing processor · Polarization ·
Network of polarized splicing processors · Probability

1 Introduction

Networks of polarized splicing processors (NSP for short) belong to the family of
bio-inspired computational models sharing several characteristics: (i) the data
is encoded in strings, (ii) the operation which is the computational source is
abstracted from a biological phenomenon, that of splicing, and (iii) the architec-
ture is a distributed one and the computation is highly parallel. Many of these
bio-inspired computational models are computationally powerful, being able to
simulate Turing machines, but they have been used to theoretically solve hard
problems see, e.g., [20,22]. Networks of splicing processors have been introduced
in [10] and investigated in a series of subsequent publications, see, e.g., [13,16],
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for a discussion about this topic. Informally, a network of splicing processors is
an undirected graph whose vertices are hosts for processors running the splicing
operation on data encoded as strings.

A splicing processor is designed to run an operation called splicing that is
inspired from the recombination of double stranded DNA molecules by means
of restriction enzymes and DNA ligase [9]. Figure 1 illustrates this operation,
where two DNA sequences are cut by restriction enzymes and then recombined
by the DNA ligase.

Fig. 1. Splicing operation.

Formally, this process is defined as a string rewriting operation as shown in
[8]: each restriction enzyme has been approximated by a splicing rule that defines
the DNA sequences recognized by that enzyme, as well as the restriction sites.
The computation in a network of splicing processors consists in splicing and
communication steps which alternate with each other. In each splicing step, in a
highly parallel manner, each processor changes the strings it contains according
to its associated sets of splicing rules.

In the earlier models, the communication has been regulated by filters asso-
ciated with nodes that allow/block strings from going out nodes and/or entering
nodes. Each filter has been defined by some context-conditions that allow or
forbid the presence of some symbols in the current string. In the communica-
tion step, all the strings that pass the corresponding filters are simultaneously
interchanged between the connected nodes. This model is related to other dis-
tributed computational models based on splicing like the model proposed in [4]
and [18]. Another related model is a language generating model whose inves-
tigation started in [17] and continued in [14,19]. The differences between all
these models are discussed in [12]. Theoretical solutions to hard computational
problems with networks of splicing processors have been proposed in [11].

In [2] the protocol of communication was changed such that it is not anymore
regulated by filters but by a sort of compatibility between nodes and data,
called polarity. This model is called network of polarized splicing processors
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(NPSP). We informally explain this protocol. Each processor is either negatively,
or positively charged, but also without any charge (neutral charge). This is
formally done by assigning a sign in the set {−, 0,+} to every processor. Unlike
the charge of a processor, the charge of data is dynamically computed as the
algebraic sum of the charge values associated with each symbol of the string. The
protocol has been extensively discussed in [16] for different variants of networks
of cell-like processors. Thus, one may metaphorically say that the strings are
electrically polarized. Consequently, the protocol of communication is naturally
regulated by the compatibility of the polarity of a node and that of data, namely
each string will migrate to a node of the same polarity as it has.

Aspects such as stochastic, fuzzy or rough set concepts that are often identifi-
able in the behavior, dynamics, self-learning and evolutionary paths in biological
systems have not been studied at all for any variant of network of splicing pro-
cessors until now. The work [3] is an exhaustive and convincing work dealing
with various possibilities offered by probabilistic/stochastic approaches when
modeling biochemical phenomena. We discuss here the possibility to associate
probabilities to the splicing rules and strings. This study is motivated by the
difficulties of implementing the NSP. Indeed, due to its huge parallelism and
nondeterminism, it is difficult to store such amount of data. What is our inten-
tion here is to introduce probabilities in order to decrease the amount of data
during the computation in networks of polarized splicing processor at the price
of losing some certainty of the output. The output is obtained now with some
probability because the strings with a very low probability, which are estimated
to have no essential role in the final result, are ignored.

We mainly consider two possible ways of introducing probabilities in NPSP in
a similar way to that used for networks of polarized evolutionary processors [1].
We give here just an informal description. At the beginning of any computation,
the input string appears with probability 1 in the input node. All the axioms have
the same probability, namely 1, at every step. This means that before a splicing
step is to start, all axioms associated with every node are newly introduced.
We now discuss the two possibilities of introducing probabilities associated to
the splicing rules. One possibility is to associate a predefined probability with
each splicing rule existing in a node. Now for any string, having a probability of
being present in that node, which is involved in a splicing step with an axiom,
one computes a preliminary probability of the two strings obtained. This is done
by taking into account the probability of the string (that of an axiom is always
1) and the probability of the splicing rule that has been applied. At the end
of a splicing step, the probability of every string of a node is calculated taking
into account its preliminary probabilities. A similar calculation is to be done at
the end of a communication step considering that all nodes are equally probable
to receive the same string that is compatible to them. Finally, the computation
halts at some moment, if the sum of all probabilities of the strings existing in a
specific node, called the halting node, is higher than a given value. This is called,
the probability of the halting node to be nonempty. If this probability is at least
some value χ, then the input string is validated with probability χ. We also
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propose another condition for validating an input string when the computation
halts. This condition could be more useful because it gives the possibility to
invalidate the input string in a simpler manner.

Another possible way of introducing the probabilities associated with the
splicing rules is as follows. In every splicing step, for each node, we consider that
all the splicing rules which can be applied to a pair of strings are equally probable,
hence the probability of each rule is not predefined anymore but it may change
before each splicing step. It is worth mentioning that in the same splicing step,
the probability of the same rule might differ depending on the pair of string
which is applied to. The communication protocol may be modified to follow
a similar dynamical approach. We may interpret this approach by considering
that the localization of a string in the network is given by the probability of
that string at any computational step. Returning to biochemistry, our source
of inspiration, this way of introducing probabilities might be seen as a rough
estimation/expectation of the place of different molecules and/or their quantity
in a biological system.

In the final section we discuss some open problems and further direction of
research.

2 Preliminaries

For any finite set A, card(A) denotes the cardinality of A and for a string w, |w|
denotes the length of w. The smallest alphabet W such that w ∈ W ∗ is denoted
by alph(w) and the empty string is denoted by λ.

A multiset over a set X (see, e.g., [1]) is a mapping μ : X −→ N; μ(a)
expresses the number of copies of a ∈ X in the multiset μ. The support of μ is
defined by supp(μ) = {a ∈ X | μ(a) �= 0}. A multiset μ is said to be finite if
supp(μ) is finite. The empty multiset over X is denoted by Λ, that is Λ(a) = 0
for all a ∈ X. The cardinality of a multiset μ as above is #(μ) =

∑
a∈X μ(a);

moreover, we set #Y (μ) =
∑

a∈Y μ(a) for any subset Y of X. As a general rule,
the elements of a set are listed as usual between { and } while the elements of
a finite multiset are listed between [ and ]. For instance, the multiset μ over the
set of binary strings such that μ(00) = 2, μ(111) = 3, and μ(x) = 0 for all binary
strings x different than 00 and 111 can be written as [00, 111, 00, 111, 111].

For two multisets μ1, μ2 over the same set X we define

– the multiset addition μ1 + μ2, defined by (μ1 + μ2)(a) = μ1(a) + μ2(a) for all
a ∈ X;

– the multiset difference μ1 − μ2, defined by (μ1 − μ2)(a) = μ1(a) − μ2(a) for
each a ∈ X, provided that μ2 � μ1;

By [15], an (integer) valuation is a homomorphism from V ∗ to Z, which
associates an integer with each string over an alphabet V . For a string w, this
integer is computed as the algebraic sum of the values associated to the letters
of w. We denote by abs(k) the absolute value of the integer k.
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We now recall the definition of the splicing operation following [8]. A
splicing rule over a finite alphabet V is a quadruple of strings of the form
[(u1, u2); (v1, v2)] such that u1, u2, v1, and v2 are in V ∗. For a splicing rule
r = [(u1, u2); (v1, v2)] and for x, y, w, z ∈ V ∗, we say that r produces z from x
and y (denoted by (x, y) �r z) if there exist some x1, x2, y1, y2 ∈ V ∗ such that
x = x1u1u2x2, y = y1v1v2y2, and z = x1u1v2y2. For two strings x, y, and a
splicing rule r, we write

σr(x, y) = {z | (x, y) �r z} ∪ {z | (y, x) �r z}.

For two set of strings L1, L2 over V and a set of splicing rules R we define

σR(L1, L2) =
⋃

x ∈ L1,
y ∈ L2,
r ∈ R

σr(x, y).

A polarized splicing processor over V is a triple (S,A, π) where

– S a finite set of splicing rules over V ,
– A a finite set of auxiliary strings over V ,
– π ∈ {−,+, 0} is the polarization of the node (negatively or positively charged,

or neutral, respectively).

A network of polarized splicing processors (NPSP for short) is a construct

Γ = (V,U, 〈, 〉, G,N , ϕ, In,Halt),

where

– U is the network alphabet and V ⊆ U is the input alphabet.
– 〈, 〉 ∈ U\V are two special symbols.
– G = (XG, EG) is an undirected graph with nodes XG and edges EG.
– N is a mapping which associates with each node x ∈ XG the polarized splicing

processor over U , N (x) = (Sx, Ax, πx).
– ϕ is a valuation of U∗ in Z.
– In and Halt are the input and the halting nodes, respectively.

The graph G is called the underlying graph of the network. We say that card(XG)
is the size of Γ .

A configuration of an NPSP is defined by the sets of strings (without their
multiplicities) existing in every node of the network before (or after) a compu-
tational step. Formally, this is defined as a function C : XG → 2U∗

, such that
Ck(x) is the set of strings existing in the node x at the kth step of a compu-
tation. For a string w ∈ V ∗ the initial configuration of Γ on w is defined by
C

(w)
0 (xIn) = {〈w〉} and C

(w)
0 (x) = ∅ for all other x ∈ XG. We consider that no

auxiliary string appears in any configuration.
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Each splicing step, as well as a communication one, changes the current
configuration into another one. In a splicing step, each set C(x) of the current
configuration C is changed in accordance with the splicing rules of the node x
which are applied to all possible pairs formed by a string in C(x) and the other
in Ax. In a formal way, the configuration C is changed into the configuration C ′,
and we write this as C ⇒ C ′, iff for all x ∈ XG

C ′(x) = σSx
(C(x), Ax).

In a communication step, each node x does in parallel the following:

– it sends copies of all its strings to all the nodes connected to x and keeps a
local copy of the strings having the same polarity as itself;

– it receives a copy of each string sent by any node connected with itself, pro-
viding that the string has the same polarity as that of x.

A short explanation is needed here. In nature, each electrically charged par-
ticle/molecule migrates towards the opposite pole. We have preferred, by two
reasons, that each node migrates to a node having the same polarity. One rea-
son is that this approach gives us the possibility to consider that also the neutral
strings can migrate. The second reason is for simplicity.

Formally, the configuration C is changed into the configuration C ′ by a com-
munication step, written as C � C ′, iff

C ′(x) = (C(x)\{w ∈ C(x) | sign(ϕ(w)) �= πx}) ∪
⋃

{x,y}∈EG

({w ∈ C(y) | sign(ϕ(w)) = πx}),

for all x ∈ XG. We have denoted by sign(m) the function which returns the
sign of m, that is +, 0,−. It is important to mention that, according to the
definition, if a string existing in the node x has a different polarity than that of
x, it is expelled from x. If a string has been expelled and it cannot enter any
node connected to the node from where it was expelled, the string is lost.

Let Γ be an NPSP, the computation of Γ on the input string w ∈ V ∗ is a
sequence of configurations C

(w)
0 , C

(w)
1 , C

(w)
2 , . . . , where C

(w)
0 is the initial config-

uration of Γ on w, C
(w)
2i =⇒ C

(w)
2i+1 and C

(w)
2i+1 � C

(w)
2i+2, for all i ≥ 0. As one can

see, the configurations are changed by alternative steps. We can also note that
each configuration is changed in a deterministic way.

A computation as above halts if one of the next two conditions is satisfied:

(i) the computation reaches a configuration in which the halting node Halt is
non-empty,

(ii) the computation cannot continue anymore.

Given an NPSP Γ that halts on every input, and an input string w, we say
that Γ validate w if the computation of Γ on w halts by the first condition,
namely Halt is non-empty.
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3 Introducing Probabilities

In the first part of this section, we discuss two different ways of associating
probabilities with the splicing rules. The simplest way could be to consider that
the splicing rules are equally probable, that is they have associated the same
probability. Returning to biochemistry, which was our source of inspiration, this
situation is not very common either “in vivo” or “in vitro”. Consequently, a more
realistic approach would be to associate with each rule a predefined probability,
and this is the first way of introducing probabilities at the level of splicing rules
we are to discuss in the sequel. This could be interpreted in the way that some
reactions are inhibited while others are more active, depending on the actual
conditions of the environment. Along the same lines, we may suppose that all the
inhibited reactions have the same probability, namely zero. It follows that, the
probability associated with the other rules that might be active are dynamically
computed with respect to the strings existing in a node at some moment. This
possibility will also be analysed in what follows.

A polarized splicing processor over V , with rules having predefined probabili-
ties is a quadruple (S,A, π, p), where:

• (S,A, π, p) is a splicing processor over V ;
• p is a probability distribution on M , p : S −→ (0, 1] such that

∑

r∈S

p(r) = 1.

A network of polarized splicing processors with rules having predefined prob-
abilities (NPSPP for short) is defined as an NPSP with the only difference that
N associates now with each node x the polarized splicing processor with rules
having predefined probabilities, N (x) = (Sx, Ax, πx, px).

The definition of a configuration of an NPSPP Γ is changed a bit, being
defined by the mapping C : XG −→ 2U∗×(0,1] which now associates a set of pairs
(string, nonzero value in the unit interval) with every node of the graph. Each
such pair may be understood as the probability of the string to be present in
that node. Given a string w ∈ U∗, the initial configuration of Γ on w is defined
by C

(w)
0 (In) = {(w, 1)} and C

(w)
0 (x) = ∅ for all x ∈ XG\{In}.

A configuration can change exactly like in an NPSP, namely by a splicing step
and a communication step which alternate each other. We need some preparation
before giving the formal definition of a splicing step in some node x. We first
compute the multiset μC(x) with Algorithm 1.

Algorithm 1. Input: C(x).
Output: μC(x).

1: μC(x) := Λ;
2: for ((z, q) ∈ C(x))&(u ∈ Ax)&(r ∈ Sx)) do
3: for z′ ∈ σr(z, u) do
4: q′ := q · p(r);
5: μC(x) := μC(x) + [(z′, q′)];
6: end for
7: end for
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As soon as we have computed μC(x), we can now compute the mapping
ρx : U∗ −→ [0, 1] by the Algorithm 2.

Algorithm 2. Input: z and μC(x).
Output: ρx(z).

1: ρx(z) := 0;
2: while (exists (q ∈ (0, 1]) and (z, q) ∈ supp(μC(x))) do
3: Choose (z, q) ∈ supp(μC(x));
4: μC(x) := μC(x) − [(z, q)];
5: ρx(z) := ρx(z) + q;
6: end while

Now, we can define the change of a configuration, that is the configuration
C is changed into C ′ by a splicing step, written as C =⇒ C ′, iff

C ′(x) = {(z, ρx(z)) | ρx(z) �= 0} for all x ∈ XG.

Every string that appear in the next configuration associated with x is obtained
exactly like in a splicing step in an NPSP. Instead of considering more copies
of this string, we associate with it a probability which is computed in two steps
by calculating the probability of two independent events. In the first step, a
preliminary positive value in the unitary interval is computed for each new string
as follows. As the probability of each axiom to be present in a node is always
1, we compute the product between the probability of the string which is to be
spliced and the probability of the splicing rule that was applied. Then, the new
string appears in the next configuration with a probability which is the sum of
the values, computed in the first step, of all copies of that string which have
been obtained in that splicing step.

In order to define the polarized splicing processor with rules having dynamical
probabilities, we need a short preparation. Let us consider a node x and a current
configuration C

(w)
k (x). For each pair (z, q) that belongs to C

(w)
k (x), we define

R
(w)
k (x, z) = {r ∈ Sx | r can be applied to (z, y), for some y ∈ Ax, y �= z}.

Now the probability associated with the rule r ∈ Sx with respect to the string z
in the next splicing step is defined as

p
(w)
k (r) =

{
1

card(R
(w)
k (x,z))

, if r ∈ R
(w)
k (x, z),

0, otherwise.

A network of polarized splicing processors with rules having dynamic prob-
abilities (NPSDP for short) is defined as an NPSPP with the only difference
that each node x is a polarized splicing processor with rules having dynamically
computed probabilities as above.
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The splicing step is defined exactly as above with the difference that in the
first step, when a preliminary positive value in the unitary interval is computed
for each new string, the probability used is that dynamically computed as above
with respect to the spliced string (different than the axiom).

In the same way as above, we may consider two possible ways of associating
probabilities to the nodes. The first one is again given by a static assignation of
probabilities. Since the communication step depends only on the probabilities
associated with the nodes, we give below the more interesting case when these
probabilities are dynamically computed.

The way of changing a configuration by a communication step is actually the
same to that of a communication step in a network of probabilistic evolutionary
processors [1]. For the sake of self-containment, we recall it here. As in the case
of the splicing step, we need to preprocess the following numbers.

For a node x ∈ XG and q ∈ {−1, 0, 1} we define

degq(x) = card{y ∈ XG | {x, y} ∈ EG, πy = q} +
{

1, if πx = q,
0, if πx �= q.

Informally, degq(x) is the number of nodes adjacent to x that have the polarity
q. Note that this number counts x itself, provided that x has the polarity q.

In the same preprocessing phase, we compute the following set for every
configuration C and node x:

Out(C(x)) = {(z, q′) | (z, q) ∈ C(x),

q′ =
q

degsign(ϕ(z))(x)
, degsign(ϕ(z))(x) �= 0}.

As we have done for a splicing step, we need to calculate the multiset μC(x)

for a communicating step by the next algorithm:

Algorithm 3. Input: C(x).
Output: μC(x).

1: μC(x) := [(z, t) | (z, t) ∈ Out(C(x)), sign(ϕ(z)) = πx];
2: for y ∈ XG such that {x, y} ∈ EG do
3: μC(x) := μC(x) + [(z, t) | (z, t) ∈ Out(C(y));
4: sign(ϕ(z)) = πx];
5: end for

After computing the multisets μC(x), x ∈ XG, we proceed with the compu-
tation of the mappings ρx exactly like in the case of a splicing step discussed
above. We now formally define the communication step. The configuration C is
changed into the configuration C ′ by a communication step, written as C � C ′,
iff

C ′(x) = {(z, ρx(z)) | ρx(z) �= 0} for all x ∈ XG.

Again ρ is computed exactly as in the case of a splicing step.
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Some explanations about our approach. Let us consider that a string in a
node x at a given step has the same polarity to that of some nodes connected
to x. Our proposal is that the string migrates with equal probability to all these
nodes. Remember that even the node x retains a copy of this string, provided
that the string has the same polarity to that of x. On the other hand, it makes
sense to consider that all strings having polarities different than that of x must
be expelled with probability 1. Clearly, as in the case of an NPSP, each expelled
string from a node x, that cannot enter node connected to x by the reason of
different polarity is lost.

The computation of Γ on the input string w ∈ V ∗ is defined exactly as for
the networks without probabilities.

Finally, we discuss the halting condition in any of the variants considered
above. Obviously, a possible condition for halting a computation would be the
same to that for NSPP. At the first sight, this does not make too much sense
as the probabilities calculated during the computation play no role. However,
as we see in the sequel, this still might be a possibility- Another possibility is
to define the halting condition with respect to a cut-off point χ ∈ (0, 1], that
is, the computation halts if there exists a configuration in which the sum of
probabilities of all the strings existing in the halting node is at least χ. Formally,
there exists k such that ∑

(z,q)∈C
(w)
k (Halt)

q ≥ χ.

Another possibility to halt a computation with a cut-off point χ ∈ (0, 1] could
be if there exists k such that

max{p | (z, p) ∈ C
(w)
k (Halt), for some z} ≥ χ,

holds. Remember that, we said that an input string is validated by an NSPP,
that halts on every input, if the computation on that input halts by a non-empty
halting node.

Having probabilities, we may refine this condition. One possibility is to vali-
date a string w with cut-off point μ if there exists a halting computation (without
cut-off point) C

(w)
0 , C

(w)
1 , C

(w)
2 , . . . , C

(w)
k such that

∑

(z,q)∈C
(w)
k (Halt)

q ≥ ρ.

An analogous condition could be imposed for a halting computation with cut-off
point. Clearly, we must have have χ ≤ μ.

4 Conclusion and Final Remarks

We have proposed a few possible ways of introducing probabilities in the net-
works of polarized splicing processors. We don’t pretend that we have exhausted
all the possibilities, but our ways are especially suggested by biochemistry, our
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source of inspiration for the initial model and its variants. For example, we have
considered the uniform distribution for associating dynamical probabilities with
the splicing rules and nodes. However, other probabilistic distributions, such as
the Poisson distribution, the Bernoulli distribution or the binomial distribution
might be considered.

There were reported several software implementations in JAVA for networks
of evolutionary and splicing processors, see, e.g., [5,21] as well as simulations
using massively parallel platforms for multi-core computers, clusters of com-
puters and cloud resource [6,7]. Along the same lines, it is worth noting that
a simulation of probabilistic networks of polarized evolutionary processors has
been proposed in [23]. We intend to investigate the feasibility of implementing
these probabilistic variants in a forthcoming work.
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