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Abstract. Recently, with the increasing use of social networks, services,
and computers in general plus the enhanced capabilities of remote work-
ing, especially during quarantine periods due to Covid-19, social engi-
neering attacks are a growing phenomenon. These attacks are, nowadays,
the most common, since no matter how protected an information sys-
tem is from security attacks, the weakest link is the human factor. As
such, it is imperative to address and prevent such attacks. This paper
reviews the most common social engineering attack prevention and pro-
tection methods and classifies them based on various criteria. Based on
the analysis, it identifies the most effective methods in their protection
degree, while it supplies some challenges to maximise such degree.
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1 Introduction

Social engineering is the manipulation of individuals to extract information,
especially confidential and sensitive data. These attacks are so widespread as no
matter how strong the security of an information system and the strength of its
protection mechanisms are, the system can be penetrated due to external factors,
such as people [1]. The social engineering attack methods used do not require as
much time and effort as other types of attacks that exploit system vulnerabilities,
since humans are dominated and operate based on emotions. This makes these
attacks among the most dangerous [1] since they cannot be yet addressed with a
complete and definitive security solution while their confrontation also requires
the proper training of the people who access and operate the systems in question.

As such, social engineering protection and prevention methods have wit-
nessed significant advancement. Organizations are increasingly investing in secu-
rity awareness and training programs, which aim to educate employees about
the risks of social engineering attacks and how to identify and respond to them.
Further, new technologies, such as machine/deep learning and natural language
processing (NLP) are being developed to address social engineering attacks in
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real-time. The increasing adoption of these protection methods has significantly
reduced the success rate of social engineering attacks and improved the overall
security posture of organizations [2].

Systemizing protection methods allows organizations to streamline pro-
cesses and standardize practices. Categorizing and evaluating different protection
methods helps identify effective approaches and prioritize their implementation.
This promotes efficiency, reduces effort duplication, and ensures consistent appli-
cation of social engineering protection measures. By understanding the methods’
effectiveness, organizations can allocate resources and prioritize measures based
on risk levels, aligning strategies with their objectives. Documenting and catego-
rizing effective protection methods facilitates sharing best practices and lessons
learned, fostering collaboration and enhancing defence against social engineering
attacks. Having a comprehensive understanding of social engineering protection
and prevention methods is crucial so as to achieve this vision.

Our paper introduces significant advancement and value by exploring
machine, deep and hybrid learning plus scenario-based attack detection meth-
ods. By extending from [3] and [4], our study goes beyond the existing scope
to delve into the realm of deep learning algorithms, harnessing their potential
to enhance attack detection accuracy and robustness. Moreover, by incorpo-
rating hybrid learning techniques the detection system’s effectiveness is further
strengthened. Our paper also introduces the concept of scenario-based attack
detection, which considers real-world scenarios and contextual information to
improve the system’s ability to identify and mitigate emerging threats.

Our paper adds extra value by introducing original criteria for comparing pro-
tection methods. By applying such criteria, our research goes beyond the existing
literature and provides a comprehensive and objective framework to assess the
protection approaches effectiveness. This novel contribution allows for a more
systematic understanding of the strengths and weaknesses of various methods,
enabling researchers and practitioners to make informed decisions when selecting
and implementing cybersecurity measures. Further, creating such criteria opens
up new avenues for future research, as they can serve as a benchmark to evaluate
and refine protection techniques in an evolving threat landscape.

The remainder of this paper is structured as follows. Section 2 explains the
methodology used to select the defence and prevention methods. Section 3 intro-
duces the evaluation criteria, evaluates the methods based on them and analyzes
the evaluation results. Finally, Sect. 4 concludes the paper.

2 Method Selection Methodology

The selection of suitable social engineering protection and prevention methods
is critical to ensure the security of an organization’s sensitive information and
systems. In this paper, a systematic literature review was conducted to evaluate
existing measures and methods (policies and tools) to address social engineering
attacks. The review’s main research questions to answer were the following:
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– What are the main categories of methods utilized to protect against social
engineering attacks?

– What are the main pros and cons of each protection method in each category?
– Which is the best protection method based on which criteria and aspects?
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Fig. 1. The distribution of different protection and prevention methods.

The search strategy employed used keyword patterns to search relevant liter-
ature on Google Scholar, Science Direct, and Web of Science. The keywords used
were “Social Engineering || Phishing || Impersonation” && “Attack” && “Detec-
tion || Prevention || Protection.” || means logical OR, while && logical AND.

Several articles and studies appearing with the above keywords were exam-
ined. To separate and filter the studies, eligibility criteria (exclusion, inclusion
and quality) were applied to determine whether to include or exclude each iden-
tified article from the subsequent analysis.

The inclusion criteria were as follows:

– Literature publications which include research articles from scientific journals,
conferences and workshops and doctoral theses.

– Publications proposing techniques, tools, methodologies, strategies and solu-
tions focusing on social engineering attacks prevention and addressing.

The exclusion criteria were as follows:

– Exclusion of publications published before 2008. By focusing on more recent
literature, we capture the latest advancements, trends, and insights in the
field.

– Exclusion of publications written in a language other than English.
– Exclusion of publication with charged access to their content

The quality criteria were as follows:

– Exclusion of publications supplying an unmeaningful solution.
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– Exclusion of publications with no kind of assessment of their contribution.
– Exclusion of publications with unverifiable assessment results.

The articles originally identified were 367 while the ones retained after the
application of the eligibility criteria were 66. Of these 66 articles, 50 mapped
to Protection and Prevention Methods that we chose to examine while the rest
were literature review ones, kept for respective knowledge extraction and uti-
lization by our paper. The 50 methods are approximately distributed based on
their protection method category in Fig. 1 while their distribution based on their
publication kind is shown in Fig. 2.
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Fig. 2. The publication distribution of the different studies.

3 Analysis

This section overviews the main method categories. Based on this categorization,
it then classifies the protection methods selected according to the methodology
in Sect. 2. It also evaluates these methods based on some key evaluation criteria.

3.1 Overview of Protection Method Categories

This sub-section analyzes the main categories of social engineering protection
methods by extending the method categorisation in [3] with the categories of
Deep Learning, Hybrid Learning and Scenario-based Attack Detection.
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Policy and Process Control. Policy and process control provide hierarchical
control via some management and process frameworks, as opposed to technical
systems, such as security software. They are essential in an organisation as they
provide a comprehensive protection approach. Most importantly, they are pro-
cedures to prevent and detect potential attacks, but also steps and procedures to
react to such attacks. They are designed to reduce exposure to social engineering
attacks. Well-maintained policy and organizational procedures help mitigate the
occurrence of an exploit without relying on the technical capabilities of the sys-
tem users. Policy and Procedure Control are the backbone of the organizations’
security, while the overall security countermeasures and tools to protect against
such attacks are decided based on them.

Awareness Training. Since attacks target the system’s users, attacks can
be greatly reduced by proper user training and awareness. Education is a key
defence model element. In particular, in social engineering attacks, it concerns
introducing and applying training programs to compensate for and mitigate the
technical security mechanisms inadequacy.

Empirical studies and research have shown that awareness training programs
can enhance individuals’ ability to recognize and identify social engineering
attacks. Training participants become more alert to common tactics, such as
phishing emails, impersonation attempts, and phone scams. Further, awareness
training encourages individuals to report suspicious activities or social engi-
neering attempts. This can lead to quicker incident response and mitigation of
potential security breaches. When employees are educated about the risks and
consequences of social engineering attacks, they become more proactive to safe-
guarde information and are more likely to adopt secure behaviors [5].

Social engineering tactics evolve rapidly such that individuals require regular
and updated training to stay informed. One-time training sessions may not be
sufficient to combat the ever-changing landscape of social engineering attacks.

Technical. “Technical” are those protection and prevention methods in which
the human factor is either irrelevant or has little significance in addressing social
engineering attacks. These methods create mechanisms that either prevent and
protect against social engineering attacks entirely on their own or create an
infrastructure helping the user to identify and defend against such attacks.

We categorize Technical Protection and Prevention Methods into:

Sandboxing Mechanisms. In sandboxing, an isolated computer environ-
ment is created, usually via virtualization, to test unreliable functions. It has
been effectively applied in various IT domains, from specific code platforms to
browsers, plus in the field of smartphone security to improve defence against
malware. Sandboxing can be used to help in protecting against social engineer-
ing attacks by isolating potentially malicious programs or actions from the rest
of a system. For example, if a user clicks on a link or opens an email attachment
that contains malware, sandboxing can prevent that malware from spreading
beyond the sandboxed environment. This can help prevent the attacker from
gaining access to sensitive data or causing damage to the system [6].
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Authorisation, Authentication, and Accounting (AAA). AAA is a frame-
work for intelligent computer access, enforcing authentication and authorization-
related policies, controlling usage, and providing the information needed for
service billing. It is typically applied in controlled environments, especially where
there is a diverse user landscape that compromises data control and protec-
tion. The framework provides controls for accessing resources (Authentication),
enforcing organizational policies (Authorization), and controlling resource usage
(e.g., devices accessed). Its use is intended to ensure that organisations have a
detailed assurance and control level over who has access to a system, based on
data about names, roles, skill sets, etc. By using strong authentication methods,
such as multi-factor authentication, organizations ensure that only authorized
users access sensitive data or systems. Further, by implementing strong account-
ing policies, logging and monitoring of user activities are enabled, providing an
audit trail to be used for post-incident analysis and forensic investigations. This
can help detect and mitigate the effects of social engineering attacks, as organi-
zations can identify respective suspicious behaviour.

Monitoring. Monitoring concerns observing a computer system’s behaviour,
generated by user/programmer actions, programs, services and processes, via
collection, aggregation and analysis mechanisms. Monitoring is a key security
mechanism for social engineering attacks, as new attacks can be identified by
logging and analysis of network traffic and effective security control where they
can be detected by juxtaposition to normal/legal user actions in the system.

Effective monitoring enables timely alerts and notifications when potential
social engineering attacks are detected. These alerts can trigger incident response
procedures, allowing security teams to investigate and mitigate the attacks before
causing significant harm [7].

Social engineering attacks evolve over time; thus, monitoring should be an
ongoing process. Regularly reviewing and updating monitoring systems, stay-
ing informed about new attack vectors, and adapting monitoring strategies are
critical to maintaining an effective defence against social engineering attacks.

Integrity Checking. The integrity of applications and data is difficult to ensure
without proof or analysis. Integrity checking provides the user with a visual
response and technical assurance as to whether the file, site, or data should be
trusted through various tools like Intrusion Detection Systems (IDS).

Integrity checking can effectively identify instances where malware has been
injected into files or system components. By regularly verifying file integrity and
detecting unexpected modifications, organizations can detect and mitigate the
impact of social engineering attacks involving malware injection. Further, it can
also help ensure the integrity and authenticity of data by using cryptographic
hashing or digital signatures such that organizations can verify data integrity at
rest or during transmission. This helps protect against social engineering attacks
that involve tampering with sensitive information or data manipulation [8].

Machine Learning. Research has demonstrated that malware detection via
machine learning (ML) can be dynamic, where appropriate algorithms, such
as support vector machines and neural networks can be applied to profile files
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against known and potential exploits and distinguish between legitimate and
illegitimate data. ML algorithms have been successfully applied to detect mali-
cious emails using anomaly classification techniques, thus demonstrating their
potential for further application to other areas of social engineering attacks.

The effectiveness of ML algorithms in detecting social engineering attacks
relies heavily on the availability of high-quality and diverse training data. Col-
lecting data sets that encompass a wide range of social engineering attack sce-
narios can be challenging. Further, maintaining up-to-date data sets to keep pace
with evolving attack techniques is crucial for ML model accuracy [9].

Deep Learning. Similar to ML, Deep Learning (DL) algorithms can prevent
social engineering attacks by analyzing patterns in user and system behaviour
and detecting anomalies indicative of an attack. DL algorithms can be used to
analyze the language used in emails, social media messages, and other communi-
cation channels to detect phishing and other social engineering attacks. Natural
language processing (NLP) can identify suspicious language patterns or unusual
word usage indicative of an attack. These algorithms can also be used to ana-
lyze images and videos for signs of social engineering attacks, such as phishing
sites, fake login pages, or malware. Recent developments in approaches have sug-
gested that the classification of phishing websites using neural networks should
outperform traditional ML algorithms.

DL techniques, e.g., convolutional neural networks (CNNs), have been used
to analyze visual content, such as images or video frames, to detect social
engineering-related cues or visual elements. For example, DL models can identify
spoofed websites or altered images used in social engineering attacks [10].

Hybrid Learning. Hybrid learning (HL) is a training approach that combines
different types of learning algorithms or architectures to improve a DL model’s
performance. By utilizing the advantages of various learning architectures or
algorithms, HL seeks to improve upon each one’s shortcomings. An example
HL approach is to combine supervised and unsupervised learning methods or
different types of deep learning architectures, such as CNNs and recurrent neural
networks (RNNs). HL can improve detection model accuracy and reduce false
positives, whereas multi-modal data analysis models can combine multiple data
types, such as images, and speech, to analyze the different aspects of a social
engineering attack. The models can also adapt and learn from new attack types
and update their detection algorithms accordingly [11].

Scenario-Based Attack Detection. By simulating various attack scenarios
and examining user behaviour for signals of an attack, scenario-based attack
detection is a technique used to identify and stop social engineering attacks.
It involves creating hypothetical situations and common attack patterns that
closely resemble strategies and procedures employed by attackers and then keep-
ing an eye on user behaviour to spot potential risks. Red team assessments,
involving simulated attacks performed by specialized teams, are often used to
evaluate an organization’s resilience against social engineering attacks. Such
assessments provide empirical evidence by demonstrating how effective existing
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security measures are in detecting and mitigating real-world social engineering
threats [12].

Scenario-based attack detection should be an ongoing process that evolves
alongside emerging social engineering techniques. Regularly updating and refin-
ing attack scenarios based on new threats and attack vectors is crucial to main-
tain the effectiveness of this protection method.

3.2 Criteria for Method Evaluation

This section defines newly devised criteria for evaluating the protection and
prevention methods selected. Some of these criteria focus on the applicability of
the protection methods to be evaluated.

Method of Protection - MoP. Refers to a specific approach, technique, or
countermeasure implemented to safeguard individuals, organizations, or systems
against social engineering attacks.

Method of Treatment - MoT. Indicates whether the method of treatment
targets Prevention P, Reaction R, Detection D or a mix of these.

Degree of Protection - DoP. Evaluates the effectiveness of a protection
method in addressing the attacks it specializes in. The evaluation can lead to
assessing that the provided degree of protection is either Small, Medium, or
Great. “Small” means that extra measures or improvements are necessary to
enhance the protection level and strengthen the security posture, “Medium”
indicates that the method offers a satisfactory protection level under typical
circumstances while “Great” suggests that the method surpasses the average
protection level and is considered highly reliable and secure.

Ease of Implementation - EoI. Assesses how easily the response suggested
by a protection method can be implemented in an information system or incor-
porated into an organization’s plan. EoI can be categorised as Small, Medium,
or Great, based on the level of effort, resources, and complexity required to
deploy and integrate the suggested response. “Small” indicates that the imple-
mentation process is straightforward, requiring minimal changes or adjustments,
“Medium” implies a balanced effort level without posing overwhelming obsta-
cles while “Great” suggests that the response can be quickly adopted without
causing disruptions or significant changes to existing systems or processes.

Application Part - AppP. Identifies the areas or components to which the
proposed method applies. These areas are: The architecture, Policies and Pro-
cedures, Security Mechanisms, People, and Systems. This categorization clarifies
the scope and context in which the method can be effectively implemented.

Implementation Time - ImplT. Refers to the estimated duration, measured
in Hours, Days, Months, or Years, required to fully implement the proposed
method. It represents the time investment needed to deploy and integrate the
method into an organization’s existing infrastructure, processes, and security
framework. While time estimation can be quite challenging, several factors can
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be considered to facilitate it: the method complexity, organization size, resource
availability, complexity and integration, plus the training and familiarization.
By breaking down the implementation tasks, identifying dependencies, and con-
sidering the above factors, a reasonable implementation time estimation can be
derived. However, it must be noted that unforeseen challenges or unexpected cir-
cumstances may impact the actual implementation time, and regular monitoring
and adjustment of the implementation plan may be necessary.

Application Effort - AppE. Evaluates the amount of effort required to fully
implement the proposed method. AppE can be assessed as small, medium, or
great, based on the resources, time, and complexity involved in the implemen-
tation process. “Small” indicates that the method can be readily implemented
efficiently without significant disruptions or resource-intensive activities with
the available resources and within a reasonable time frame. “Medium” indi-
cates that it can be accomplished within a manageable time frame and with
a reasonable resource allocation. Thus, the method is implementable with the
organization’s existing capabilities and may require a moderate coordination and
planning level. A “Great” value suggests that the implementation may require
significant changes to the existing infrastructure, processes, or systems. So, the
method is resource-intensive, complex, and may require extra expertise or sup-
port for successful implementation. Thus, implementing such a method may
involve extensive planning, coordination, and resource allocation.

Implementation Cost - ImplC. Refers to the expenses associated with
implementing and maintaining a protection method. It quantifies the financial
resources required for the method’s setup, deployment, and ongoing manage-
ment. A method’s ImplC can be categorized into three general categories: Small,
Medium, and Great, representing different cost ranges. “Small” indicates that the
method can be implemented without significant financial burden or extra invest-
ments. Thus, the cost is manageable and aligns with the organization’s bud-
getary constraints. “Medium” indicates that the cost is within a balanced range,
considering the value provided by the method and the organization’s financial
capabilities. Thus, the implementation cost is justifiable and can be accommo-
dated with appropriate budget planning. A “Great” assessment value suggests
that the cost may exceed the average budget allocation and might require extra
financial resources or long-term commitments. As such, the method may involve
expensive infrastructure, specialized tools, or ongoing licensing fees.

3.3 Evaluation Results

The evaluation results are presented via a set of tables. Each table showcases
how well each method within a specific category satisfies the above criteria.

3.4 Analysis of Evaluation Results

This section analyses the methods’ effectiveness in terms of their performance
against the devised criteria. The analysis is performed per method category.
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Table 1. Policy and Process Control

MoP MoT DoP EoI AppP ImplT AppE ImplC

[13] D, P, R Great Medium Policies and Procedures Months Medium Medium

[14] P Medium Medium Policies and Procedures Months Medium Medium

Table 2. Awareness Training

MoP MoT DoP EoI AppP ImplT AppE ImplC

[15,16] P Medium Great People Days Great Great

[17] P, R Small Great Systems, People Hours Great Great

[18] P Medium Great Systems, People Hours Great Great

[19] P Medium Medium Systems, People Hours Medium Great

[20] D Great Small Systems, People Days Medium Great

Policy and Process Control deals with all security levels (Technical Attacks
- Social Engineering Attacks, etc.) but every category method is quite time-
consuming to implement. It is a general method of security that stands out in
overall organisational security approaches. It is defined around the business and
the user environment. However, the security frameworks introduced to address
attacks have been added as extra elements to the broader security architecture,
rather than to the strategic policy and process control development (i.e., by-
design) [62]. More importantly, policy must be inherently structured with people
management and embedded at the core of all information systems.

As can be seen in Table 1, EoI is moderate and implementation time corre-
sponds to months since it takes some time to implement such security approaches
as a whole. There is a fairly good protection degree but mainly only general
guidelines for security procedures are provided for the whole information system
and the people participating in it. The application part is Policies and procedures
and the implementation costs are moderate.

More effective policies may be developed identifying gaps in current policies
and introducing new policies better tailored to social engineering threats. There
is also a need to measure more accurately policies and process control effective-
ness in preventing and mitigating social engineering attacks with new metrics
and evaluation methods. Such data can also be used to train ML and DL models.

Awareness Training is probably the most basic response to social engineer-
ing attacks since the weak system link is the human user. As can be seen in
Table 2, this method category is mainly concerned with prevention, while its
main application targets are humans and systems. The protection degree, ease
of implementation, implementation time and cost can vary depending on the
program and training type each organization-organization will follow.

There are various training modes, where beyond a simple presentation or
seminar, they can take the form of interactive games or training systems, which
make the process more interesting and reward the user in the learning process.
Training has shown good results as a way of protection as it reduces social
engineering attacks to a fairly satisfactory degree, but it must be done thoroughly
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Table 3. Technical - Sandboxing

MoP MoT DoP EoI AppP ImplT AppE ImplC

[21] D, P, R Great Medium Systems Months Medium Medium

[6] D Medium Medium Systems Days Medium Medium

[22,23] P Small Medium Systems Weeks Medium Medium

[24] R Great Great Systems Weeks Great Medium

[25] R Great Great Systems Days Great Great

Table 4. Technical - AAA

MoP MoT DoP EoI AppP ImplT AppE ImplC

[26] D Medium Medium Systems, Policies and Procedures Days Medium Medium

[27] R Medium Medium Systems, Policies and Procedures Days Medium Great

and properly implemented in an organisation to attain such results. It must be
also continuously applied to cover new attacks and exploitation modes [63].

Sandboxing mechanisms represent a good protection way at a low cost com-
pared to what they offer. As can be seen in Table 3 the protection provided is
Medium to High, except for some methods in a more experimental stage. The
EoI is Moderate to Great since the system supports the user in making correct
decisions as to how to run applications of dubious origin in such an environment
via a UI without being obscure and difficult for the ordinary user. Implementa-
tion time ranges from days to months depending on the approach taken and the
environment choice (widespread and quickly accessible, or experimental-research
in development) while implementation effort ranges from Medium to Great in
the examined methods, as they did not use an already existing infrastructure
with some exceptions. The application target is systems while cost again varies
depending on the environment choice, but ranges towards Moderate.

The attack range addressed is wide as many key attack features are covered
[64]. The Sandboxing mechanisms already in use are widespread as a security
solution, with a fairly good defence rate against large-scale attacks but there is
room for improvement in enhancing their detection capabilities and performance.

AAA: It is a moderate protection mode and specific towards large organisations
as it provides a centralized management framework for access control, making
it easier to manage a large number of users, resources and permissions, and
can easily be scaled depending on the use case. As can be seen in Table 4, the
coping mode is mainly in detection and reaction with medium protection and
EoI as there are many established infrastructures and implementations that are
accessible (FreeRADIUS, Globberry, etc.). EoI is also moderate since once the
AAA infrastructure is built, it is very easy to cover many people in the organ-
isation. Implementation time is usually within hours and the implementation
effort is moderate. The application targets are systems, policies and procedures
while the implementation cost is moderate to low if open-source solutions are
used. However, the cost of implementation is Medium to Great in the solutions
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Table 5. Technical - Monitoring

MoP MoT DoP EoI AppP ImplT AppE ImplC

[28] D Medium Medium Systems Weeks Medium Medium

[29] D Great Great Systems Hours Small Great

[30] D Medium Great Systems, Policies and Procedures Hours Medium Great

[31] D Great Great Systems Hours Small Great

Table 6. Technical - Integrity Checking

MoP MoT DoP EoI AppP ImplT AppE ImplC

[32] D Medium Medium Security Mechanisms Months Small Medium

[33] P Small Medium Security Mechanisms Months Medium Medium

[34] P Medium Great Security Mechanisms Weeks Medium Medium

[35] D Medium Medium Security Mechanisms Weeks Medium Small

we examined as they require extra resources, such as storage, bandwidth, and
processing power, to collect and analyze data.

The authentication methods can be improved to better protect against social
engineering attacks relying on credential theft or account takeover. While AAA
solutions typically include some authentication form, they may not be sufficient
to protect against the latest social engineering techniques. Research in this area
could focus on developing new authentication methods more resistant to social
engineering attacks, such as biometric authentication or behavioural analysis.
While AAA solutions typically include authorization controls, these controls may
not be sufficient to prevent social engineering attacks that exploit weaknesses
in the authorization process. Research in this area could focus on developing
new authorization methods more resistant to social engineering attacks, such as
adaptive authorization that considers user behaviour and context.

Monitoring: As can be seen in Table 5, response mode is Detection while
EoI is medium to great, as there are many open-source implementations (e.g.,
Wireshark, OSSEC). It is mainly applied to systems. The implementation time
depends on the solution and tool choice (Hours - Days - Months) but the mon-
itoring data, to be meaningful, must be collected over a long time period. The
implementation cost is from moderate to none as there are several monitoring
programs even for free (e.g., SolarWinds IP Monitor). Monitoring delivers good
protection results [29] It is one of the most effective protection ways, if there is
a cyber security specialist or a mechanism (Software, Model, etc.) in the orga-
nization that manages the network traffic, system logs, user activity, etc.

Monitoring may not be always able to detect the latest social engineering
attacks. As such, research in this area could focus on developing new, more
effective monitoring techniques, such as user activity monitoring, network mon-
itoring, and endpoint monitoring. Further research is needed to compare the
effectiveness of different monitoring approaches and identify best practices.

Integrity Checking. As can be seen in Table 6, response mode is prevention and
detection, since users are warned of any malicious actions. The protection degree
is moderate since the final decision beyond warning is at the user’s discretion. EoI
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Table 7. Technical - Machine Learning

MoP MoT DoP EoI AppP ImplT AppE ImplC

[36] D Medium Great Security Mechanisms Months Great Medium

[37] D Medium Medium Systems Weeks Medium Medium

[38] D Great Medium Security Mechanisms Months Medium Medium

[39] D Small Medium Security Mechanisms Months Medium Great

[40] D Small Medium Architecture Months Medium Medium

[41] D Medium Great Systems Hours Medium Great

[42] D Great Great Systems Hours Medium Great

[43] D Great Medium Systems Months Medium Small

Table 8. Technical - Deep Learning

MoP MoT DoP EoI AppP ImplT AppE ImplC

[44] P Small Small Architecture Months Medium Small

[45] D Small Medium Security Mechanisms Months Medium Medium

[46] D Great Small Systems Months Medium Small

[47] P Small Medium Security Mechanisms Weeks Medium Medium

[48] P Small Medium Security Mechanisms Weeks Medium Medium

[49] D Great Medium Security Mechanisms Days Medium Medium

is medium as there are existing tools (e.g., Tripwire, AIDE); but it may vary
in some methods depending on what stage they are and how experimental is
their approach. The application target is Security mechanisms. Implementation
effort is usually moderate as the existing tools are easily integrated and there is
sufficient documentation for such an integration, with some exceptions depending
on the research and the algorithms under consideration. Implementation time is
moderate - mostly months as there was no existing infrastructure in the examined
methods. The cost of implementation is Medium.

Integrity checking can be improved by enhancing the methods’ scalability
to protect against large-scale attacks. The existing methods should be also
extended, e.g., by using ML algorithms to identify anomalous behaviour, so
as to address attacks that involve manipulation of data or systems.

Machine Learning becomes increasingly common with great research inter-
est since the use and invention of ML algorithms have been quite widespread
recently. As shown in Table 7, the coping mode is Detection. The protection
degree, implementation time and implementation cost vary depending on the
approach followed and the volume of data selected each time for learning. The
application target varies (Security Mechanisms, Systems, Architecture) in the
examined methods. EoI is moderate to high, as once the algorithm has acquired
the necessary ‘knowledge’, it can be included in systems with relative ease.

Using feature variables with behavioural input data sets (usually collected
through monitoring), accurate predictions and indicator measurements can be
achieved in terms of the significance of a file or user behaviour effect on a system.



Overview of Social Engineering Protection and Prevention Methods 77

Table 9. Technical - Scenario Based

MoP MoT DoP EoI AppP ImplT AppE ImplC

[50] D Small Medium Security Mechanisms Weeks Medium Medium

[51,52] P Small Medium Security Mechanisms Months Great Medium

[53] R Medium Medium Security Mechanisms Weeks Small Medium

[54] P Small Medium Security Mechanisms Weeks Medium Medium

[55] D Medium Great Security Mechanisms Days Small Great

[56] D Small Small Security Mechanisms Weeks Medium Great

[57] D Small Medium Security Mechanisms Weeks Small Medium

Table 10. Technical - Hybrid

MoP MoT DoP EoI AppP ImplT AppE ImplC

[58] P Medium Medium Security Mechanisms, Policies and Procedures Weeks Medium Great

[59] R Great Medium Security Mechanisms, Policies and Procedures Weeks Medium Medium

[60] D Medium Medium Security Mechanisms, Policies and Procedures Days Medium Medium

[61] D Great Medium Security Mechanisms, Policies and Procedures, People Days Medium Medium

While ML tools have been built, tested and evaluated in research, their applica-
tion has largely focused on countering phishing attacks [65,66].

There is room to further optimize ML methods. Developing more effective
feature engineering methods is a potential research gap so as to more accurately
extract relevant features from social engineering attack data. The interpretability
of ML models could be also improved by utilising, e.g., explainable artificial
intelligence (XAI) methods [67].

Deep Learning. With neural networks being increasingly used and slowly
replacing traditional ML algorithms, DL approaches are becoming more and
more common. As can be seen in Table 8, DL methods supply detection and pre-
vention abilities since they are similar to ML methods. The protection degree can
vary from small to great as it depends on the model created and the data used
to create it. EoI is moderate as it depends on the way the problem is approached
and the amount of data to be learned. The application target can vary (Archi-
tecture, security mechanisms, and systems). Implementation time varies from
weeks to months, as it is quite time-consuming to train a neural network with
a large data volume. Implementation effort is medium and the cost is small to
medium in the studied methods, as suitable, advanced tools to train the models
already exist (e.g., Tensorflow, Keras). These values may vary depending on the
integration requirements of each implementation effort.

The DL research results are modest at present but may improve further due
to the intensity of research being conducted. DL solutions can be improved by
more diverse and relevant data collection, incorporating contextual information
into DL models and developing DL models that can detect and respond to social
engineering attacks in real-time. It is also worth addressing the potential for bias
in the DL algorithms so as to increase prediction accuracy.
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Scenario-Based. It can be seen from Table 9 that the response mode varies
while the application target is security mechanisms. The protection degree, EoI,
implementation time and effort can vary as they depend on the kind and com-
plexity of the scenario chosen by the researchers. As such, such methods can be
used for more specific situations and organisation needs; however, we can use
combinations of scenario-based attack detection methods to get better results
and attain a larger coverage.

Research must be conducted for the more accurate measurement of the meth-
ods’ effectiveness via the use of objective and standardized metrics. Further,
there is a need to develop personalized training scenarios that are tailored to the
specific needs and vulnerabilities of individual employees or employee groups.

Hybrid. As shown in Table 10, the response mode varies. The implementation
effort is medium in the examined methods as hybrid proposals with specific use
cases can have great cost-benefit analysis and a well-defined incident-response
plan. The application target is Security mechanisms, policy and processes plus
people, as hybrid methods use a union of technical and non-technical approaches.
The implementation time ranges from days to weeks. The cost can vary from
little to great depending on the method complexity and integration. Hybrid
protection methods are quite effective but with a slightly higher implementation
cost due to the expertise and infrastructure needed.

Hybrid approaches often involve integrating multiple solutions and technolo-
gies, which can be challenging. Thus, there is a need to develop standardized
frameworks and protocols to enable seamless integration of different protection
methods. There is also the need to develop optimization algorithms that can take
into account the strengths and weaknesses of the different protection methods
to achieve optimal hybrid approach performance.

Overall Analysis: Determining a single method category as universally better
than the others based on all criteria is challenging, as the methods’ effectiveness
against social engineering attacks depends on various factors. Different criteria
hold different weights of importance for different organizations or systems, mak-
ing it difficult to establish a definitive superiority across all categories. However,
there are categories that may be deemed better than others based on specific
criteria. For instance, ML methods promise to detect and mitigate social engi-
neering attacks by utilizing advanced algorithms and pattern recognition. They
can adapt and evolve to new attack vectors, making them highly effective in
certain scenarios. Similarly, categories like Policy and Process Control, focusing
on establishing robust security procedures and guidelines, can provide compre-
hensive protection and help organizations maintain a strong defence against
attacks. In terms of EoI, some categories may require significant effort and
time to fully implement, such as Policy and Process Control. These methods
typically involve developing comprehensive security procedures and guidelines
for the entire information system, which can be time-consuming and resource-
intensive. On the other hand, categories like Monitoring and Integrity Checking
may have a relatively easier implementation process, as there are existing tools
and open-source solutions available. Similarly, the protection degree can vary
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across categories. While some methods may offer great protection against social
engineering attacks, such as Sandboxing Mechanisms and ML, others may pro-
vide only moderate or small protection levels. It depends on the specific features
and capabilities of each method in addressing the attacks they specialize in.

It is also challenging to pinpoint a specific category as generally worse than
others. Each category has its own strengths and weaknesses, and their effec-
tiveness can vary depending on the context and specific criteria. For example,
categories like Awareness Training, aiming to educate and empower users to
recognize and resist social engineering attempts, can be highly effective only
when implemented correctly. However, if not properly executed or lacking regu-
lar updates, their impact may be limited.

In real-world scenarios, the implementation of social engineering prevention
methods often requires a hybrid approach that combines multiple strategies to
address the multifaceted nature of social engineering attacks. These hybrid solu-
tions leverage a combination of technological, procedural, and educational mea-
sures to create a robust defence against ever-evolving threats. For instance, an
organization might employ advanced email filtering systems to detect and block
phishing attempts, complemented by periodic security awareness training for
employees to identify and report suspicious messages. Additionally, access con-
trols and multi-factor authentication mechanisms can be integrated to prevent
unauthorized access to critical systems, mitigating the risk of social engineer-
ing attacks that exploit human error. The adoption of hybrid solutions allows
organizations to create a layered defence, where each protective measure rein-
forces the effectiveness of others, thereby significantly reducing the likelihood of
successful social engineering attacks.

To determine the most suitable category or combination of methods, orga-
nizations should carefully evaluate their needs, assess the potential risks they
face, and consider those criteria that hold the highest priority for their opera-
tion. By conducting thorough assessments and understanding the strengths and
limitations of each category and method especially against the devised criteria,
organizations can make informed decisions on which methods are most suitable
for their needs to establish a multi-layered defence against social engineering
attacks.

4 Conclusion

This paper has supplied an analysis of protection and prevention methods against
social engineering attacks, facilitating the selection of such methods based on
the user/organisation needs as well as the development of countermeasures and
conduction of further research in this area. It has classified the methods based
on some key dimensions by extending the work in [3] and assessed them based on
specific evaluation criteria. The evaluation results obtained were then analysed
to infer some interesting conclusions, such as how effective these methods are.
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