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Preface

The 28th edition of the European Symposium on Research in Computer Security
(ESORICS) was held in The Hague, The Netherlands, September 25-29, 2023. In addi-
tion to the main conference, 12 workshops were organized and held in the same time
period.

This volume includes the accepted contributions to 4 of these workshops, as follows:

• the 9thWorkshop on the Security of Industrial Control Systems and ofCyber-Physical
Systems (CyberICPS 2023);

• the 18th International Workshop on Data Privacy Management (DPM 2023);
• the 7th International Workshop on Cryptocurrencies and Blockchain Technology

(CBT 2023); and
• the 7th International Workshop on SECurity and Privacy Requirements Engineering

(SECPRE 2023).

While each of the workshops had a high-quality program of its own, the organizers
opted to publish the proceedings jointly; these are included in this volume,which contains
29 full papers. The authors improved and extended these papers based on the reviewers’
feedback as well as the discussions at the workshops.

We would like to thank each and every one who was involved in the organization
of the ESORICS 2023 workshops. Special thanks go to the ESORICS 2023 Workshop
Chairs and to all the workshop organizers and their respective Program Committees who
contributed to making the ESORICS 2023 workshops a real success. We would also
like to thank the ESORICS 2023 Organizing Committee for supporting the day-to-day
operation and execution of the workshops.
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and Yves-Alexandre de Montjoye



viii Contents – Part I

Patient-Centric Health Data Sovereignty: An Approach Using Proxy
Re-Encryption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

Bruno Rodrigues, Ivone Amorim, Ivan Silva, and Alexandra Mendes

PrivacySmart: Automatic and Transparent Management of Privacy Policies . . . . 216
Cristòfol Daudén-Esmel, Jordi Castellà-Roca, Alexandre Viejo,
and Eduard Josep Bel-Ribes

Try On, Spied On?: Privacy Analysis of Virtual Try-On Websites
and Android Apps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232

Abdelrahman Ragab, Mohammad Mannan, and Amr Youssef

Integrally Private Model Selection for Support Vector Machine . . . . . . . . . . . . . . 249
Saloni Kwatra, Ayush K. Varshney, and Vicenç Torra

Differentially Private Traffic Flow Prediction Using Transformers:
A Federated Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

Sargam Gupta and Vicenç Torra

Analyzing Continuous Ks-Anonymization for Smart Meter Data . . . . . . . . . . . . . 272
Carolin Brunn, Saskia Nuñez von Voigt, and Florian Tschorsch

Towards Real-World Private Computations with Homomorphic
Encryption: Current Solutions and Open Challenges . . . . . . . . . . . . . . . . . . . . . . . . 283

Michela Iezzi, Carsten Maple, and Andrea Leonetti

AddShare: A Privacy-Preserving Approach for Federated Learning . . . . . . . . . . . 299
Bernard Atiemo Asare, Paula Branco, Iluju Kiringa, and Tet Yeap

Secure Multiparty Sampling of a Biased Coin for Differential Privacy . . . . . . . . . 310
Amir Zarei and Staal A. Vinterbo

CBT 2023

Transaction Fee Mechanism for Order-Sensitive Blockchain-Based
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

Mohammad Sadegh Nourbakhsh, Feng Hao, and Arshad Jhumka

Comparison of Ethereum Smart Contract Analysis and Verification
Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344

Vincent Happersberger, Frank-Walter Jäkel, Thomas Knothe,
Yvonne-Anne Pignolet, and Stefan Schmid

Chaussette: A Symbolic Verification of Bitcoin Scripts . . . . . . . . . . . . . . . . . . . . 359
Vincent Jacquot and Benoit Donnet



Contents – Part I ix

A Simple Single Slot Finality Protocol for Ethereum . . . . . . . . . . . . . . . . . . . . . . . 376
Francesco D’Amato and Luca Zanolini

Timely Identification of Victim Addresses in DeFi Attacks . . . . . . . . . . . . . . . . . . 394
Bahareh Parhizkari, Antonio Ken Iannillo, Christof Ferreira Torres,
Sebastian Banescu, Joseph Xu, and Radu State

On the (Not So) Surprising Impact ofMulti-Path Payments on Performance
And Privacy in the Lightning Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411

Charmaine Ndolo and Florian Tschorsch

SECPRE 2023

Creating Privacy Policies from Data-Flow Diagrams . . . . . . . . . . . . . . . . . . . . . . . . 433
Jens Leicht, Marvin Wagner, and Maritta Heisel

Up-to-Date Threat Modelling for Soft Privacy on Smart Cars . . . . . . . . . . . . . . . . 454
Mario Raciti and Giampaolo Bella

Security and Privacy for Mobile Crowdsensing: Improving User Relevance
and Privacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 474

Cihan Eryonucu and Panos Papadimitratos

Review on Privacy and Trust Methodologies in Cloud Computing . . . . . . . . . . . . 494
Stavros Simou, Aikaterini-Georgia Mavroeidi, and Christos Kalloniatis

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507



Contents – Part II

CPS4CIP 2023

An Opportunity-Based Approach to Information Security Risk . . . . . . . . . . . . . . . 7
Dinh Uy Tran, Sigrid Haug Selnes, Audun Jøsang, and Janne Hagen

A Methodology for Cybersecurity Risk Assessment in Supply Chains . . . . . . . . . 26
Betul Gokkaya, Leonardo Aniello, Erisa Karafili, and Basel Halak

IM-DISCO: Invariant Mining for Detecting IntrusionS in Critical
Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Guilherme Saraiva, Filipe Apolinário, and Miguel L. Pardal

Unravelling Network-Based Intrusion Detection: A Neutrosophic Rule
Mining and Optimization Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Tiago Fontes Dias, João Vitorino, Tiago Fonseca, Isabel Praça,
Eva Maia, and Maria João Viamonte

Labeling NIDS Rules with MITRE ATT &CK Techniques Using ChatGPT . . . . 76
Nir Daniel, Florian Klaus Kaiser, Anton Dzega, Aviad Elyashar,
and Rami Puzis

User Behavior Analysis for Malware Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Valentina Dumitrasc and René Serral-Gracià

Balancing XAI with Privacy and Security Considerations . . . . . . . . . . . . . . . . . . . 111
Christoforos N. Spartalis, Theodoros Semertzidis, and Petros Daras

Utilizing the Ensemble Learning and XAI for Performance Improvements
in IoT Network Attack Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

Chathuranga Sampath Kalutharage, Xiaodong Liu,
Christos Chrysoulas, and Oluwaseun Bamgboye

Digital Twins in Healthcare: Security, Privacy, Trust and Safety Challenges . . . . 140
Cecilie Solberg Jørgensen, Ankur Shukla, and Basel Katt



xii Contents – Part II

ADIoT 2023

C-TAR: A Compositional Threat Analysis and Risk Assessment Method
for Infrastructure-Based Autonomous Driving . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Mohamed Abdelsalam, Simon Greiner, Oum-El-Kheir Aktouf,
and Annabelle Mercier

The VOCODES Kill Chain for Voice Controllable Devices . . . . . . . . . . . . . . . . . . 176
Sergio Esposito, Daniele Sgandurra, and Giampaolo Bella

DETONAR-Light: An IoT Network Intrusion Detection Using DETONAR
without a Sniffer Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

Victoria Bull, Niclas Finne, Andrea Agiollo, Pallavi Kaliyar,
Luca Pajola, Thiemo Voigt, and Mauro Conti

Firmware-Based DoS Attacks in Wireless Sensor Network . . . . . . . . . . . . . . . . . . 214
Phi Tuong Lau and Stefan Katzenbeisser

Single-Server BatchDelegation ofVariable-Input PairingswithUnbounded
Client Lifetime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

Giovanni Di Crescenzo, Matluba Khodjaeva, and Dilan D. Morales Caro

SigIL: A Signature-Based Approach ofMalware Detection on Intermediate
Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

Giancarlo Fortino, Claudia Greco, Antonella Guzzo, and Michele Ianni

SecAssure 2023

Toward Next-Generation Cyber Range: A Comparative Study of Training
Platforms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

Alexandre Grimaldi, Julien Ribiollet, Pantaleone Nespoli,
and Joaquin Garcia-Alfaro

Forkfuzz: Leveraging the Fork-Awareness in Coverage-Guided Fuzzing . . . . . . . 291
Marcello Maugeri, Cristian Daniele, and Giampaolo Bella

Trust Assumptions in Voting Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309
Kristjan Krips, Nikita Snetkov, Jelizaveta Vakarjuk, and Jan Willemson

Introducing Distributed Ledger Security into System Specifications
with the Isabelle RR-Cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330

Florian Kammüller



Contents – Part II xiii

Enhancing Security Assurance in Software Development: AI-Based
Vulnerable Code Detection with Static Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 341

Sampath Rajapaksha, Janaka Senanayake, Harsha Kalutarage,
and Mhd Omar Al-Kadri

WASP 2023

Least Information Redundancy Algorithm of Printable Shellcode
Encoding for X86 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361

Yuanding Zhou

Execution at RISC: Stealth JOP Attacks on RISC-V Applications . . . . . . . . . . . . 377
Loïc Buckwell, Olivier Gilles, Daniel Gracia Pérez, and Nikolai Kosmatov

Modeling Obfuscation Stealth Through Code Complexity . . . . . . . . . . . . . . . . . . . 392
Sebastian Schrittwieser, Elisabeth Wimmer, Kevin Mallinger,
Patrick Kochberger, Caroline Lawitschka, Sebastian Raubitzek,
and Edgar R. Weippl

ZeekFlow: Deep Learning-Based Network Intrusion Detection
a Multimodal Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 409

Dimitrios Giagkos, Orestis Kompougias, Antonis Litke,
and Nikolaos Papadakis

FedREVAN: Real-time DEtection of Vulnerable Android Source Code
Through Federated Neural Network with XAI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 426

Janaka Senanayake, Harsha Kalutarage, Andrei Petrovski,
Mhd Omar Al-Kadri, and Luca Piras

Finding Server-Side Endpoints with Static Analysis of Client-Side
JavaScript . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442

Daniil Sigalov and Dennis Gamayunov

The Nonce-nce of Web Security: An Investigation of CSP Nonces Reuse . . . . . . 459
Matteo Golinelli, Francesco Bonomi, and Bruno Crispo

TAURIN 2023

Internet Transparency Through Multi-party Computation . . . . . . . . . . . . . . . . . . . . 481
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CyberICPS 2023 Preface

This book contains revised versions of the papers presented at the 9thWorkshop on Secu-
rity of Industrial Control Systems and Cyber-Physical Systems (CyberICPS 2023). The
workshop was co-located with the 28th European Symposium on Research in Computer
Security (ESORICS 2023) and was held in The Hague, The Netherlands, on September
28th, 2023.

Cyber-physical systems (CPS) are physical and engineered systems that interact with
the physical environment, whose operations are monitored, coordinated, controlled, and
integrated by information and communication technologies. These systems exist every-
where around us, and range in size, complexity, and criticality from embedded systems
used in smart vehicles, to SCADA systems in smart grids, to control systems inwater dis-
tribution systems, to smart transportation systems, to plant control systems, engineering
workstations, substation equipment, programmable logic controllers (PLCs), and other
Industrial Control Systems (ICS). These systems also include the emerging trend of
Industrial Internet of Things (IIoT) that will be the central part of the fourth industrial
revolution. As ICS and CPS proliferate, and increasingly interact with us and affect our
lives, their security becomes of paramount importance.

CyberICPS 2023 brought together researchers, engineers, and governmental actors
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or visibility of the reviewing process of submissions authored or co-authored by them.
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and responding to such attacks.
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Abstract. In critical infrastructure, cyber incidents can have significant
impact not only on an organization itself but also on the security of soci-
ety and safety of the public. In recent years, there has been an increasing
number of supply chain cyber attacks, with weak links in the chain com-
monly exploited as points of penetration. For this reason, it is crucial
for organizations to start managing cyber security not only within their
own organization, but also across the entire supply chain. To shed light
on this challenge and bridge existing gaps, this study investigated the
effects of cyber security culture within and among organizations across
the energy sector supply chain. Our findings indicate that cultivating a
robust security culture can significantly enhance supply chain security
practices. Therefore, it is of paramount importance to prioritize efforts
towards aligning organizations through the promotion of common under-
standing and shared values. These concerted efforts are not only advan-
tageous but also indispensable as we strive toward a more secure future
for the supply chain.

Keywords: Cyber security · Cyber security culture · Organizational
culture · Supply chain security · Supply chain cyber security · Human
factors · Critical infrastructure · Supply chain risk management

1 Introduction

In the energy sector, many organizations have a technical environment that con-
sists of both administrative systems and operational systems. With increasing
digitization, the dependencies on these systems, as well as their supply chains, are
becoming increasingly crucial. In these environments, there is often a combina-
tion of new and old technology, including industrial control systems and legacy
systems. Traditionally, many of these systems were physically separated from
other systems through airgapping [1]. However, with the increasing interconnec-
tion between them today, the distinction is becoming less prominent [2,3]. This
results in increased risk for the organizations, especially considering that many
legacy systems were not designed with security in mind. Also the increased use
of Industrial Internet of Things (IIoT) has raised concerns about vulnerabilities
in operational technology (OT) environments [4].
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Additionally, the vulnerabilities in the supply chain are increasing with its
complexity. In a complex supply chain, organizations lack visibility and control,
which in turn exposes them to a wide range of threats [5]. According to ENISA
[6], the number of supply chain attacks has increased rapidly in the last years,
and this number is expected to continue to increase further in the years to come.
This is challenging as it becomes necessary not only to consider cybersecurity
within the borders of an organization, but also to take into account the relations
and dependencies with other organizations in the chain. Meanwhile, the men-
tioned complexity and lack of visibility and transparency in the chain can make
it difficult to discover and identify such relations and dependencies. In addition,
the consequences of a security incident or an attack may extend beyond the
affected organization. As a part of critical infrastructures, the energy sector is of
significant importance for modern society. Many of the organizations within the
sector rely on the same large vendors, creating interdependencies among them
[7]. Hence, the ripple effect of large-scale targeted attacks could have serious
impact on society. The relation and dependencies between the different sectors
and critical infrastructures further makes it possible for incidents to propagate
and have detrimental effects even across different industries. Consequently, sup-
ply chain cyber security risk is something to consider not only for the individual
organizations or the energy sector, but also for national security [5]. The question
is then, how can organizations in the energy sector mitigate these risks? Previ-
ous research has mainly been focused on the technical aspects of cyber security,
while human aspects have been more neglected [8]. Human and organizational
aspects of cyber security does however play an important role.‘
Therefore, to fill this gap, this study aims to investigate the effects of cyber secu-
rity culture on supply chain security practices and the relation between entities
in the chain. In more detail, this work attempts to provide insights into:

– How organizational cyber security culture affects the overview and control of
dependencies to other organizations in the supply chain from a preparedness
perspective (RQ1).

– How organizational cyber security culture affects the level of trust in other
organizations in the supply chain (RQ2).

In addressing RQ1, the study explores security practices related to depen-
dencies to other organizations in the chain, such as the procurement process
and security revision. It aims to examine how organizational cyber security cul-
ture influences the extent to which organizations have a clear understanding
of dependencies and maintain control over them. Regarding RQ2, the research
delves into the relationship between organizations in the supply chain and the
role of organizational cyber security culture in shaping the level of trust. It
seeks to uncover the explicit and implicit mechanisms that contribute to trust-
building, including policies, agreements, contracts, and revisions. By examining
these research questions, the study aims to shed light on the various dimensions
of cyber security culture and how they intersect with supply chain relations and
practices. The findings will provide valuable insights for organizations in the
energy sector to mitigate cyber security risks and strengthen their supply chain
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security by emphasizing the significance of organizational cyber security culture.
In summary, the main contribution of this paper is as follows:

– Bridges the gap between technical aspects of cyber security and
human/organizational aspects in the supply chain;

– Investigates the significance of cyber security culture on supply chain security;
– Enhances supply chain security practices;
– Studies trusted relationships among entities in the supply chain and their

impact on supply chain security.

The rest of the paper is organized as follows: In Sect. 2, we review the related
work conducted on supply chain cyber security and cyber security culture.
Section 3 describes the methodology used in this study. In Sect. 4, we present
and provide a detailed explanation of the findings. We discuss the implications
of our findings and their significance in Sect. 5. Finally, Sect. 6 summarizes our
conclusions and indicates possible directions for future research.

2 Related Work

2.1 Supply Chain Cyber Security

A literature review conducted by Safa et al. [9] investigates the different
aspects of cyber security in the supply chain. The findings highlight the multi-
dimensional and complex nature of supply chain cyber security. The authors
also notably emphasize the significance of organizational and human aspects of
security, in particular the importance of risk awareness, risk identification and
security policies. Employee compliance with existing policies is also identified as
a crucial factor in this work. In more recent reviews of literature, it has been
observed that there has been relatively less research conducted on human factors
in supply chain cyber security compared to technical factors [8].

Furthermore, Ghadge et al. [8] conducted a systematic literature review in
2019 to explore cyber risk management in the supply chain. The review encom-
passed 41 articles published between 2000 and 2017. The study emphasizes that
the links within a supply chain can serve as vulnerable points of penetration
if they are not sufficiently secured, underscoring the importance of identifying
these weak links within the organization. Additionally, the findings also high-
light the significant role of employees as a major cyber security risk in the supply
chain. As stated in the review, “In both the negligent and premeditated mode,
the human factor can pose the biggest and most unpredictable threat to a com-
pany’s cybersecurity” [8]. Moreover, it has been found that the risk increases
when employees from different organizations interact [8]. In the year 2022, Mel-
nyk et al. [12] identified small-to-medium sized enterprises (SMEs) as weak links
within the scope of their investigation. They conducted an exploratory research
study with the aim of developing a research framework for cyber security across
the supply chain.
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In addition to cyber security risks and challenges within the supply chain,
potential mitigations have also been proposed in research. Ghadge et al. [8]
classified such mitigations into three distinct categories, based on the phases of
an attack: Pre-attack, trans-attack and post-attack. The mitigations related to
the pre-attack phase are further divided into those addressing technical factors
and those addressing human factors, where the latter being particularly relevant
for this study. Among the mitigations mentioned in the study [8], the following
examples are noteworthy:

– Awareness training for employees
– Accreditation against standards
– Information sharing
– Standard guidelines for collaboration
– Formalised agreements between organizations
– Supplier audit
– Risk classification and identification
– Zero-trust policy

Roman et al. [10] additionally proposed international cooperation and coor-
dinated actions by government institutions, as well as establishing guidelines
to ensure transparency within and between organizations in the supply chain.
They point out that this might also include awareness and security training.
More specifically, for preparedness, they suggested approaches using cyberrange
and digital twins (DTs).

ENISA also provided recommendations in their 2021 report [6]. They pre-
sented good practices for both customers and suppliers in the supply chain to
manage supply chain cybersecurity risk, as well as the customer-supplier rela-
tionships. However, regarding certain threats, they also highlighted that there
might be a need for actions to be taken at a higher level than the organizational
one, such as at the national or European level.

2.2 Cyber Security Culture

In a recent structured literature review, Uchendu et al. [11] presented the cur-
rent work and future needs for developing a cyber security culture. Following the
PRISMA protocol [12], the study examined 58 papers from the last ten years,
focusing on four specific areas: Definitions, Factors, Frameworks, and Metrics.
The findings reveal that a significant part of previous research on security cul-
ture primarily focuses on information security culture, with only 10 of the 58
articles specifically examining cyber security culture. Figure 1 demonstrates the
distinction between cyber security and information security [13].

Uchendu et al. [11] also show that questionnaires and surveys are the most
common research instruments along with theoretical research. The study indi-
cates that a significant portion of the research encompasses a diverse range of
participants, while a smaller number of studies focus solely on top manage-
ment. An interesting finding is that, similar to research on supply chain cyber
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Fig. 1. Difference between Information Security, ICT Security and Cyber Security [13]

security, there has been relatively limited investigation into SME’s compared to
larger organizations. Besides, there is a lack of research examining the long-term
effects of cultural frameworks and approaches in practice.

This literature review also revealed that top management support is the most
frequently mentioned factor associated with the development of a cyber security
culture, appearing in 34 out of the 58 papers [11]. Other factors are depicted in
Fig. 2, scaled based on the frequency of their mention in research. It is worth
mentioning that while top management support is crucial, it alone is insufficient
to build a culture. Other factors, such as trust, awareness, training, and policies,
are also vital components in establishing a comprehensive cyber security culture.
Notably, regulations are mentioned in only four papers, which is of particular
interest in the context of this study.

Fig. 2. Factors of security culture [11]

Understanding the underlying factors that contribute to the development of
a cyber security culture is of paramount importance for this study as it facilitates
the examination of potential associations with supply chain security practices.
The review of related work revealed a significant overlap between the key factors
of security culture and the mitigations of supply chain cyber risk. Notably, there
are areas of convergence that encompass elements such as awareness, training,
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and risk management. This overlap is illustrated in Fig. 3. This finding highlights
the interconnectedness and shared importance of these factors in addressing
challenges within the supply chain context. We will elaborate more on that in
the subsequent sections.

Fig. 3. Overlapping factors

3 Method

In this section, we describe the methodology used in the study. The process is
divided into three phases including Problem Identification and Literature Review,
Data Collection and Analysis, and Data Interpretation and Reporting. Figure 4
provides a visual summary of this section.

3.1 Problem Identification and Literature Review

In the first phase of the study, empirical data from the Norwegian energy sec-
tor was used as starting point for the research. The objective was to iden-
tify challenges, risks and areas in need of improvement in relation to supply
chain security. This was studied through publicly available reports from different
actors, among others The Norwegian Water Resources and Energy Directorate
(NVE), The Office of the Auditor General of Norway (OAG) and The Norwegian
National Security Authority (NSM) [5,7,14,15]. Subsequenly, a literature study
of related academic research was performed to place the empirical information
into a broader context and to shape the theoretical concepts. ENISA’s defini-
tion of cyber security culture was used as the basis for the theoretical model. In
their report, cyber security culture “...refers to the knowledge, beliefs, percep-
tions, attitudes, assumptions, norms and values of people regarding cybersecurity
and how they manifest in people’s behavior with information technologies” [16].
SME’s were also added as a variable to the study at this point, as both reports
from the sector and the review of academic research had pointed out challenges
around these and their role in the supply chain. In this study we define the term
small-to-medium sized as an organization having 500 employees or less.
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Fig. 4. Process

3.2 Data Collection and Analysis

Related work has shown that surveys and questionnaires are the most com-
monly used tools for assessing cyber security culture. Furthermore, reviewing
recent studies also revealed several tools for assessing security culture that had
already been developed and validated. However, due to the limited research on
the combination of cyber security culture and supply chain cyber security in the
past, and the need to thoroughly explore the relationship between these con-
cepts, a qualitative approach in the form of interviews was chosen for our study.
A selection of the mentioned assessment tools were used as a foundation in the
development of an interview guide. In particular, questions and statements from
the following references were used to create a database of a total of 245 sample
statements: the adjusted Information Security Culture Assessment (ISCA) [17],
the Norwegian Digitalisation Agency’s method for assessing security culture [18],
CheckIT [19], the “Workforce”, “Response”, and “Third-Parties” dimensions of
the Cybersecurity Capability Maturity Model (C2M2) [20]. As a first iteration,
all questions that could be relevant to the research questions were identified, cat-
egorized and put into a first draft. The number of questions were then reduced in
an iterative process. The final interview guide contained a total of 54 questions
in four different categories including Background (5 questions), Perceptions of
Management and Control (14 questions), Incidents and Incident Response (10
questions), and Supply Chain Management (25 questions). Interested readers
can refer to [21] for more details on the collected data and questionnaire items,
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as they are not included here due to space limitations.
As part of the data collection preparation, a test interview was conducted. This
was done for several reasons, with a particular emphasis on verifying the antici-
pated interview duration and ensuring the clarity and comprehensibility of the
questions. The participant in this interview was not part of the study sample. In
the next step, interviews with representatives from seven different organizations
within the Norwegian energy sectors supply chain were made. The organiza-
tions were of different sizes, divided into the categories of SME and LE (Large
Enterprise). The study involved participants from these distinct roles:

– CEO
– IT Manager
– Security Architect
– Senior Advisor (Security)
– IT Administrator
– Sales Manager
– Security Manager

The data obtained from the interviews were prepared and analyzed in accor-
dance with Creswell’s data analysis spiral [22], a well-referenced approach for
analyzing qualitative data (see Fig. 5).

Fig. 5. Creswell’s Data Analysis Spiral [22]

During the initial review process, in line with Creswell’s data analysis spiral,
initial thoughts and interpretations were documented in separate comments, dis-
tinct from the interview data. In order to further classify the data, the software
tool NVivo1 was used to perform open coding in an iterative process. As a start-
ing point, cases were created for each of the organizations. Responses from each
1 More information about NVivo can be found at https://www.alfasoft.com/en/

products/statistics-and-analysis/nvivo.html.

https://www.alfasoft.com/en/products/statistics-and-analysis/nvivo.html
https://www.alfasoft.com/en/products/statistics-and-analysis/nvivo.html
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organization was then coded to the respective case. Subsequently, the classifica-
tions “SME” and “LE” were created and assigned to cases from small-to-medium
sized organizations and large organizations, respectively. Due to their relevance
to the RQ’s, the codes “Cyber security culture”, “Supply chain cyber security
practices”, “Preparedness”, “Trust”. “Organization size” were also created. Data
relevant to these elements were assigned to the respective codes. Continuing the
iterative process, new codes and sub-codes were generated based on the collected
data. The goal of this step was to identify any other relevant subjects and poten-
tially uncover any unknown underlying patterns. Figure 6 presents the resulting
codes compared by number of references they received.

3.3 Data Interpretation and Reporting

In the final step of the classification, identified codes were grouped into themes,
marking the readiness of the data for interpretation and reporting. In Sect. 4 we
will delve into a comprehensive exploration of the outcomes derived from these
interpretive processes, offering a detailed analysis and insights into the patterns,
trends, and key findings encapsulated within the gathered data.

4 Results

In this section, we provide a detailed explanation of the outcomes, which will be
presented in eight distinct subsections. Each subsection will focus on a specific
aspect of the findings, providing a comprehensive analysis of the interview data
and their implications.

4.1 Governance

The results indicate that cyber security policies and procedures are well estab-
lished in the energy organizations. With one exception, the results also show that
the responsibility for cyber security is perceived to be placed at the top manage-
ment. Top management support, however, differs much more among the organi-
zations. While most of the larger organizations explain that their top manage-
ment clearly communicates that cyber security is important for the organization,
several from the SME-category express ambiguity regarding their expectations
towards employees in terms of cyber security. One explain that top management
never challenges them if they are secure enough, but that they rather question
if they are spending too much money on security.
Fig. 7 illustrates the participants’ perception of the most significant motivation
for engaging in cyber security work within their respective organizations. The
most frequently mentioned aspect was the possible consequences for society in
case of a large breach. Legal and regulatory requirements are also important fac-
tors, as well as audits, privacy and the EU General Data Protection Regulation
(GDPR).
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Fig. 6. Comparison of Codes by Number of References.

4.2 Preparedness and Incident Response

The results indicate that all participants are familiar with cyber security inci-
dents in the sector, and that these incidents affect their respective organizations
to a variating degree. In case of an incident in the sector, at the least, the orga-
nizations need to take measures in the form of checking or verifying possible
consequences for their own organization. Information sharing among the orga-
nizations in the sector is therefore important. A common CERT for the sector
stands out as a central point of information sharing, which is highly valued by
the organizations. Vendors, however, are not necessarily under the same restric-
tions and requirements as the energy organizations, and information sharing
from vendor to customer organizations might be less structured unless agreed
upon.
From a preparedness perspective, vendor control and follow-ups are directly
related to the regulatory requirements. The regulatory framework makes strict
requirements to power organizations regarding the protection of sensitive power
information, and the organizations need to make sure that their vendors ful-
fill the information security and confidentiality requirements, as well as ensur-
ing the right to control and revise. The results suggest that all organizations
have embedded this aspect in their contracts and agreements. They also have
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Fig. 7. Key motivations for cyber security efforts in organizations

important dependencies included in their preparedness plans. In general, poli-
cies and procedures that relates to cyber security requirements seem to be well
established in the organizations. However, some participants express uncertainty
about the extent to which these plans are actually implemented in practice.

4.3 Supply Chain Challenges

Most of the participants state that they only have visibility of the supply chain
up to one tier down, two tiers down at the maximum. The depth and complex-
ity of the supply chain, as well as the traceability of components, presents a
great challenge for the organizations. More specifically, the following points are
mentioned:

– To know what you are buying. There are many tiers in the chain and
many components in each product. One participant explained this was more
challenging in OT than in IT. Another expressed a feeling that vendors barely
know what they are selling.

– Complexity and number of suppliers. It is challenging and resource-
intensive to maintain an overview over time, particularly when dealing with
a large number of suppliers, especially those that are primarily focused on
delivery.

– Lack of standardization. Lack of standardization makes it challenging to
know where to make effort.

– Lack of common understanding. This was pointed out as a current chal-
lenge, particularly when it comes to vendors understanding what it means to
deliver to critical infrastructure. A common understanding could push sup-
pliers in the right direction and benefit in the implementation of frameworks.

– Lifecycle of systems and components. Keeping all components up-to-
date can be a challenge, as some reach end-of-life and are no longer patchable.

– Gap in competency. Buyer competency is important in a supply chain.
The organization is always responsible for their own data. Misunderstandings
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of where the responsibility lies is a common challenge from a vendor’s point
of view.

Further, our results indicate that the organizations have well established policies
and procedures to verify that vendors fulfill security requirements when entering
agreements, although the specific practices vary from organization to organiza-
tion. Active follow-ups within the period of contract is however less common,
and change management is connected with the following challenges:

– Updates: Software/firmware updates from the vendor might be installed
without question, vulnerability patches in particular. If these updates are
somehow compromised or faulty, it is rarely possible to discover before damage
is done.

– Resources: Keeping track of the supply chain(s) over time is perceived
extremely challenging and resource demanding from the organizations’ per-
spective. It needs to be decided how far down in the chain one should go.
Tools and methods for keeping an overview should be considered/developed.

– Communication: Communication regarding updates and changes from ven-
dor to customer organizations is challenging and sometimes lacking. Internal
communication within organizations is also mentioned as an important point,
as the information needs to get to the right people.

4.4 Trust

The term Trust was frequently mentioned during interviews when speaking of
the supply chain. There were also a collection of factors that the participants
believed influenced the trust between organizations in the supply chain. The
factors are shown in Fig. 8.

Transparency and openness, along with dialogue, communication, and rela-
tionship, were the most frequently mentioned aspects. These are closely related
with honesty. These factors refer not only to the vertical communication of vul-
nerabilities and incidents within the chain, but also to the exchange of informa-
tion between the different organizations in the sector. A culture of sharing and
openness is necessary across the sector, and the majority of participants feel that
this culture is already present today. Some, however, also highlighted that there
is room for improvement. The following points were mentioned:

– There is less sharing in OT than IT.
– There have been improvements, but there are still glossy pictures out there

when incidents occur.
– Information sharing relies on individuals - Information needs to be lifted to

the right people to a larger degree.

A common CERT-function is also highlighted as an important aspect of the
information flow. Direct contact between suppliers and their customers appears
to be less structured and may benefit from improvement.
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Fig. 8. Factors that affect Trust

4.5 Looking Towards Others and Propagation of Trust

Our results show that especially SME’s have a tendency to look to other orga-
nizations to a large degree when choosing vendors or making security-related
decisions. Vendors with many larger size customers seem to be perceived as
more trustworthy. This is built on an assumption that larger organizations have
a higher level of security. In organizations where cyber security value was per-
ceived to be at a medium or lower level, the external focus was perceived as
a security challenge. This could be due to the fact that decision makers may
(1) look to organizations with lower security requirements without fully under-
standing the difference it makes and (2) look to others to find justification for
choosing less expensive systems.

4.6 The Impact of Organization Size

SME’s were intentially included in the study both because they have been consid-
ered weak links in the chain in previous works and that less studies have focused
on smaller organizations compared to larger ones [8,23]. For this reason, the
answers were categorized into two groups: SME’s and LE’s when presenting the
results. At first glance, the results seem to support the findings of related work, as
they suggest that cyber security is valued higher in larger organizations, and that
top management in these organizations have communicated their expectations
regarding cyber security to a larger degree compared to SME’s. However, there
are nuances to consider. Based on the results, participants from both smaller
organizations and larger organizations see both benefits and drawbacks of hav-
ing the organizational size that they have. As already mentioned there are also
some assumptions among the organizations that relates to other organizations’
size. While the results show that the larger organizations in this study generally
take cyber security very seriously, with some of them making efforts to influence
their vendors, the findings also reveal that supply chain cyber security poses



18 S. B. Sandberg et al.

challenge for them as well. One participant emphasized that they might be large
on a national scale, but not on an international scale. They further suggested
standing together with other organizations and authorities could be a possible
approach to increase their influence on vendors.
Another interesting finding is that while one participant from the SME-category
did not believe that they could have any impact on the supply chain because of
their size, another from the same category experienced that they could, but by
suggesting and presenting good solutions in addition to their requirements. This,
however, does require some in-house competency and certain priorities from their
side. A third participant from the same category explained that requirements
could be stricter in their organization, and that security evaluations were not
necessarily followed up by the risk owner even if it showed that the vendor’s
security was not satisfactory. This is primarily linked to the focus and priori-
ties of decision makers. The diversity of answers suggests that an organization’s
influence on the chain is determined by a complex combination of factors, rather
than solely relying on size and resources.

5 Discussion

In this section, we will first discuss the results in relation to the main research
questions mentioned in the Introduction. Then, we will also explore additional
findings that, although not initially part of the research questions, are still rele-
vant to the topic of cyber security culture across the energy sector supply chain.

5.1 Discussion of Main Research Questions

Here, we focus on the discussion of the research questions:

RQ1: Our results show that the awareness around the risk of third-party col-
laboration is high, however many of the organizations are strongly depending
on their vendors. The need for what the vendor can offer to the organization
outlines the risk or leads to an acceptance of the excess risk. Moreover, orga-
nizations in the energy sector find keeping control of their dependencies in the
supply chain challenging, both within IT and OT. The visibility is low below the
first tier of the chain.
According to the results, organizations have well established policies and pro-
cedures for the procurement process. However, the results also indicate that
change management and regular follow-ups within contract lifetime is less struc-
tured. This is also very resource-demanding for the organizations, considering
the number of vendors. Still, it is difficult to discover breaches to the security
requirements if they are not actively followed up on. If not, one has to make the
assumption that the conditions that are present at the point of entering con-
tract will stay constant throughout the contract lifetime. It needs to be decided
how far down in the chain one should go to keep control and how this should
be carried out over time. This depends on knowledge, competency, resources
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and willingness of both organizations and vendors, and also the perceived cyber
security value and priorities within the organization.
From the preparedness perspective, vendor control is directly related to the regu-
latory requirements that organizations in the energy sector need to comply with.
Organizations need to ensure that vendors fulfill the security and confidentiality
requirements and they also need to ensure the right to revise. Our results gen-
erally indicate that organizations have well established policies and procedures
for cyber security and supply chain management, and that they keep control of
their vendors through contracts and agreements. However, for some, it is more
unsure how well this is followed up in practice. This is a crucial point, as a pol-
icy will not be of any value to an organization unless it has an actual effect on
practices, especially in a preparedness situation. This suggests that there is still
room for improvement, and that building a good cyber security culture could be
a way for organizations to cover this gap between policy and practice. However,
it would be important for organizations to investigate further the underlying
reasons for lack of compliance with policies. There might be several causes, for
example risk perception or lack of knowledge, resources or competency. Research
has also shown that policy compliance increases when employees are not only
aware of the content of the policy, but also why the policies are important [24].
Efforts to identify these factors would ease the improvement process.

RQ2: In our study, we have found several factors that are of importance for the
trust between different organizations in the supply chain. With the exception
of turnover, all the factors are all closely related to the different dimensions of
cyber security culture reviewed in related work. As trust itself can be seen as
a cultural factor, this is not surprising [25]. Not much related work has looked
at cyber security culture beyond the borders of an organization, thus there is a
need to separate between the internal trust within the organization and external
trust towards other organizations. Transparency, openness and communication
stands out among the most frequently mentioned factors that affect the trust
between oranizations. It is also found that organizations in many cases could
benefit from increased awareness regarding where shared information ends up
within their own organization. Depending on the nature of the information, it
may need to be raised and distributed beyond IT or security personnel. Thus,
based on the factors found and their relation to cyber security culture, results
suggest that the trust in a third-party would be affected by the third-party’s
security culture. Nevertheless, the results do not give any clear suggestions to
how an organization’s own cyber security culture affect the trust in third-parties.
The importance of trust in supply chain relations and management is nonethe-
less remarkable, based on the collected data.
Several participants tended to use phrasings like “We have to trust our vendors”
or “We are at the mercy of our vendors”. The choice of words could indicate
that this is more “forced” trust than “earned” trust, in the way that the only
alternative is to trust the vendor. For instance, some pointed to the fact that
they have little to no possibility to do security revisions in practice. However,
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the same participants do feel that they might influence the supply chain through
making requirements or in other ways. A possible explanation to this could be
that there are alternatives in theory, but not in practice. Many vendors have
large, international organizations. It is also worth noting that all participants
described to have the regulatory requirements fulfilled through contracts, but
that the challenges are more related to how compliance can be verified and fol-
lowed up in practice.
Our findings also show that trust can propagate within the supply chain. As an
example, a participant from the SME-category described that it was common to
look to larger organizations in the sector when choosing vendors. Vendors with
many large customers are perceived more trustworthy based on an assumption
that larger organizations have stricter requirements and a higher level of security.
Thus, this assumption leads to implicit trust in vendors. However, the collected
data also revealed that the larger organizations find supply chain cyber security
challenging. One of the participants from the LE-category also pointed out that
simply being large does not necessarily mean that you are great, even if you have
some good prerequisites. This is an important point. Every organization is differ-
ent, and there will be a complexity of factors that have an impact on the general
lever of cyber security. Two organizations of the exact same size might have
very different values, structure and distribution of resources. It is risky to make
assumptions solely based on size, in particular when trust propagates within
the chain. Also internally, the focus should be shifted towards other factors.
By breaking it down, it is possible to both assess and improve. An assumption
that an organization cannot influence their supply chain simply because they
are small might lead to less focus on requirements and accepting lower levels of
security at the vendor. However the challenge of standing independently should
not be underestimated, and it is crucial for all organizations within the sector
to be aligned. Efforts to build a strong security culture throughout the sector
would in this case be beneficial and would also have vertical effects in the supply
chain by a larger influence on the vendors. One of the participants summarized
it effectively:

“ It has to do with raising up those with very low maturity with the help
of those with high maturity and make sure it is aligned”

Finally, a supply chain attack is an attack that takes advantage of the trust
between parties. For this reason, organizations need be aware of how, when and
why they put their trust in a third-party. Considering the results of our study,
it could also be considered to which degree a Zero Trust Architecture (ZTA)
approach could be beneficial for supply chain security. The ZTA was developed
by National Institute of Standards and Technology (NIST) as a technical app-
roach to cyber security in which there is no implicit trust between parties [26].
However, as stated in an security blog post by Edward Kost, “for the ZTA to
have maximum potential, this framework should be implemented both within
an organization and throughout its vendor network” [27]. This implies a signif-
icant demand and necessitates a cultural shift towards a zero-trust philosophy
throughout the supply chain.
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5.2 Exploration of Additional Findings

Comparisons to HSE: During the interview, several of the participants com-
pared their cyber security practices with those related to health, safety and
the environment (HSE). The first comparison was related to the value of cyber
security, where one participant expressed that they wished that cyber security
efforts would be reinforced and supported in the organization in the same way
as for HSE. In their organization, HSE was the first point on the agenda at
all board meetings. In recent years, the industry organization Energy Norway2

has focused on HSE, with the aim of making the Norwegian renewable energy
industry the best in HSE. In particular, they presented “HMS-Løftet”, which is a
pledge to lift3 the level of HSE [28]. The CEOs of the participating organizations
must sign and accept five points related to the responsibilities and attitudes they
have towards HSE. Energy Norway also made board presentations and guidelines
available to the organizations to ease implementation. It is clear that this app-
roach focuses on several of the same factors that are important when developing
a cyber security culture, in example top management support, accountability
and responsibility[11,28]. Responsibility is a key word here, as our results have
shown that vendors experience confusion from the organizations as to where the
responsibility for cyber security lies. Regardless of third-parties, organizations
should be aware that they are responsible for the security of their own assets,
also those reachable through cyber space. Furthermore, there should be no doubt
that top management has the responsibility within each organization. It could
be interesting to study the effects of a similar approach as “HMS-Løftet” for
improving the cyber security culture across the sector. Of course, this would
require efforts from a higher level than the individual or organizational level.

Alignment: Alignment is another key word related to the supply chain. Internal
alignment is an important factor for internal culture, in terms of the perceptions,
assumptions, values and behaviours that exist within the organization. As some
of the participants mentioned during interviews, organizations might have differ-
ent maturity in the different parts of their organization. Some also pointed out
that the alignment between IT or cyber security personnel and other employees
can be a challenge, which might be caused by a lack of common understand-
ing and a different view on the value of cyber security efforts. Misalignment in
organizations can possibly also be caused by conflicting goals, as explained by
Parsons et al. [29] in a study of information security decision making. In their
study, top management scored less on knowledge, awareness and self-reported
behaviour. In our case, some of the participants pointed out the two axes of
usability and security.

2 Energy Norway merged with Norwea in January 2023, creating the new organization
Renewables Norway (www.fornybarnorge.no/om-oss/in-english/).

3 Both “Pledge” and “Lift” can be translated to “Løfte” in Norwegian.
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In addition to the importance of internal alignment, our results also clearly show
that the alignment between the different organizations in the sector is of great
value for the security of the supply chain. A common understanding and shared
values should be a goal for the future. This includes not only a vertical align-
ment (supplier-to-vendor, vendor-to-vendor, and vendor-to-customer), but also
a horizontal alignment between peer organizations. Continued development of a
culture of openness and transparency should facilitate this process.

6 Conclusion and Future Work

Organizations in the energy sector hold significant importance as part of critical
infrastructure in the modern society. With digitization and increased intercon-
nection, these organizations are experiencing increased risk of cyber incidents.
Due to the dependencies between organizations and also between different indus-
tries, large scale incidents might have wide-reaching consequences. These con-
sequences extend beyond the individual organizations and can impact society
as a whole, as well as pose risks to national security. Therefore, it is crucial
to gain more knowledge on how supply chain cyber risks may be managed and
mitigated.
In this study, we have investigated the relation between organizational cyber
security culture and supply chain cyber security through a qualitative empirical
approach. Interviews were performed with representatives from different organi-
zations within the Norwegian energy sector and its supply chain. Our findings
indicate cultivating a robust security culture can significantly enhance supply
chain security practices. Furthermore, it is of great importance to make efforts
towards alignment within the sector though common understanding and shared
values.
The study has also revealed several possible areas in need of more research. As
participants have pointed out, some organizations experience gaps in maturity
and security subcultures within their own organization. It would be interesting
for future research to investigate the impact of subcultures on supply chain secu-
rity to gain a deeper understanding of their effects. Another area of future work
would be to identify and investigate a specific cyber supply chain vertically start-
ing from a focal organiziation. Expanding the research to include other EU and
non-EU countries and conducting a comparative analysis of the results would
provide valuable insights for future research in this field.
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Abstract. The increasing digitalization and interconnectivity of indus-
trial control systems (ICSs) create enormous benefits, such as enhanced
productivity and flexibility, but also amplify the impact of cyberattacks.
Cybersecurity research thus continuously needs to adapt to new threats
while proposing comprehensive security mechanisms for the ICS domain.
As a prerequisite, researchers need to understand the resilience of ICSs
against cyberattacks by systematically testing new security approaches
without interfering with productive systems. Therefore, one possibility
for such evaluations is using already available ICS testbeds and datasets.
However, the heterogeneity of the industrial landscape poses great chal-
lenges to obtaining comparable and transferable results. In this paper, we
propose to bridge this gap with METRICS, a methodology for system-
atic resilience evaluation of ICSs. METRICS complements existing ICS
testbeds by enabling the configuration of measurement campaigns for
comprehensive resilience evaluations. Therefore, the user specifies indi-
vidual evaluation scenarios consisting of cyberattacks and countermea-
sures while facilitating manual and automatic interventions. Moreover,
METRICS provides domain-agnostic evaluation capabilities to achieve
comparable results, which user-defined domain-specific metrics can com-
plement. We apply the methodology in a use case study with the power
grid simulator Wattson, demonstrating its effectiveness in providing
valuable insights for security practitioners and researchers.

Keywords: Industrial control systems · Security evaluations ·
Testbeds · Datasets · Resilience

1 Introduction

The ongoing shift from local, isolated ICSs toward highly interconnected net-
works currently affects all areas of industrial automation, such as manufacturing
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systems, process control, and power grids [39]. This trend fosters enhanced pro-
ductivity, higher flexibility, and potentially better safety while reducing instal-
lation and maintenance costs [9]. On the downside, however, it increases the
dependence between individual components and amplifies the harmful impact of
cyberattacks. Even worse, it is largely known that ICSs exhibit significant cyber-
security deficits, mainly due to the challenges of retrofitting modern security
mechanisms to long-lived legacy hardware with stringent latency and availabil-
ity requirements [29]. Furthermore, ICSs are an attractive target for financially
or politically motivated criminals who make use of constantly evolving attack
vectors [24]. Cybersecurity research for ICSs must hence continuously adapt
countermeasures and responses to keep pace with this development and even
anticipate new threats when proposing preventive measures.

As a first step toward this ambitious goal, researchers and security practition-
ers need a profound understanding of current cyberattacks and countermeasures
in ICSs and how these affect the underlying physical processes. Based on such
resilience evaluations, they can identify and address existing weaknesses and,
in the event of a cyberattack, select the best available response, i.e., repelling
the attack while maintaining the operation of the ongoing industrial process as
best as possible. Nevertheless, conducting cybersecurity research in productive
ICSs is, in most cases, not a viable option due to safety concerns and the high
availability requirements of the involved systems [10]. Consequently, cybersecu-
rity researchers increasingly rely on ICSs testbeds and datasets for performing
resilience evaluations, e.g., the Secure Water Treatment (SWaT) testbed [23] or
the HIL-based augmented ICS security (HAI) dataset [30]. However, using these
tools to conduct comparable cybersecurity research remains challenging due to
their heterogeneous landscape manifesting in substantial discrepancies regarding
accuracy, scalability, and flexibility [12]. Moreover, the gained insights depend
on made assumptions, the necessary abstractions, and the considered use cases,
emphasizing the need for comparative evaluations. Hence, a general evaluation
methodology for (available) ICS testbeds is missing, facilitating comprehensive
and comparable resilience evaluations of such systems.

Therefore, in this paper, we propose METRICS, a combined Methodology
for Evaluating and Testing the Resilience of ICSs to cyberattacks. Our pro-
posed methodology facilitates automated resilience evaluations for given ICS
testbed environments with defined attacker’s capabilities and response mech-
anisms by systematically testing different options and configurations. A given
ICS testbed may range from a physical setup to an entirely virtual environ-
ment (e.g., a simulator) where the respective testbed exposes its capabilities and
configuration possibilities to METRICS in a cross-domain environment descrip-
tion format. For the evaluation, we distinguish between domain-agnostic metrics,
such as the reachability of system and network components, which independently
apply to every testbed, and domain-specific metrics, which individually apply to
the given testbed and thus must be provided along with the testbed descrip-
tion. The evaluation control then enables users to configure distinct scenar-
ios and facilitates manual and automated interventions in running evaluations.
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The evaluation results eventually converge into a presentation layer, provid-
ing insights and visualizations of ongoing evaluations. Moreover, METRICS
retrieves datasets of each evaluation run, enabling subsequent analyses. This
methodology thus helps to systematically identify weaknesses in current ICS
deployments, assess the potential impact of cyberattacks, and improve the
respective countermeasures.

In particular, this paper covers the following contributions:

– We analyze the requirements for an evaluation methodology concerning cyber-
security research for ICSs (Sect. 2);

– We propose METRICS, a comprehensive methodology to facilitate the
resilience evaluation of ICSs to cyberattacks by providing comparable evalu-
ation metrics (Sect. 3); and

– We present and discuss initial evaluation results by extensively studying a
use case within the power grid simulator Wattson [1] consisting of distinct
attack vectors and countermeasures (Sect. 4).

Our use case evaluation demonstrates that METRICS offers valuable insights
for security practitioners and researchers by facilitating a systematic iteration
through possible configuration options while allowing manual and automatic
interventions. Moreover, we identify the remaining challenges toward achieving
universal resilience evaluation of ICSs in Sect. 5. In the following, we take a closer
look at the fundamentals of cybersecurity research for ICSs before deriving the
requirements and challenges for a comprehensive evaluation methodology.

Availability Statement. For better transparency of our conducted evaluation
and enabling further research, our evaluation artifacts are publicly available:
https://wattson.it/METRICS.

2 Cybersecurity Research for ICSs

Productive ICSs are typically unavailable for cybersecurity research due to the
high availability requirements and safety concerns [10,12]. Security researchers
and engineers thus rely on testbeds and datasets to model ICSs and conduct
the evaluations in a safe environment. Figure 1 depicts the interplay between
security research, testbeds, and datasets for ICSs [6]. Testbeds model real ICS
in prototypical deployments using hardware, virtual components, or a combina-
tion. Furthermore, they can provide relevant recordings of network traffic and
process states in the form of datasets, which, in turn, represent specific eval-
uation scenarios. Both concepts are thus valuable means for security research,
facilitating testing and evaluation, depending on the respective level of abstrac-
tion and the considered research questions. Several literature surveys confirm the
increasing availability of ICS testbeds and datasets and, moreover, summarize
the complementary benefits of the distinct concepts [6,16]. In the following, we
briefly present the methodological features of each concept in the ICS domain
while putting a special focus on evaluating the resilience to cyberattacks.

https://wattson.it/METRICS
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Fig. 1. Interplay of security research, testbeds, and datasets for ICSs showing that
they mutually depend and benefit from each other. (Figure adapted from [6].)

2.1 Testbeds

ICS testbeds offer a protected research environment for cybersecurity research by
replicating (parts of) productive ICS. They typically consist of physical or virtual
components where any combination and level of abstraction are possible [6,
16]. Thus, their concrete design depends on their individual purpose and the
requirements for the considered research questions.

While testbeds relying on physical components are generally close to reality
and provide high accuracy, they are typically limited in flexibility and scala-
bility. Moreover, their deployment is costly and sometimes requires extensive
maintenance. In turn, testbeds relying on virtual components, which can be
realized by simulation or emulation approaches, are significantly cheaper and
more flexible but sometimes do not provide real-time capabilities. Moreover,
scalability must often be traded against achieved accuracy when designing a vir-
tual testbed. Examples of the broad range of possible ICS testbeds include the
Secure Water Treatment (SWaT) testbed [23], the security-focused yet universal
EPS-ICS testbed [10], and the power grid co-simulator Wattson [1].

When striving to evaluate the resilience to cyberattacks, the respective ICS
testbed needs to fulfill specific requirements to assess the impact of cyberattacks
and the effectiveness of possible countermeasures. These mainly refer to achiev-
ing high accuracy of the modeled ICS, i.e., a comprehensive representation of the
physical processes and the underlying information and communication technolo-
gies, to also capture unanticipated side effects. Moreover, extensive traceabil-
ity of the conducted experiments facilitates complex resilience analyses, where
recording datasets plays a decisive role, as further explained in the following.

2.2 Datasets

ICS datasets represent specific scenarios of the considered systems, resulting
from a particular configuration and a predefined measurement time. They typ-
ically include recordings of network traffic, process states, and possibly meta-
information about the scenario [6]. Such recordings facilitate, on the one hand,
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systematically analyzing the impact of cyberattacks and countermeasures post
hoc. On the other hand, recorded datasets may help to improve the preven-
tion and detection of cyberattacks, most prominently for training and testing
of intrusion detection systems (IDSs) [35]. Although desirable, ICS datasets are
rarely available from productive ICSs, mainly for protecting the confidentiality
of industrial processes. Therefore, their generation and provision are typically
closely related to the availability of ICS testbeds.

Generally, two possibilities exist to generate ICS datasets with cyberat-
tacks [5]. One is to perform the cyberattacks directly in an ICS testbed and
record the respective data. The other is to record a scenario without cyberat-
tacks and inject (synthetic) attack data into the recordings afterward. While the
latter is also possible for datasets from productive ICSs during normal operation,
there is a risk of obtaining inaccurate or inconsistent data [6]. Regardless of how
the dataset was obtained, labeling normal and abnormal data within the dataset
is extremely helpful, e.g., when using the data for IDSs. Examples of such ICS
datasets are the HIL-based augmented ICS security (HAI) dataset [30] or the
PowerDuck dataset focusing on GOOSE traffic in an electrical substation [38].

Concerning resilience evaluations, ICS datasets thus provide evidence for a
detailed assessment of the countermeasures’ effectiveness. Nevertheless, their full
potential can only be exploited in combination with their ICS testbed, facilitat-
ing flexible adaptions of the measurement scenarios and, therefore, systematic
resilience evaluations. In the following, we review related work and derive the
requirements for such a comprehensive evaluation methodology.

2.3 Related Work

Evaluating and assessing system resilience, and especially the resilience of ICSs,
has been identified as an important topic by both past and ongoing research [3].
Related work can be divided into research that conducts resilience evaluations
of respective systems [1] and research proposing evaluation methodologies [27],
where both aspects are also combined for certain research areas [37]. As the
resilience of physical systems, e.g., buildings, railway networks, or power grids,
has been an active research area for multiple decades [4], ICS-related research can
seize the gained insights and transfer them into the ICS domain. For instance,
Haque et al. [13,14] adapt the well-known framework for seismic resilience by
Bruneau et al. [4], defining sub-metrics (“the four Rs”) for ICS resilience in
three dimensions (physical, organizational, technical) [13]. While their approach
targets the whole ICS domain, it does not provide a concrete definition of sub-
metrics, e.g., redundancy, as such a metric heavily depends on the concrete ICS.
On the other hand, related work focusing on the resilience of a specific ICS [1]
provides concrete metrics for the respective ICS without considering the trans-
ferability of results to other domains. Thus, a cross-domain methodology for
comparably evaluating the resilience of ICSs is still missing.
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2.4 Toward a Cross-Domain ICS Evaluation

We recognize the need for a methodology allowing systematic analyses of ICSs
with comparable and reproducible results, especially concerning resilience eval-
uations. Such a methodology combines testbeds and datasets to facilitate the
creation of accurate and safe research environments, an invaluable feature for
the ICS domain. While testbeds enable modeling of ICS and realistic impact
evaluations, datasets are especially useful for post hoc analyses. Moreover, we
identify the following desirable design requirements for such a methodology:

Universality. It applies to diverse testbeds facilitating resilience evaluations for
the entire ICS domain.

Accuracy. It supports precise representations of specific ICSs, enabling mean-
ingful modeling of cyberattacks and countermeasures.

Assessability. It allows the integration of domain-agnostic and domain-specific
metrics to promote the comparability between distinct testbeds.

Traceability. It has the ability to export datasets for retracing the evaluation
results, conducting post hoc analyses, and verification by others.

Hence, the evaluation methodology must cater to the wide range of ICSs,
all exhibiting distinct susceptibilities and resiliencies to various cyberattacks.
Further, different countermeasures and responses might be of varying success
for such systems. Thus, universally evaluating their resilience to cyberthreats
remains an open challenge. Despite their differences, potential cyberattacks and
countermeasures are applicable and relevant across multiple ICSs, but their
actual implementations might vary. Similarly, an evaluation metric must always
be defined based on domain-specific knowledge to account for the actual impact
of attacks and countermeasures. In the next section, we propose such a com-
prehensive evaluation methodology while also providing details on the distinct
design components and the challenges when implementing them.

3 METRICS: A Cybersecurity Evaluation Methodology
for ICSs

In this section, we present METRICS, a two-layered approach for achieving an
ICS domain-spanning evaluation methodology. METRICS leverages the com-
monalities of attack and countermeasure strategies while respecting the differ-
ences and specifics of each ICS domain to allow directly evaluating cyberattacks
and responses as well as generating datasets for subsequent analyses.

Figure 2 depicts the design overview of METRICS, where we distinguish
between a domain-specific evaluation environment and a (mostly) domain-
agnostic evaluation control. When considering a specific ICS, a corresponding
evaluation environment is required, which may range from a physical testbed
over a hybrid setup to a simulation. This environment allows evaluating the
desired system under test (SUT) by representing the ICS, implementing adver-
saries and responses, and providing insights into the system’s state. In turn,



METRICS: Evaluating and Testing the Resilience of ICSs 31

Fig. 2. METRICS’ design leverages a domain-agnostic evaluation control which inter-
acts with a domain-specific evaluation environment. This environment wraps a testbed
for representing the desired ICS, implements adversaries and responses, and provides
insights into their effects in the form of metrics. In evaluation control, decisions for
adjustments of adversaries and responses are made based on these metrics which are
further presented to the user, and persisted for later analyses.

the evaluation control manages the evaluation environment by configuring the
desired scenario, including adversaries and responses, and receiving reported
(live) metrics. Configuration options and received metrics are visualized for user
interaction. Based on metrics reported to the evaluation control, manual and
automated decisions may adjust the current evaluation or schedule new ones.
We now detail METRICS’ components and their interactions.

3.1 Exchangeable Evaluation Environment

To fulfill the design requirements of Sect. 2.4, METRICS supports exchange-
able, domain-specific evaluation environments in the form of physical or virtual
testbeds (cf. Sect. 2.1). Consequently, a supported testbed must be (i) accurate
w.r.t. its real-world equivalent, (ii) observable w.r.t. both the network traffic
and the physical processes, and (iii) cybersecurity-focused to allow conducting
cyberattacks and integrating individual responses. Moreover, depending on the
considered use cases, there might be some additional desirable properties: (iv)
flexibility w.r.t. the domain-specific scenarios that can be reproduced, and (v)
scalability w.r.t. the supported network size and number of components.

The evaluation environment must expose its capabilities and configuration
options for METRICS in a universally applicable environment description file
(EDF). This file defines available topologies, metrics, assets and their roles, as
well as adversary and response actions and their configurations. Appendix A
provides an example illustrating the structure of such an EDF.
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When configured for a specific scenario with potential adversaries and
responses, the evaluation environment then implements the behavior of the SUT
and provides insights into the state and effects of all components and their inter-
actions. The adversaries, responses, and metrics all have domain-specific and
domain-agnostic aspects. While abstract metrics, e.g., the availability of network
nodes, can be applied to several domains, their concrete definition depends on
the domain-specific context. Thus, we now specifically focus on the implications
for adversaries and responses as well as cross-domain metrics.

3.2 Adversaries and Responses

The evaluation environment needs to represent cyberattacks and potential
responses to accurately enable the resilience evaluation of ICSs. In this context,
cyberattacks range from simple physical attacks, e.g., destroying or disconnecting
hardware [17], over to network attacks, e.g., denial-of-service (DoS) attacks [31],
up to process-aware attacks, e.g., false data injection (FDI) attacks [18]. Conse-
quently, potential responses may include, e.g., external perimeter security sys-
tems [28], IDSs [33], or lightweight authentication schemes [22]. While most
concepts of attacks and responses apply to various ICSs, their technical details,
implementations, and effects differ between scenarios. Thus, we explicitly con-
sider the resulting implications within METRICS to combine both, domain-
specific implementations with domain-agnostic and generalizable concepts to
comparably evaluate different ICSs. Hence, the evaluation environment provides
concrete implementations for adversaries and responses, defines valid configura-
tion options, and maps them to common concepts. To exemplify these design
aspects, we now discuss them for both adversaries and responses in more detail.

Adversaries. A critical attack on ICSs is an FDI attack [26]. Here, attackers
interfere with the ongoing communication to manipulate exchanged (application-
layer) information, e.g., sent measurements or control commands as a machinein-
the-middle (MitM). For METRICS, this inline network payload manipulation
concept is quite domain-agnostic, as such attacks apply to various ICSs. Their
implementation, however, is very specific and depends on the actual ICS and its
individual properties. First, establishing the technical requirements for conduct-
ing an FDI attack differ. While an ARP-spoofing attack might be appropriate
for Ethernet-based networks [25], bus-based networks might require dedicated
timing techniques [36], whereas base station spoofing might be applicable for
wireless networks [20]. Second, the manipulation of process information depends
on the used application-layer protocol as well as the use of encryption and mes-
sage authentication mechanisms. Thus, successfully implementing an FDI attack
depends on the domain and might differ within a given heterogeneous domain.

Responses. Like the adversary design, preventive and reactive responses follow
domain-agnostic concepts but require domain- and scenario-specific realizations:
Integrity protection, encryption, or intrusion detection apply to various ICSs,
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while their implementation and configuration require domain-specific informa-
tion. A process-aware IDS is specific to its target domain, i.e., IDSs related
to manufacturing follow different approaches than, e.g., an IDS for power grid
networks. Consequently, we divide adversaries and responses into a domain-
agnostic (concept) selection, a concept-specific configuration, and a domain-
specific implementation (cf. Fig. 2). Similarly, we propose a cross-domain app-
roach for metrics for comparative evaluations of different ICSs, as detailed in the
following.

3.3 Cross-Domain Metrics

Comparably assessing the impact of cyberattacks and the effectiveness of coun-
termeasures requires appropriate metrics as desired by the assessability design
requirement. For ICSs, defining such metrics is particularly challenging since
effects can cover both the networking and the physical part of the system. The
differences and specifics of each ICS further exacerbate the comparability of
results across different ICSs. Thus, we propose differentiating between domain-
specific and domain-agnostic metrics, similar to the adversary and response def-
initions.

Metric Requirements. For each ICS, the evaluation environment should pro-
vide domain- or even instance-specific metrics. Such metrics provide valuable and
detailed insights into the system, allowing in-depth evaluations of system-specific
characteristics and effects. However, they complicate automated decision-making
when selecting (iterative and reactive) adversaries and responses, further hin-
dering comparing certain results from different domains or instances. In MET-
RICS, we flexibly address these challenges in three ways: (i) each evaluation
environment may provide automated decision-making algorithms that enhance
its domain awareness, (ii) implementations and configurations of adversaries and
responses may include domain-specific metrics to adjust their behavior automat-
ically, and (iii) each evaluation environment should provide abstract concepts
for its domain-specific metrics. While the two former aspects primarily require
implementation effort, the latter focuses on conceptual aspects.

The domain-specific metrics provide detailed insights into the specific system.
However, their interpretation often requires specific knowledge of the SUT, which
hinders comparability across domain boundaries. Therefore, we encourage the
domain experts to provide domain-agnostic abstractions from these detailed met-
rics that follow a normalized cross-domain specification and allow non-domain
experts to understand and interpret them.

Exemplary Cross-Domain Metric. We use a metric for network operability
as an example. Such a metric applies to various ICSs and provides insights
into potential impairments of the network’s desired operation. While, for some
domains, the number or fraction of operational network nodes might be well-
suited to represent the network’s operability, other ICSs might define this metric
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based on available network paths between application layer nodes or even the
number of reachable nodes from a single source.

While their abstract design enables such metrics to apply to multiple inde-
pendent ICSs and allows researchers to compare them across different domains,
they cannot provide the in-depth details that domain-specific metrics can. Thus,
we explicitly include both domain-agnostic and domain-specific metrics in MET-
RICS to enable cross-domain comparisons as well as in-depth evaluations.

3.4 Evaluation Control

METRICS includes an evaluation control to provide a cross-domain interface for
researchers to evaluate different ICSs under different adversary and response con-
cepts. Designed as a primarily domain-agnostic component, it allows researchers
to define their desired ICS scenario, choose from adversaries, responses, or
abstracted concepts of those, and control the evaluation environment. It fulfills
three primary tasks, as detailed in the following.

Scenario Configuration. Before starting the evaluation, researchers must
select and configure the desired ICS scenario. By selecting the targeted domain
(e.g., power grids) and the domain-specific scenario (e.g., the grid’s actual
topology), the adversary concepts and implementations as well as responses,
researchers can precisely define their evaluation parameters. For generic yet
comparable cross-domain evaluations and detailed domain-specific insights, this
configuration process allows both the selection of domain-agnostic adversary
and response concepts and the choice of domain-specific variants based on the
environment description. Besides this static (e.g., playbook-based) configuration
of adversaries and responses, METRICS also considers on-demand decision-
making for live interactions and adjustments. METRICS defines the scenario
description file (SDF) analogously to the EDF to allow the configuration of
distinct evaluation scenarios. In Appendix B, we provide an example of an SDF.

Decision-Making. For in-depth research, dynamically influencing the run-
ning evaluation represents a valuable feature. On-demand decision-making, e.g.,
based on live metrics, can influence the running evaluation and instantiate new
adversaries and responses or re-configure existing ones. Researchers can make
these decisions directly or automate them with domain-agnostic and domain-
specific implementations. Examples of such automated decision-making include
rule-based approaches [7] or machine learning [2]. Further, the human-in-the-
loop could also re-configure the automated decision-making to follow different
strategies.

The metrics provided by the evaluation environment are of particular impor-
tance for the decision-making process. While domain-specific metrics allow
respective experts to choose corresponding adversaries and responses carefully,
more generic and domain-agnostic metrics allow for cross-domain automation
implementations, easing large-scale evaluations of multiple ICS domains. Since
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these insights into the ongoing evaluation are the primary input for all decisions,
METRICS has to also present these insights to the human-in-the-loop.

Scenario and Result Presentation. We include a dedicated presentation
layer within the evaluation control providing (live) insights and visualizations
into the ongoing evaluation. Comparing metrics and observing their variation
during the evaluation eases the human-based decision-making processes, provid-
ing a desirable feature for the evaluations. Besides the presentation and visual-
ization of (live) metrics, the presentation layer also covers the scenario config-
uration, i.e., it provides insights into the domain-specific scenario, offers viable
configuration options, and presents applicable adversary and response concepts
to the researchers. Moreover, it allows researchers to extract datasets from com-
pleted simulation runs, thus covering the traceability design requirement.

Overall, all metrics of the evaluation environment are (i) used as input for
decision-making, (ii) presented to and visualized for researchers, and (iii) per-
sisted for later in-depth analyses. Thus, METRICS enables researchers to con-
duct individualized, in-depth evaluations of specific ICS domains and scenarios,
to implement flexible yet automated evaluations of different scenarios and mul-
tiple domains, and to compare their results with analyses from other researchers
with potentially different focuses. We now present a concrete use case example
to emphasize the concept of METRICS and evaluate its value.

4 Use Case: METRICS for Power Grids

We apply the concepts and methodologies of METRICS to evaluate the effects
of cyberattacks and respective countermeasures in a power grid network. To rep-
resent the SUT, we use Wattson [1], a co-simulator focusing on cybersecurity
for power grids. We use a small medium-voltage reference grid (Cigre MV [32])
along with the corresponding information and communication technologies (ICT)
network as the base scenario. Figure 3 visualizes the power grid with the corre-
sponding ICT network. Moreover, we provide the EDF for Wattson and the
SDF of the considered use case in the evaluation artifacts1.

Our evaluation consists of multiple phases, where adversaries and responses
are iteratively established or adjusted, following METRICS’ basic idea of
dynamic adjustments based on (live) insights into the SUT’s behavior. In par-
ticular, the evaluation phases alternate between adversary and response actions.

4.1 Evaluation Phases

We now emphasize the details of each phase in our exemplary use case, the effects
on both the network and the physical process, and how the phases interconnect.
In Fig. 4, we visualize domain-specific and domain-agnostic metrics for both the
ICT network and the power grid during the evaluation.
1 https://wattson.it/METRICS.

https://wattson.it/METRICS
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Phase 1: Reference. The first phase is the reference phase, where the power
grid operates normally without adversaries. We program the control center to
issue control commands to keep the grid connected, i.e., closing or opening circuit
breakers as needed. In this phase, all RTUs are connected to the control center,
and all buses in the power grid operate normally, resulting in grid availability
and network operability metrics of 100%.

Fig. 3. The ICT network follows a tree-like topology consisting of three different sub-
nets. The attacker host is attached to a switch within a DSS, a common attack vector
for power girds [19]. In the first phase (A1), it connects to RTUs in the TSS and discon-
nects the majority of the grid. After its connection to these RTUs is blocked (R1) by
isolating the network segment of the attacker host, the attack targets a still-reachable
RTU to disconnect Bus 6 (A2). Finally, the operator configures all RTUs to block
unauthorized connections (R2a) before reenabling the previously disabled link (R2b).

Phase 2: Industroyer (A1). The first attack is conducted at 20 s into the
evaluation. A new host is connected to a switch at a (remote) DSS. On this
host, a variant of the infamous Industroyer [8] malware is executed. This mal-
ware targets power grid networks by connecting to RTUs and issuing malicious
control commands. In past attacks [15], these control commands were crafted
to disconnect circuit breakers at TSSs, essentially disconnecting entire parts of
the power grid. During our evaluation, we follow its real-world behavior, such
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Fig. 4. The initial Industroyer attack (A1) repeatedly opens the circuit breakers at
the transformers in the TSS. Although the control center issues respective counter
commands, the grid’s availability repeatedly drops significantly as most of the grid
is disconnected. In contrast, the ICT network is not negatively affected during this
phase. After the operator disables a link in response to the ongoing attack (R1), four
RTUs lose their connectivity (domain-specific), resulting in reduced network operabil-
ity (domain-agnostic). Since the grid operator gains back control over the previously
attacked RTUs, the grid availability returns to 100%. The second Industroyer attack
(A2) only targets a single DSS RTU as the first response (R1) blocks the attacker
from connecting to the TSS RTUs. As a result, Bus 6 becomes inoperable, and the
grid’s availability drops slightly. During the reconfiguration of all RTUs to enable client
authentication (R2a), all previously connected RTUs shortly lose their connection to
the control center. After the link is re-enabled (R2b), the grid is fully available again
and all RTUs re-establish their connections to the control center, resulting in a network
operability of 100%. While the domain-specific RTU connectivity and bus operability
metrics provides more detailed insights, the domain-agnostic network operability and
grid availability metrics allow insights into the attack effects for non-experts.
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that the malware connects to two RTUs at the power grid’s central TSS and
issues control commands to open multiple circuit breakers. As a result, several
buses become inoperable, significantly reducing the grid’s availability. While the
commands issued by the control center temporarily restore the grid availability,
the malware continues to issue commands disconnecting most of the grid.

Phase 3: Preliminary Response (R1). The effects of the conducted attack
are evident to the grid operator as large parts of the power grid get disconnected.
At 50 s into the evaluation, the grid operator takes down a network link between
the attackers’ host and the attacked RTUs. However, since the precise origin of
the attack is not (yet) determinable by the operator, a whole segment of the
network is affected by the disabled link. As a result, four previously unaffected
RTUs lose their connectivity, reducing the network operability. Since the attack-
ers can no longer attack the RTUs in the TSS, the grid operator regains sole
control over this TSS and can restore the grid’s availability.

Phase 4: Industroyer Take 2 (A2). After the attackers’ host lost connec-
tion to the attacked RTUs, the attackers adjust their behavior at 80 s into the
evaluation. As a result of the disabled link, the Industroyer host can only reach
those RTUs that are part of the disconnected network segment. Hence, the mal-
ware is reconfigured to attack an RTUs within a reachable DSS to disconnect
the associated bus (Bus 6), actively reducing the grid’s availability. Since the
affected RTU is not reachable by the control center, no immediate commands
as a countermeasure are possible. Further, as no measurements from the RTU
reach the control center, the second attack is not as obviously detectable as the
attack of Phase 2 (A1).

Phase 5a: Client Authentication (R2a). While the preliminary response
(Phase 3) reduced the impact of the attack on the grid’s availability significantly,
it is not sufficient to recover the reference state (Phase 1) as several RTUs are
unavailable and one DSS is inoperable. Since the Industroyer malware connects
as a secondary IEC 60870-5-104 client to the RTUs, this revised response enables
(simple) client authentication within the network. To this end, the operator
reconfigures all (reachable) RTU to only accept connections from the IP address
of the master terminal unit (MTU) in the control center. Starting at ≈111 s,
each RTU is reconfigured individually, which resets all active connections. This
process is visible in Fig. 4, where these short connection losses are observable.

Phase 5b: Link Reactivation (R2b). As soon as all RTUs are reconfigured,
the operator reactivates the previously disabled link at ≈140 s. Connections to
the previously unreachable RTUs can be reestablished and the client authenti-
cation can be enabled. Therefore, the Industroyer malware, which is still active,
is disconnected from the targeted RTU and can no longer establish a new con-
nection. Consequently, the grid operator regains full control over all RTUs and
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can restore the grid’s availability. After all network and power grid effects are
averted, the malicious host can be permanently physically removed based on its
position in the network.

4.2 Discussion

The evaluation of the presented use case provides valuable insights concerning
the specific SUT, i.e., the cybersecurity of power grids, and the methodological
approach and application of METRICS. In the following, we equally discuss
these different aspects.

Cybersecurity in Power Grids. Past cyberattacks against power grid net-
works highlight the potentially drastic effects of such attacks and common vul-
nerabilities within such networks [19,34]. Our use case evaluation highlights mul-
tiple aspects relevant to cybersecurity in power grids. First, the geographical
size of such networks represents a unique challenge for securing such networks.
Numerous potentially unmanned remote locations increase the risk of physical
access to network assets [19]. Physical protection and the appropriate configu-
ration of such assets are required to minimize this risk. Second, remote visibility
and controllability are of paramount importance [40]. While fine-granular visi-
bility allows identifying attacks early, controllability of network assets provides
the possibility to remotely implement appropriate countermeasures to ongoing
attacks. Third, the protection of process information is essential but challeng-
ing [1]. The lack of encryption and command authentication enables attackers
to conduct attacks such as the presented Industroyer attack or more advanced
false data injection attacks [21]. Cryptographic authentication of control com-
mands can prevent semantic attacks that aim to manipulate the physical process
over the communication network [1]. However, since power grids have stringent
real-time requirements and must always ensure process safety and availability,
adapted security solutions are necessary, fully adhering to these requirements.

Specific and Agnostic Metrics. In METRICS’ design, we introduced both
domain-specific and domain-agnostic metrics to provide insights into the SUT.
For the exemplary evaluation, we follow this concept and provide a domain-
specific and domain-agnostic metric for the communication network and the
power grid states. The domain-specific metrics, i.e., the Bus Operability and
the RTU Connectivity, provide detailed insights into the SUT. They show the
number of covered assets and individually state their respective states. These
insights are especially valuable for domain experts and when comparing several
variants of the same scenario during an evaluation series. However, their inter-
pretation for researchers from different domains is challenging. Consequently,
we include domain-agnostic metrics for the network and the physical process:
With a normalized value range (0%–100%) and abstraction from the actual
number of assets, these metrics offer comparability and eased interpretation for
non-experts at the cost of reduced specificity. Since both variants of metrics
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offer valuable insights into the SUT, we assess their combined usage as favor-
able: While domain-agnostic metrics offer comprehensibility and comparability,
detailed evaluations always require using domain-specific metrics.

METRICS’ Iterative Methodology. The phase-based use case evaluation
highlights the potential for METRICS’ iterative evaluation methodology. While
distinct phases allow us to observe the effects of each attack and response, their
iterative structure enables flexible evaluation of different adversary and response
behaviors. As visualized in Fig. 4, we can observe the delay of certain effects
(e.g., as for phase A2) as well as effects that span across multiple phases (e.g.,
multiple disconnected nodes after R1). Thus, METRICS provides a flexible
yet structured approach for conducting cybersecurity evaluations for complex
ICSs. In particular, they support grid operators in understanding the varying
impact of cyberattacks on their configurations and consequently reacting more
effectively in case of actual attacks.

5 Toward Cross-Domain Resilience

With METRICS, we address the demand for a cross-domain evaluation method-
ology regarding the resilience of ICSs against cyberattacks. Acknowledging the
need for domain-specific metrics and insights as well as domain-agnostic (i.e.,
comparable and transferable) insights, METRICS considers individual require-
ments for adversary, response, and metric designs. However, deriving a compre-
hensive resilience score from metrics and evaluation results remains an open chal-
lenge. As identified by related work from the ICS domain and different research
areas [4,13], resilience depends on and consists of multiple aspects. While these
aspects, such as robustness or redundancy, have been identified to influence the
resulting system resilience, their respective definitions and weights still depend
on the concrete ICS domain or even the specific instance of an ICS. Thus, we
assess the derivation of concrete yet universal resilience definitions as an essential
research area, which can be divided into several aspects.

First, for a concrete instance of a specific ICS, a comprehensive measure or
metric for resilience has to be derived by identifying and assessing factors that
influence the system’s resilience. Here, resilience depends on the specific scenario,
e.g., the tasks and features of the ICS and the presence of specific adversaries
and response mechanisms. Further, multiple definitions of a system’s resilience
might be appropriate or even necessary.

Second, combining these ICS- and scenario-specific insights into an overall
resilience score, i.e., a resilience measure for a specific ICS, is necessary. Since
different adversaries and responses might affect various aspects of a complex
ICS, weighting individual resilience measures is particularly challenging.

Third, abstracting the definitions for a specific ICS or ICS domain to enable
cross-domain comparisons promises valuable and comparable insights into the
strengths and weaknesses of different ICS domains. Identifying different resilien-
cies of distinct domains paves the way for applying successful concepts from
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different ICSs to strengthen the overall security and resilience of ICSs. In this
context, we plan to apply METRICS to further industrial domains, starting
with aquaponics [11], to identify universally applicable concepts as well as incom-
patibilities between acquaponics and power grid ICSs.

With METRICS, we thus foster the proposed research areas by providing
a comprehensive evaluation methodology, enabling researchers to gather compa-
rable insights into various ICSs under flexible scenarios. Based on these results,
assessing the resilience of a specific instance, a single ICS domain, and ICSs as
a whole are the next steps toward enhanced resilience of ICSs.

6 Conclusion

Spurred by the current need to improve cybersecurity in complex, interconnected
ICSs, we propose METRICS, a methodology for evaluating and testing the
resilience of ICSs to cyberattacks. Our approach provides a framework to inte-
grate existing ICS testbeds while obtaining comparable evaluation results. We
introduce domain-specific and domain-agnostic metrics considering the specific
properties of an ICS, as well as a normalized cross-domain assessment. Security
researchers and practitioners can perform systematic resilience evaluations by
specifying distinct scenarios consisting of adversaries and responses and includ-
ing manual and automatic interventions to influence the running evaluations.

In a preliminary case study, we demonstrate the feasibility and potential of
METRICS using the power grid simulator Wattson. The results are twofold:
On the one hand, they reveal the benefits of an iterative approach to understand-
ing the impact of a cyberattack and figuring out the best possible responses.
On the other hand, they help identify (recurring) weaknesses in current ICS
deployments, which can be subsequently addressed to prevent actual attacks.
However, leveraging METRICS’ full potential requires further advances in the
specification of applicable resilience metrics and, as a next step, we intend to use
METRICS for performing comparative evaluations using different ICS testbeds.
With this in mind, we are convinced that METRICS represents a valuable con-
tribution toward addressing the long-neglected security deficiencies in ICSs.
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Appendix A Environment Description File Example

{"name": "power grid",
1 "host": "https://example.org",
2 "port": 443,
3 "topologies": ["cigre_mv"],
4 "devices": {
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5 "cigre_mv": [
6 {"device-id": "1016",
7 "type": "switch",
8 "info": {}},
...

787 "links": {
788 "cigre_mv": [
789 {"link-id": "1003",
790 "type": "digital",
791 "connection": ["994","614"],
792 "info": {}},

...
1623 "adversaries": {
1624 "kill device": {
1625 "parameters": {
1626 "device-id":
1627 {"type": "string",
1628 "description": "The ID of the device to kill"},

...

Appendix B Scenario Description File Example

{ "environment": "power grid",
1 "topology": "cigre_mv",
2 "duration": 200,
3 "adversaries": [
4 {"type": "add_host",
5 "start-time": 15,
6 "parameters": {"name": "industroyer",
...

81 "responses": [
...

91 {"type": "link_action",
92 "start-time": 60,
93 "parameters": {
94 "action": "down",

...
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Abstract. In the era of digital transformation and automation, cyber-
security has become a critical concern in various sectors, including
dairy farming. As dairy farms increasingly adopt cyber-physical systems,
understanding and mitigating relevant cyber threats is paramount. This
work identifies typical cyber-physical systems in a dairy farm and their
interconnections to analyze potential cyber threats and risks. Regard-
ing cyber risk, the farm management system is the most critical system
of the dairy farm IT-OT infrastructure. This study provides insights
into the relatively underexplored cybersecurity domain in dairy farming,
establishing a foundation for future research and evidence-based policy
development in this vital food production sector.

Keywords: Threat analysis · Cyber physical-systems · Dairy farms ·
Cyber risk

1 Introduction

“Industry 4.0” was initially coined to describe manufacturing technologies, pro-
cess automation, and data exchange trends. Nowadays, it encompasses several
industry sectors beyond manufacturing, including agriculture. It describes the
trend towards increasing automation and connectivity by leveraging technolo-
gies such as the Internet of Things (IoT), Artificial Intelligence (AI), and Big
Data Analytics, regardless of the application domain. Accordingly, the term
“Dairy Farming 4.0” describes the adoption of emerging technologies in dairy
farms to facilitate functions and operations such as real-time health monitoring,
real-time tracking, real-time disease detection, real-time nutrition monitoring,
real-time animal welfare, real-time monitoring of milk hygiene, and vision node-
based furious animal attack detection [12].

The agriculture industry is witnessing significant changes with the advent of
modern technology. This transformation integrates advanced technologies such
as the IoT, robotics, cyber-physical systems (CPS), and AI into farming prac-
tices. This digital transformation influences dairy farming processes and pro-
cedures. Today’s dairy farms are characterized by sophisticated operations to
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manage and monitor livestock, optimize feeding, and automate milking pro-
cesses. These operations are performed by CPSs that increase milk yield and
improve livestock health, leading to higher productivity and profitability. The
employed CPSs can seamlessly share data with partners, suppliers, and govern-
mental entities.

The integration of the CPSs constitutes a central element of the digital trans-
formation process in any application domain. The integration is unavoidably
accompanied by the enlargement and diversification of the domain’s cyber risks,
with existing risks being increased and new risks being introduced. The reason for
this is that whereas traditional operations were designed with no need for cyber
security in mind, modern IT-enabled operations are allowed to be accessed and
controlled by information systems connected to the internet through interfaces
that are only partially secured [9]. The vulnerabilities inherent in CPSs make
dairy farms potential targets for cyber attacks. This situation poses a novel
threat to the agriculture industry, which historically is accustomed to dealing
with environmental threats, but not with cyber attacks.

As agriculture transitions into a more technologically advanced era, it
becomes increasingly important to recognize the vulnerabilities of the infrastruc-
ture. Identifying and analyzing cyber threats becomes a crucial step to ensure
the security and integrity of the CPSs that make up the infrastructure. Several
attacks have already targeted the agricultural industry. One of the largest trac-
tor companies in the world, John Deere, was shown to be vulnerable. As a result,
the console of the tractors was jailbroken [16]. Researchers tested off-the-shelf
dairy farm equipment, and it was found to have inadequate security, or in some
cases, no security at all [2]. The FBI warned against timed attacks against the
food and agricultural sector after several ransomware attacks against the sector
[9,10] that, in some cases, resulted in considerable production downtime [10].
Additionally, some parts of the dairy industry, such as retailers and suppliers,
have been attacked [1] without affecting the dairy farms themselves to a great
extent.

Given the significant economic role of the dairy farming industry, the number
of people it employs, and its critical role in society, any disruption could have
far-reaching consequences for the industry and the broader society and economy.
Therefore, it is vital to consider potential cyber threats against dairy farms,
towards enhancing the cybersecurity of the sector at large.

This research has been motivated by the need to improve the understanding
of the cybersecurity landscape in the dairy farming industry. By first identifying
the CPSs used in dairy farms and then analyzing their potential threats through
a threat analysis, this study seeks to provide an overview of the system-level
threats. This knowledge will help stakeholders, including farmers, equipment
manufacturers, and policymakers, to take informed actions toward safeguarding
the operations and the overall resilience of the dairy farming industry.

The study first identifies the CPSs deployed on a typical dairy farm to pro-
vide an understanding of the technological landscape and the attack surface.
Then the research systematically explores the potential threats associated with
these systems using the STRIDE threat modeling method. Finally, these threats’
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potential impact and likelihood are assessed to estimate the accordant cyber
risks. The contributions of the paper are as follows:

– A system-level model of CPSs deployed in dairy farms. The model is built
based on information from high-level technical documents from the dairy
farming industry.

– Based on this model, a STRIDE-based threat analysis for each CPS included
in the model. This approach systematically evaluates potential cyber threats
that may compromise the security attributes of the CPSs in the dairy farm.

– An assessment of the risk of CPSs in a dairy farm, based on the identified
threats.

The remainder of this article is structured as follows: Sect. 2 reviews related
work. Section 3 presents the proposed CPSs model for a dairy farm. Section 4
briefly discusses STRIDE, the reasons that led us to use it, and the results of
its application to the case at hand. Finally, Sect. 5 summarizes our conclusions
and proposes directions for future work.

2 Related Work

The applications and architectures of the CPSs in agriculture have been explored
in the literature. The potential of CPSs in a dairy farm is analyzed in [14], focus-
ing on the new possibilities of product and process quality. Further, a framework
for cyber-physical agricultural systems (CPASs) is proposed in [5] to analyze the
integration of contemporary technology in the infrastructure. However, the lit-
erature only partially discusses the CPSs in dairy farms. I. A. Katsko et al. [18]
discussed monitoring CPSs in milk production. The CPSs, sensors, and data
exchanged in a milking production process are described in [8]. The application
of CPSs in smart farming is also discussed in [13]. The technological develop-
ments and the parts of the advanced systems of dairy farms are discussed in
[12]. Although the above works provide information regarding the CPSs used, a
model of CPSs that describes the main functions, data flows, interconnections,
and dependencies is yet to be developed.

Agarwal et al. designed a testbed to test the security of components in a
dairy farm [2]. By leveraging the testbed, several vulnerabilities and open cyber-
security issues were discussed and the lack of reference architecture models in
the literature was highlighted. Nikander et al. in [24] described the network of
six dairy farms in Finland, emphasizing the farms’ local area networks and con-
nected devices. The analysis focused on general security threats and recommen-
dations such as lack of awareness and implementation of firewalls. An analysis
of networks in dairy farms is provided in [23,24].

Several threats against technology in the agriculture industry were identified
in [4], and several threats against confidentiality, integrity, and availability in the
agriculture industry were presented in [3]. The FBI warned that farm-level data
was at risk in the US and that farmers should take action to secure their data
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[9]. Nikander et al. argue that most threats to dairy farms materialize through
internal rather than external attacks [24].

A systematic literature review [26] identified 28 threat analysis methods or
approaches. The commonly used techniques were STRIDE, attack trees, graphs
and paths, MUCs (misuse cases), problem frames, and threat patterns. Another
review of threat modeling techniques [27] showed that the identified techniques
had widely different characteristics. The STRIDE method is selected as the most
appropriate for this study, as it is widely used within the domain because of its
relevance and applicability [27] and its ability to be used in combination with
other methods, due to its flexibility [17,19].

Although several works have analyzed cybersecurity in agriculture infrastruc-
tures, the security threats in dairy farming are under-researched. The research
described above is primarily on general farming, not dairy farming. The systems
used on a dairy farm are highly specialized and are different from other use
cases. Additionally, the risks that potential threats may pose to the dairy farm
infrastructure have only partially been discussed.

3 CPSs of a Dairy Farm 4.0

A graphical depiction of a dairy farm’s IT-OT infrastructure model is shown
in Fig. 1. The graph nodes represent CPSs, and the solid line edges represent
main information flows. The dotted line edge from the node labeled “SS” to the
node labeled “FMS” indicates possible information flows. The following model
description includes the CPSs, their functionality, data flows, and dependencies.
The CPSs have been analyzed based on information in existing system descrip-
tions in academic literature and technical reports from the dairy farm industry,
as discussed in the related work section. For each CPS, the following elements
are provided: its functionality and a brief description of the system, its purpose,
and its primary function within the farm. Data flows, i.e., an outline of the flow
of data, including inputs and outputs to other CPSs, are also included in the
model. Finally, dependencies on other internal systems are also included in the
model. External systems or entities are excluded.

Farm Management System (FMS): The FMS in a dairy farm is a soft-
ware solution designed to optimize and streamline the operations of a dairy
farm. Its primary function is to manage and monitor various aspects of dairy
farming, including herd management, milk production, animal health, nutrition,
and financial and staff management. In addition, the system helps dairy farm-
ers improve their overall efficiency, productivity, and profitability, by providing
a centralized data analysis and decision-making platform. The farmer and the
workers on the farm operate the system [2,6,21]. Functionality: The FMS plays
a critical role in four areas of the farms’ operation, namely (1) Animal health
management: The system helps monitor the health of each animal by tracking
vaccinations, medical treatments, and regular check-ups. (2) Milk production
tracking: The FMS records each cow’s daily milk production data. (3) Breed-
ing and reproduction management: The system keeps track of breeding cycles,
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Fig. 1. Overview of systems on a dairy farm, with information flows. Legend: FMS -
Farm management system, AMS - Automatic milking system, SS - Segregation system,
ALS - Automatic lighting system, ALS - Automatic feeding system, ACS - Automatic
cleaning system, VSS - Video surveillance system, EVS - Environment ventilation sys-
tem, AFPS - Automatic feed pushing system, HMS - Herd management system.

insemination dates, and calving history. (4) Food and nutrition management:
The system calculates the nutritional requirements of the herd and of each indi-
vidual cow, helping farmers create balanced diets and monitor food consumption.
Data flow: The FMS receives information from all systems on the dairy farm
except the Environmental Ventilation System (EVS) [2]. The FMS is the single
point in the model where all data are stored, processed, and visualized. The
system is connected to the internet and receives data from cloud storage. It
sends quality control data of the milk to the buyer. Dependencies: The FMS is
connected to all CPSs in the farm except the EVS.

Automatic Milking System (AMS): The AMS is an advanced robot system
that milks the cow. The AMS is preferred over other methods because it can
optimize the milking process, reduce labor requirements, and improve overall
productivity and animal welfare [15]. The system typically offers various func-
tionalities and connects with others, relying on them for seamless and efficient
operation. Functionality: The cow must go through the Segregation System (SS0
before the AMS. The system’s primary purpose is to milk the cow. The AMS
uses advanced sensors and technologies to perform its functions [7,11,22]. Data
flow: The AMS sends data about milk production, quality analysis, health moni-
toring, feeding data, and alerts and notifications to the FMS. Health monitoring
data is typically the cow’s weight and body temperature. Feeding data contain
the amount of concentrate the cow is fed during the visit to the AMS. Depen-
dencies: The AMS depends on the FMS to send and receive data and perform
its functions.
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Herd Management System (HMS): The primary function is to collect data
from sensors attached to the cow [2]. Functionality: According to [2], the HMS
gathers information such as “eating habits, lying time, stand-up counts, step
counts, and temperature.” The system consists of sensors placed around the neck
or leg of the cow and processes and stores data about the cows’ health. These
sensors also function as electronic identification tags, helping identify individual
cows for interactions with other systems like segregation gates or the AMS.
Such data facilitate the monitoring of health aspects such as detecting abnormal
walking patterns, frequency of laying down, or changes in rumination activity.
Data flow: The data is transmitted from the sensor to the reader via RFID and
then to the controller on the Controller Area Network (CAN) bus. The controller
sends the data to the FMS through Ethernet [2]. The sensors send the data to
receivers in the barn at regular intervals. Dependencies: The HMS does not rely
on other systems.

Automatic Cleaning System (ACS): A self-driving robot is responsible for
cleaning the space where the animals live by removing the manure from the
cows [20]. Functionality: The robot must go between the cows to perform the
necessary functions. To this end, it is equipped with advanced sensors. Data flow:
The ACS communicates with the FMS about the planned cleaning. To enhance
its operation, it can use information on the whereabouts of the cows from the
HMS received through the FMS. Dependencies: The ACS relies on information
from the FMS to identify the target area for cleaning.

Automatic Feed-Pushing System (AFPS): The AFPS is a robot that moves
around the feed alley and pushes the food toward the cows so that they can get
easier access to it. Functionality: The routes for the robot can be programmed
manually, or the robot can autonomously navigate its path. It then uses sensory
technology to identify the location of the food [20]. Data flow: The AFPS is
connected to the FMS and gets its routes from there. Dependencies The AFPS
relies on the FMS to get its routes from and when it should and should not
operate.

Automatic Feeding System (AFS): The AFS provides an efficient and pre-
cise means of delivering feed to the cows, improving productivity, and optimizing
resources on the farm [20]. Functionality: Robots mix different feeds that suit the
herd on the farm. The mixed feed is then transported to the cows via conveyor
belts or by a robot. The robot distributes the feed along a path from which only
the cows can eat. The cows are fed at regular intervals. When the cows eat, some
of the feed gets pushed out and the cows cannot access it. Data flow: The AFS
communicates to the FMS about the type of food and the amount needed for
cows. As a result, the FMS has detailed information about how many cows will
be fed and if a particular group needs more. Dependencies: The AFS relies on
precise data from the FMS concerning the animals’ dietary requirements.
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Automatic Lighting System (ALS): The ALS automatically adjusts the
light inside the barn according to a predefined schedule or input from light sen-
sors [20]. Functionality: The ALS uses sensors and control algorithms to adjust
the lighting intensity and duration based on various factors, such as the time
of day, cow activity, and environmental conditions. The ALS detects the light
level inside and outside the barn to adjust for the proper light setting inside the
barn. Data flow: The system sends data to the FMS about the current state of
operation, including information about the lighting condition inside the barn. It
receives data on when the light should be on or off. Dependencies: The system
depends on the light setting information from the FMS to set the correct light
level.

Environmental Ventilation System (EVS): The EVS adjusts the tempera-
ture inside the barn via ventilation [2]. Functionality: The EVS is disconnected
from the rest of the network and the FMS and can be accessed and adjusted via
Bluetooth to a mobile phone app. Data flow: The EVS receives weather data
such as temperature, precipitation, wind direction, and speed from sensors on
the farm. Based on information from those, it adjusts the ventilation to set the
right conditions inside the barn. The system is adjusted by phone and returns
data about the conditions inside and the weather conditions. Dependencies: The
system is not dependent on other systems as it is not connected to any.

Segregation System (SS): The segregation system allows the cows to pass
through the farm’s gates. Functionality: The gates are in place to ensure that
only the right cows can pass through. They can move to the grazing and feeding
areas, the milking robot (AMS), and the resting areas [2]. The SS ensures that
the cows are only allowed to be milked a certain number of times daily [2]. Data
flow: The system receives the cow’s identity through the RFID chip on the cow.
The RFID reader picks up the information at the gate [7]. Next, the system
communicates with the FMS and asks if the cow is allowed through the gate
or where it is supposed to go (in case of multiple gates). Finally, the FMS tells
the gates to open or not [2]. Dependencies: When a cow enters the gate, the SS
depends on the FMS to give it the correct information about whether to allow
the cow through or not.

Video Surveillance System (VSS): The VSS is responsible for monitoring
dairy farms. Functionality: Video surveillance is a common feature on dairy
farms [23]. The VSS is an analog or digital (IP) camera connected to a ded-
icated surveillance PC or IP recorder. The VSS allows the farmer to monitor
the farm from one place and ensure that it operates as it should. Data flow:
The cameras are sometimes connected to the rest of the network. Live video is
transmitted from the cameras to the recorder or personal computer to facilitate
the monitoring. The VSS does not need to communicate with the FMS or any
other system on the farm. Dependencies: The VSS is not dependent on other
systems in the farm.
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4 Threat Modeling and Risk Assessment

This section presents the methodology used to identify security threats and
the accordant risks. The results of the analysis and of the risk assessment are
discussed.

4.1 Methodology

STRIDE describes six threats: Spoofing, Tampering, Repudiation, Information
Disclosure, Denial of Service, and Elevation of Privilege [25]. Spoofing is the
capability of the adversary to pretend to be someone or something else. Tamper-
ing is the alteration or disruption of a disk, network, or memory of the system.
Repudiation is a threat that refers to someone’s allegation that did not do some-
thing which influenced the system’s operation or was not responsible for the
results derived from their actions. Information disclosure refers to the revela-
tion of confidential information to unauthorized entities. Denial of Service refers
to a violation of the availability of the system. Elevation of Privilege is the threat
of an adversary executing unauthorized actions by abusing existing privileges.
STRIDE attempts to discover potential threats and vulnerabilities as early as
the design phase and analyzes each threat by answering questions corresponding
to specific security properties. STRIDE facilitates the analysis of both active and
passive threats. Threats that manipulate the physical environment of a sensor
have not been considered in this paper.

The STRIDE threats and the CPS risk assessment are performed by using
a revised form of the impact and likelihood criteria of [17,19], as depicted in
Tables 1 and 2. The risk is calculated using the risk matrix depicted in Table 3.

Table 1. Impact criteria.

Level of impact Impact description

High (H) Threats that could result in the loss of human life.
Threats that could result in the loss of animal life.
Threats that could result in large energy loss.
Threats that may cause damage to the infrastructure.
Threats that will result in economic damage and client loss.
Threats that will result in system malfunction.

Medium (M) Threats that could cause process disruption in real-time.
Threats that could result in miscalculations in the systems.
Threats that could result in a bad reputation for the company.
Threats that could result in serious harm to animals.
Threats that could influence the system’s integrity.
Threats that could influence the system’s availability.
Threats that could result in legal sanctions.

Low (L) Threats that could result in operation delay or disruption in
noncritical processes.
Threats that could result in leakage of non-sensitive data.
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Table 2. Likelihood criteria.

Likelihood level Likelihood description

Very likely (V) The adversary is highly motivated and capable, with no
deployed countermeasures.
Existing popular exploits which can be executed at any time.
High system exposure to the internet.

Moderate (M) The adversary is highly motivated and capable, while the
system’s attack prevention countermeasures are insufficient.
The system’s vulnerability is widely known, but the attacker
has to gain physical access.
Systems are not directly exposed to the internet.

Rare (R) The attacker is not highly motivated or does not have the
necessary knowledge to perform an attack, or the deployed
countermeasures are sufficient.
An attacker must have administrative rights to perform the
attack.
The system is not connected to external networks or systems.

Table 3. Risk matrix

Impact

High Medium Low

Very likely High High Medium

L
ik
e
li
h
o
o
d

Moderate High Medium Low

Rare Medium Low Low

4.2 Threats and Risks in the Dairy Farm 4.0

The threat analysis of the CPSs of the dairy farm is presented in the following
tables. The threats shown in the tables are indicative. In these tables, “T” stands
for “Threat”, “I” stands for “Impact,” “L” stands for “Likelihood,” and “R”
stands for “Risk” (Tables 4, 5, 6, 7, 8, 9, 10, 11, 12 and 13).
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Table 4. Threats to the farm management system (FMS)

T Description of threat I L R

S Since the system is exposed to the internet, an attacker could spoof the identity
of a legitimate user, such as a farm employee or the farmer, to remotely gain
unauthorized access to the FMS. This could lead to unauthorized modifications
or theft of valuable data.

M V H

T An attacker could tamper with the data stored in the FMS, such as changing
milk production numbers, breeding cycles, or nutritional requirements, leading
to inefficiencies in the farm operation or even financial losses and affecting the
cows’ health.

H V H

R Without a strong system of logging and verification, an attacker could manip-
ulate data in the FMS, such as milk production statistics or animal health
records, and deny the action. This lack of accountability may raise legal issues
for the company.

M V H

I Information about the cows’ health could be leaked, possibly leading to a
disadvantage for the farmer against competitors.

M V H

D An attacker could launch an attack against the system, overwhelming the FMS
with traffic and causing the farm’s operations to cease.

H V H

E An attacker could, either on-premise or remotely, exploit vulnerabilities to
elevate their privileges within the FMS, allowing them to perform actions typ-
ically reserved for privileged users. This could result in significant operational
disruptions or damage to the farm’s infrastructure.

H V H

Table 5. Threats to the automatic milking system (AMS)

T Description of threat I L R

S An attacker could spoof ID tags so that the system thinks another cow is in
the AMS. This could result in improper feeding, incorrect medication dosing,
or inappropriate milking schedules.

M M M

T Tampering with the milk quality control systems could result in the delivery
of poor-quality milk, posing significant damage to the farmer’s reputation.
Tampering with the quality control data could lead the system to allow infected
or bad milk into the milk tanks, potentially destroying all the milk in the tank.

H M H

R In the absence of robust logging and audit trails, harmful changes made in the
AMS, such as adjusting milk schedules or medicine doses, could be denied by
the attacker. This could lead to issues in tracing accountability and in resolving
adverse effects on cows’ health and milk production.

M M M

I Attackers could leak data related to milk production, quality analysis, or health
monitoring. Since the milking process is a crucial part of the dairy farms’
operation, this could impact the farm’s competitiveness if competitors received
the data.

H M H

D An adversary may disrupt the communication between the AMS and the FMS.
This may cause damage to productivity, animal welfare issues, and potential
revenue loss.

H M H

E An attacker may exploit vulnerabilities within the AMS to gain unauthorized
access and control over system functionalities. This could lead to the manip-
ulation of medicine dosages or interference with milking processes, ultimately
affecting productivity and animal welfare.

M M M
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Table 6. Threats to the herd management system (HMS)

T Description of threat I L R

S An attacker could spoof the system by changing the cow’s identity when com-
municating with other systems, leading to a false identification of the cow in
various contexts. This can lead to incorrect health monitoring and possibly
incorrect treatment decisions.

M M M

T An attacker could manipulate data such as eating habits, temperature read-
ings, and rumination activity, leading to incorrect assessments of cow health.

M M M

R A threat actor denying their unauthorized alterations to sensor data, such as
feeding or rumination patterns, could adversely affect the well-being of the
cows and disrupt farm operations.

M M M

I Data from the sensors to the receivers and from receivers to the FMS could
be intercepted if improperly encrypted. This could lead to the unauthorized
disclosure of sensitive information about the cows and their health.

M M M

D Attackers could jam the wireless signals between the sensors and the receivers,
leading to a denial of service. This could prevent the system from receiving any
data from the cows, causing a disruption in monitoring and decision-making
for the farmer.

L M L

E If an attacker can exploit vulnerabilities in this transmission process, they
could escalate their access privileges, enabling them to view and alter the
transmitted data. This could lead to incorrect data being sent to the receivers
and subsequently to the FMS, affecting the decisions based on this data.

M M M

Table 7. Threats to the automatic cleaning system (ACS)

T Description of threat I L R

S An attacker could spoof the identity of the ACS and transmit fake
location signals to the FMS, causing the FMS to not know where the
robot is and consequently giving the robot incorrect cleaning routes in
return, leading to incomplete or ineffective cleaning or driving into cows.

M M M

T An attacker could intercept or modify the input between the ACS, FMS,
and HMS, leading to erroneous cleaning schedules, wrong path planning,
or loss of real-time cow location data.

L M L

R In this system, any unaccounted modifications to the cleaning process of
the ACS may compromise the sanitary conditions in the barn, thereby
threatening the health of the animals.

L M L

I An attacker could access operational data such as cow locations, cleaning
schedules, or facility layout, potentially compromising the barn’s
operational security.

M M M

D An attacker could stop the robot from working by targeting critical
components (e.g., power supply, communication systems) or overloading
the system with excessive or incorrect data, rendering it unable to
perform its cleaning tasks.

H M H

E An attacker could exploit a vulnerability in the robot’s security
mechanisms to gain unauthorized access, allowing them to control the
robot and alter its settings.

M M M
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Table 8. Threats to the automatic feed pushing system (AFPS)

T Description of threat I L R

S An attacker could spoof a legitimate connection from the FMS and
change the settings or routes of the AFPS. This could result in
disrupting the feeding process and wasting energy.

L M L

T An attacker could inject malicious data into the sensor network or
the location module of the AFPS, altering the robot’s sensing
capabilities. This could result in incorrect movement and physical
damage to the equipment or the animals.

M M M

R An attacker could send unauthorized commands to the AFPS
without leaving a trace of their actions. This would make it difficult
to identify the cause of any resulting problems, such as incorrect
feed-pushing patterns.

L M L

I Sensory data collected by the AFPS could be intercepted by an
attacker. This could reveal information about the conditions within
the farm, such as the cows’ health or the feed’s quality.

M M M

D An attacker could shut down the AFPS by overloading it with
requests or exploiting a system vulnerability. This could disrupt the
feed delivery process, leading to potential health issues for the cows.

M M M

E An attacker could exploit a vulnerability in the AFPS to take control
of its operation. This could allow them to modify the robot’s
behavior, potentially causing harm to the cows and disrupting the
feeding process.

M M M

Table 9. Threats to the automatic feeding system (AFS)

T Description of threat I L R

S An attacker may spoof the identity of FMS and make the robot
dispense excessive or inadequate amounts of feed, potentially
disrupting the farm’s operations and affecting the cows’ health.

M M M

T An attacker may tamper with the feeding intervals programmed into
the AFS, causing the cows to be overfed or underfed, resulting in
poor health or reduced milk production.

L M L

R In the case of alterations in the feed’s composition or quantity, every
action must be traceable to the person or system who performed it
since it could disrupt the nutritional balance of the cows.

M M M

I An attacker may expose data such as feed types and feeding
schedules, potentially causing harm to the farm’s operations or
reputation.

L M L

D A threat actor could cause a denial of service by disrupting the AFS
by overloading the system with requests, preventing the cows from
receiving adequate feed.

H M H

E An attacker could gain control over the AFS robot, enabling them to
manipulate the feeding process, cause damage to the robot or
facilities and harm the cows.

H M H
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Table 10. Threats to the automatic lighting system (ALS)

T Description of threat I L R

S An attacker could impersonate an authorized user and manipulate
the automatic lighting system. By altering the lighting schedules,
they could create undesirable conditions for the cows, leading to
stress, reduced milk production, and potential health issues.

L M L

T An attacker could physically or remotely tamper with the input from
the light sensors, causing them to provide false readings or alter
them. Improper lighting may lead to inadequate lighting conditions,
negatively impacting the cows’ health and productivity.

L M L

R Untraceability to a specific user of actions in the ALS could lead to
undetected malicious activities or repeated system faults, adversely
affecting the cows’ health.

L M L

I An attacker could gain unauthorized access to the lighting schedules
and configurations of the ALS, revealing operating patterns of the
farm that could be used for potential malicious activities.

L M L

D An attacker could flood requests to the controllers in the lighting
system, possibly causing the lights to be faulty. This attack requires
physical access to the infrastructure.

M M M

E If an attacker gains administrative access to the system, they could
misuse this to disrupt the lighting schedules. This could cause
damage to health and productivity and, in the worst-case scenario,
create unsafe working conditions for farm workers.

M M M

Table 11. Threats to the environment ventilation system (EVS)

T Description of threat I L R

S An attacker could spoof the Bluetooth connection to the system and
pretend to be a legitimate user. This would give the attacker access
to the actuators or manipulate the EVS settings, potentially leading
to harmful conditions for the animal.

M R L

T By manipulating the data sent to the EVS from the app, an attacker
could adjust the ventilation adjustments or give wrong temperature
information from the temperature sensors.

L R L

R Lack of logging events on the system could lead to the users denying
having made specific EVS adjustments through the mobile app.

L R L

I An interception of the communications may lead to information
leakage about the farm’s operating conditions; this could be used for
malicious purposes.

L R L

D An attacker could block the source of the weather data, causing the
EVS to operate with outdated or incorrect information. This could
lead to unsuitable conditions inside the barn for the animals.

H R M

E An attacker with administrative rights could turn off the ventilation,
making the cows overheat in warm weather.

H R M
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Table 12. Threats to the segregation system (SS)

T Description of threat I L R

S An attacker could clone an RFID tag, tricking the system into thinking an
unauthorized cow is authorized to enter the AMS or other restricted areas.
This can lead to improper segregation, causing disruptions in the milking
process and potential conflicts among the cows.

M M M

T An attacker could tamper with the gate’s control system to disable or force
it to open/close unexpectedly. This could lead to hurting the cows when
they are in the segregator, letting them in or out where they do not belong,
or disabling them altogether.

H M H

R The repudiation of actions within this system is not permitted, as improper
or unauthorized manipulation of the control system or RFID readings could
jeopardize the cows’ well-being and farm processes’ efficiency.

M M M

I An attacker may collect the usage statistics for the gates for malicious
purposes. The attacker could maximize the impact of their activities by
targeting the farm at the most vulnerable times.

M M M

D An attacker could jam RFID signals near the gates, preventing RFID
readers from accurately identifying cows and causing delays to the milking
operation.

M M M

E If an attacker has high privilege on the system, they can use it to override
the gates and let every cow that wants to pass through to do so. This could
lead to cows queuing up and ending up in the wrong place on the farm.

M M M

Table 13. Threats to the video surveillance system (VSS)

T Description of threat I L R

S An attacker could replace the genuine video feeds with recorded or
manipulated footage, misleading the farmer and obscuring any activities
happening in the farm.

L R L

T A threat actor could tamper with the video recordings stored on the recorder
or PC, altering or deleting critical evidence of incidents on the farm.

M R L

R Any action carried out within the video surveillance system that impacts its
function, such as manipulating video feeds or tampering with video
recordings, should be attributable. Denial of responsibility for such actions
could mislead the farmer and possibly lead to security breaches.

M R L

I An attacker could leak feeds or recordings, potentially disclosing information
about the farm’s operations or personnel. The footage can be selected only
to show negative incidents on the farm, damaging the farm’s reputation.

H R M

D An attacker could intentionally overload the system, causing the video feeds
to become unavailable. This would hinder the farmer’s ability to monitor the
farm remotely.

L R L

E An attacker could exploit vulnerabilities in the VSS to gain unauthorized
control over the cameras, allowing them to manipulate the camera settings
or disable them entirely.

M R L

Considering the above threat analysis results, we notice that the FMS gath-
ered six high-risk scores. Further, three high-risk threats are identified for the
AMS and two for the AFS. Therefore, these three systems are among the most
critical ones. The SS and the AFPS gathered five and four, respectively, medium
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risk scores. This is due to their high dependence on the critical CPSs. Finally,
the ALS, EVS, and VSS are characterized by low-risk levels.

The threat analysis focuses on attacks against each CPS’s main properties,
as described in the previous section, namely functionality, data flow, and depen-
dencies. An essential aspect of the identified threats is the potential for harming
animals; an example is the tampering threat against the segregation system.
Similarly, a tampering or spoofing threat to the ACS may inflict physical dam-
age to the infrastructure since the cows’ health is highly dependent on the ACS.
Furthermore, these threats may hurt the business continuity of the organiza-
tion. As mentioned earlier, the FMS is crucial in the network model and acts
as the central node in the model graph. However, this role makes it potentially
vulnerable, as threats against the FMS could compromise the entire system due
to the high dependencies on the other CPSs. A consequence is that if the FMS
is compromised, wide-reaching effects across the overall system might occur.
For instance, numerous spoofing threats have been identified, where an attacker
could pretend to be the FMS, issuing false commands or injecting incorrect data
into other systems.

Tampering and Denial of service threats are among the most critical for the
dairy farm as they are rated as critical in four out of the ten CPSs. Spoofing and
Elevation of Privileges are rated as medium lever threats while Repudiation and
Information Disclosure are low level threats.

By leveraging the risk assessment performed per CPSs and per STRIDE
threat, the criticality of each CPS is determined. The overall risk analysis results
are depicted in Table 14 where twenty low, twenty-seven medium, and thirteen
high-risk threats in the dairy farm are shown. The impact and likelihood values
are estimated based on the criteria presented in Tables 1 and 2. It can be noticed
that the CPSs that are exposed to the internet received the highest risk values.
The AFS, ACS, HMS, and ASPS received medium-level risk scores. This is
because the functions of and data flows between these CPSs are only partially
exposed to the internet, hence less vulnerable to cyber attacks. Finally, the ALS,
EVS, and VSS have received low-level risk scores due to limited dependencies.

Table 14. Risk assessments for all systems

System Low Medium High System risk score

FMS 6 3.0

AMS 3 3 2.5

SS 5 1 2.2

AFS 2 2 2 2.0

ACS 2 3 1 1.8

HMS 1 5 1.8

AFPS 2 4 1.7

ALS 4 2 1.3

EVS 4 2 1.3

VSS 5 1 1.2

Total 20 27 13
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Table 14 illustrates the system’s low, medium, and high-risk scores. The risk
score itself for each threat is calculated by the matrix shown in Table 3. The risk
score per CPS and per threat is calculated by assigning numerical values to the
risk scores for each threat. The threat scores were given the following values:
Low = 1, Medium = 2, High = 3. By adding these together and dividing them by
the number of threats (six for each CPS), the average risk score of the system
is shown. For example, the FMS gets the highest possible score of 3 (6 high-
risk threats, calculated as (6 * 3)/6 = 3). Table 14 sets the CPSs in a priority list
based on their criticality (Fig. 2).

Fig. 2. Overview of systems on a dairy farm, with information flows, high-risk systems
marked with red, medium-risk with orange, low-risk with green. Legend: FMS - Farm
management system, AMS - Automatic milking system, SS - Segregation system, ALS -
Automatic lighting system, ALS - Automatic feeding system, ACS - Automatic cleaning
system, VSS - Video surveillance system, EVS - Environment ventilation system, AFPS
- Automatic feed pushing system, HMS - Herd management system. (Color figure
online)

The FMS is characterized as the most critical CPSs since it is central to the
model and directly connected to the internet. The AMS scored high on the risk
scale due to its integral role in the farm’s operations and its potential to cause
significant harm to the cows if compromised. The interdependence between the
AMS and the FMS also implies that a compromise in the AMS could spread to
other interconnected systems. Four out of ten CPSs have received medium-level
risk scores. The likelihood of attacks in such systems is low due to their low
interconnectedness. Last, three systems have received low-level risk scores.
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5 Conclusions

This paper discussed cybersecurity aspects of contemporary dairy farms employ-
ing IT-OT integrated technology. The CPSs of the dairy farm were presented and
analyzed, considering functions, data flows, and dependencies. The cyber threats
per CPSs were identified by employing the STRIDE method and analyzing attack
scenarios per STRIDE threat. Tampering and Denial of service threats are among
the most critical, whilst Spoofing and Elevation of Privileges are characterized as
medium-level threats. Additionally, the risks per STRIDE threat and per CPSs
were assessed to identify the most critical components. In future work, further
analysis of the model presented in this work will be performed, towards proposing
a security reference architecture for dairy farms 4.0.
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Abstract. Recently, with the increasing use of social networks, services,
and computers in general plus the enhanced capabilities of remote work-
ing, especially during quarantine periods due to Covid-19, social engi-
neering attacks are a growing phenomenon. These attacks are, nowadays,
the most common, since no matter how protected an information sys-
tem is from security attacks, the weakest link is the human factor. As
such, it is imperative to address and prevent such attacks. This paper
reviews the most common social engineering attack prevention and pro-
tection methods and classifies them based on various criteria. Based on
the analysis, it identifies the most effective methods in their protection
degree, while it supplies some challenges to maximise such degree.

Keywords: Social engineering · attacks · protection methods · review

1 Introduction

Social engineering is the manipulation of individuals to extract information,
especially confidential and sensitive data. These attacks are so widespread as no
matter how strong the security of an information system and the strength of its
protection mechanisms are, the system can be penetrated due to external factors,
such as people [1]. The social engineering attack methods used do not require as
much time and effort as other types of attacks that exploit system vulnerabilities,
since humans are dominated and operate based on emotions. This makes these
attacks among the most dangerous [1] since they cannot be yet addressed with a
complete and definitive security solution while their confrontation also requires
the proper training of the people who access and operate the systems in question.

As such, social engineering protection and prevention methods have wit-
nessed significant advancement. Organizations are increasingly investing in secu-
rity awareness and training programs, which aim to educate employees about
the risks of social engineering attacks and how to identify and respond to them.
Further, new technologies, such as machine/deep learning and natural language
processing (NLP) are being developed to address social engineering attacks in
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real-time. The increasing adoption of these protection methods has significantly
reduced the success rate of social engineering attacks and improved the overall
security posture of organizations [2].

Systemizing protection methods allows organizations to streamline pro-
cesses and standardize practices. Categorizing and evaluating different protection
methods helps identify effective approaches and prioritize their implementation.
This promotes efficiency, reduces effort duplication, and ensures consistent appli-
cation of social engineering protection measures. By understanding the methods’
effectiveness, organizations can allocate resources and prioritize measures based
on risk levels, aligning strategies with their objectives. Documenting and catego-
rizing effective protection methods facilitates sharing best practices and lessons
learned, fostering collaboration and enhancing defence against social engineering
attacks. Having a comprehensive understanding of social engineering protection
and prevention methods is crucial so as to achieve this vision.

Our paper introduces significant advancement and value by exploring
machine, deep and hybrid learning plus scenario-based attack detection meth-
ods. By extending from [3] and [4], our study goes beyond the existing scope
to delve into the realm of deep learning algorithms, harnessing their potential
to enhance attack detection accuracy and robustness. Moreover, by incorpo-
rating hybrid learning techniques the detection system’s effectiveness is further
strengthened. Our paper also introduces the concept of scenario-based attack
detection, which considers real-world scenarios and contextual information to
improve the system’s ability to identify and mitigate emerging threats.

Our paper adds extra value by introducing original criteria for comparing pro-
tection methods. By applying such criteria, our research goes beyond the existing
literature and provides a comprehensive and objective framework to assess the
protection approaches effectiveness. This novel contribution allows for a more
systematic understanding of the strengths and weaknesses of various methods,
enabling researchers and practitioners to make informed decisions when selecting
and implementing cybersecurity measures. Further, creating such criteria opens
up new avenues for future research, as they can serve as a benchmark to evaluate
and refine protection techniques in an evolving threat landscape.

The remainder of this paper is structured as follows. Section 2 explains the
methodology used to select the defence and prevention methods. Section 3 intro-
duces the evaluation criteria, evaluates the methods based on them and analyzes
the evaluation results. Finally, Sect. 4 concludes the paper.

2 Method Selection Methodology

The selection of suitable social engineering protection and prevention methods
is critical to ensure the security of an organization’s sensitive information and
systems. In this paper, a systematic literature review was conducted to evaluate
existing measures and methods (policies and tools) to address social engineering
attacks. The review’s main research questions to answer were the following:
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– What are the main categories of methods utilized to protect against social
engineering attacks?

– What are the main pros and cons of each protection method in each category?
– Which is the best protection method based on which criteria and aspects?
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Fig. 1. The distribution of different protection and prevention methods.

The search strategy employed used keyword patterns to search relevant liter-
ature on Google Scholar, Science Direct, and Web of Science. The keywords used
were “Social Engineering || Phishing || Impersonation” && “Attack” && “Detec-
tion || Prevention || Protection.” || means logical OR, while && logical AND.

Several articles and studies appearing with the above keywords were exam-
ined. To separate and filter the studies, eligibility criteria (exclusion, inclusion
and quality) were applied to determine whether to include or exclude each iden-
tified article from the subsequent analysis.

The inclusion criteria were as follows:

– Literature publications which include research articles from scientific journals,
conferences and workshops and doctoral theses.

– Publications proposing techniques, tools, methodologies, strategies and solu-
tions focusing on social engineering attacks prevention and addressing.

The exclusion criteria were as follows:

– Exclusion of publications published before 2008. By focusing on more recent
literature, we capture the latest advancements, trends, and insights in the
field.

– Exclusion of publications written in a language other than English.
– Exclusion of publication with charged access to their content

The quality criteria were as follows:

– Exclusion of publications supplying an unmeaningful solution.
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– Exclusion of publications with no kind of assessment of their contribution.
– Exclusion of publications with unverifiable assessment results.

The articles originally identified were 367 while the ones retained after the
application of the eligibility criteria were 66. Of these 66 articles, 50 mapped
to Protection and Prevention Methods that we chose to examine while the rest
were literature review ones, kept for respective knowledge extraction and uti-
lization by our paper. The 50 methods are approximately distributed based on
their protection method category in Fig. 1 while their distribution based on their
publication kind is shown in Fig. 2.
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Fig. 2. The publication distribution of the different studies.

3 Analysis

This section overviews the main method categories. Based on this categorization,
it then classifies the protection methods selected according to the methodology
in Sect. 2. It also evaluates these methods based on some key evaluation criteria.

3.1 Overview of Protection Method Categories

This sub-section analyzes the main categories of social engineering protection
methods by extending the method categorisation in [3] with the categories of
Deep Learning, Hybrid Learning and Scenario-based Attack Detection.
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Policy and Process Control. Policy and process control provide hierarchical
control via some management and process frameworks, as opposed to technical
systems, such as security software. They are essential in an organisation as they
provide a comprehensive protection approach. Most importantly, they are pro-
cedures to prevent and detect potential attacks, but also steps and procedures to
react to such attacks. They are designed to reduce exposure to social engineering
attacks. Well-maintained policy and organizational procedures help mitigate the
occurrence of an exploit without relying on the technical capabilities of the sys-
tem users. Policy and Procedure Control are the backbone of the organizations’
security, while the overall security countermeasures and tools to protect against
such attacks are decided based on them.

Awareness Training. Since attacks target the system’s users, attacks can
be greatly reduced by proper user training and awareness. Education is a key
defence model element. In particular, in social engineering attacks, it concerns
introducing and applying training programs to compensate for and mitigate the
technical security mechanisms inadequacy.

Empirical studies and research have shown that awareness training programs
can enhance individuals’ ability to recognize and identify social engineering
attacks. Training participants become more alert to common tactics, such as
phishing emails, impersonation attempts, and phone scams. Further, awareness
training encourages individuals to report suspicious activities or social engi-
neering attempts. This can lead to quicker incident response and mitigation of
potential security breaches. When employees are educated about the risks and
consequences of social engineering attacks, they become more proactive to safe-
guarde information and are more likely to adopt secure behaviors [5].

Social engineering tactics evolve rapidly such that individuals require regular
and updated training to stay informed. One-time training sessions may not be
sufficient to combat the ever-changing landscape of social engineering attacks.

Technical. “Technical” are those protection and prevention methods in which
the human factor is either irrelevant or has little significance in addressing social
engineering attacks. These methods create mechanisms that either prevent and
protect against social engineering attacks entirely on their own or create an
infrastructure helping the user to identify and defend against such attacks.

We categorize Technical Protection and Prevention Methods into:

Sandboxing Mechanisms. In sandboxing, an isolated computer environ-
ment is created, usually via virtualization, to test unreliable functions. It has
been effectively applied in various IT domains, from specific code platforms to
browsers, plus in the field of smartphone security to improve defence against
malware. Sandboxing can be used to help in protecting against social engineer-
ing attacks by isolating potentially malicious programs or actions from the rest
of a system. For example, if a user clicks on a link or opens an email attachment
that contains malware, sandboxing can prevent that malware from spreading
beyond the sandboxed environment. This can help prevent the attacker from
gaining access to sensitive data or causing damage to the system [6].
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Authorisation, Authentication, and Accounting (AAA). AAA is a frame-
work for intelligent computer access, enforcing authentication and authorization-
related policies, controlling usage, and providing the information needed for
service billing. It is typically applied in controlled environments, especially where
there is a diverse user landscape that compromises data control and protec-
tion. The framework provides controls for accessing resources (Authentication),
enforcing organizational policies (Authorization), and controlling resource usage
(e.g., devices accessed). Its use is intended to ensure that organisations have a
detailed assurance and control level over who has access to a system, based on
data about names, roles, skill sets, etc. By using strong authentication methods,
such as multi-factor authentication, organizations ensure that only authorized
users access sensitive data or systems. Further, by implementing strong account-
ing policies, logging and monitoring of user activities are enabled, providing an
audit trail to be used for post-incident analysis and forensic investigations. This
can help detect and mitigate the effects of social engineering attacks, as organi-
zations can identify respective suspicious behaviour.

Monitoring. Monitoring concerns observing a computer system’s behaviour,
generated by user/programmer actions, programs, services and processes, via
collection, aggregation and analysis mechanisms. Monitoring is a key security
mechanism for social engineering attacks, as new attacks can be identified by
logging and analysis of network traffic and effective security control where they
can be detected by juxtaposition to normal/legal user actions in the system.

Effective monitoring enables timely alerts and notifications when potential
social engineering attacks are detected. These alerts can trigger incident response
procedures, allowing security teams to investigate and mitigate the attacks before
causing significant harm [7].

Social engineering attacks evolve over time; thus, monitoring should be an
ongoing process. Regularly reviewing and updating monitoring systems, stay-
ing informed about new attack vectors, and adapting monitoring strategies are
critical to maintaining an effective defence against social engineering attacks.

Integrity Checking. The integrity of applications and data is difficult to ensure
without proof or analysis. Integrity checking provides the user with a visual
response and technical assurance as to whether the file, site, or data should be
trusted through various tools like Intrusion Detection Systems (IDS).

Integrity checking can effectively identify instances where malware has been
injected into files or system components. By regularly verifying file integrity and
detecting unexpected modifications, organizations can detect and mitigate the
impact of social engineering attacks involving malware injection. Further, it can
also help ensure the integrity and authenticity of data by using cryptographic
hashing or digital signatures such that organizations can verify data integrity at
rest or during transmission. This helps protect against social engineering attacks
that involve tampering with sensitive information or data manipulation [8].

Machine Learning. Research has demonstrated that malware detection via
machine learning (ML) can be dynamic, where appropriate algorithms, such
as support vector machines and neural networks can be applied to profile files
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against known and potential exploits and distinguish between legitimate and
illegitimate data. ML algorithms have been successfully applied to detect mali-
cious emails using anomaly classification techniques, thus demonstrating their
potential for further application to other areas of social engineering attacks.

The effectiveness of ML algorithms in detecting social engineering attacks
relies heavily on the availability of high-quality and diverse training data. Col-
lecting data sets that encompass a wide range of social engineering attack sce-
narios can be challenging. Further, maintaining up-to-date data sets to keep pace
with evolving attack techniques is crucial for ML model accuracy [9].

Deep Learning. Similar to ML, Deep Learning (DL) algorithms can prevent
social engineering attacks by analyzing patterns in user and system behaviour
and detecting anomalies indicative of an attack. DL algorithms can be used to
analyze the language used in emails, social media messages, and other communi-
cation channels to detect phishing and other social engineering attacks. Natural
language processing (NLP) can identify suspicious language patterns or unusual
word usage indicative of an attack. These algorithms can also be used to ana-
lyze images and videos for signs of social engineering attacks, such as phishing
sites, fake login pages, or malware. Recent developments in approaches have sug-
gested that the classification of phishing websites using neural networks should
outperform traditional ML algorithms.

DL techniques, e.g., convolutional neural networks (CNNs), have been used
to analyze visual content, such as images or video frames, to detect social
engineering-related cues or visual elements. For example, DL models can identify
spoofed websites or altered images used in social engineering attacks [10].

Hybrid Learning. Hybrid learning (HL) is a training approach that combines
different types of learning algorithms or architectures to improve a DL model’s
performance. By utilizing the advantages of various learning architectures or
algorithms, HL seeks to improve upon each one’s shortcomings. An example
HL approach is to combine supervised and unsupervised learning methods or
different types of deep learning architectures, such as CNNs and recurrent neural
networks (RNNs). HL can improve detection model accuracy and reduce false
positives, whereas multi-modal data analysis models can combine multiple data
types, such as images, and speech, to analyze the different aspects of a social
engineering attack. The models can also adapt and learn from new attack types
and update their detection algorithms accordingly [11].

Scenario-Based Attack Detection. By simulating various attack scenarios
and examining user behaviour for signals of an attack, scenario-based attack
detection is a technique used to identify and stop social engineering attacks.
It involves creating hypothetical situations and common attack patterns that
closely resemble strategies and procedures employed by attackers and then keep-
ing an eye on user behaviour to spot potential risks. Red team assessments,
involving simulated attacks performed by specialized teams, are often used to
evaluate an organization’s resilience against social engineering attacks. Such
assessments provide empirical evidence by demonstrating how effective existing
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security measures are in detecting and mitigating real-world social engineering
threats [12].

Scenario-based attack detection should be an ongoing process that evolves
alongside emerging social engineering techniques. Regularly updating and refin-
ing attack scenarios based on new threats and attack vectors is crucial to main-
tain the effectiveness of this protection method.

3.2 Criteria for Method Evaluation

This section defines newly devised criteria for evaluating the protection and
prevention methods selected. Some of these criteria focus on the applicability of
the protection methods to be evaluated.

Method of Protection - MoP. Refers to a specific approach, technique, or
countermeasure implemented to safeguard individuals, organizations, or systems
against social engineering attacks.

Method of Treatment - MoT. Indicates whether the method of treatment
targets Prevention P, Reaction R, Detection D or a mix of these.

Degree of Protection - DoP. Evaluates the effectiveness of a protection
method in addressing the attacks it specializes in. The evaluation can lead to
assessing that the provided degree of protection is either Small, Medium, or
Great. “Small” means that extra measures or improvements are necessary to
enhance the protection level and strengthen the security posture, “Medium”
indicates that the method offers a satisfactory protection level under typical
circumstances while “Great” suggests that the method surpasses the average
protection level and is considered highly reliable and secure.

Ease of Implementation - EoI. Assesses how easily the response suggested
by a protection method can be implemented in an information system or incor-
porated into an organization’s plan. EoI can be categorised as Small, Medium,
or Great, based on the level of effort, resources, and complexity required to
deploy and integrate the suggested response. “Small” indicates that the imple-
mentation process is straightforward, requiring minimal changes or adjustments,
“Medium” implies a balanced effort level without posing overwhelming obsta-
cles while “Great” suggests that the response can be quickly adopted without
causing disruptions or significant changes to existing systems or processes.

Application Part - AppP. Identifies the areas or components to which the
proposed method applies. These areas are: The architecture, Policies and Pro-
cedures, Security Mechanisms, People, and Systems. This categorization clarifies
the scope and context in which the method can be effectively implemented.

Implementation Time - ImplT. Refers to the estimated duration, measured
in Hours, Days, Months, or Years, required to fully implement the proposed
method. It represents the time investment needed to deploy and integrate the
method into an organization’s existing infrastructure, processes, and security
framework. While time estimation can be quite challenging, several factors can
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be considered to facilitate it: the method complexity, organization size, resource
availability, complexity and integration, plus the training and familiarization.
By breaking down the implementation tasks, identifying dependencies, and con-
sidering the above factors, a reasonable implementation time estimation can be
derived. However, it must be noted that unforeseen challenges or unexpected cir-
cumstances may impact the actual implementation time, and regular monitoring
and adjustment of the implementation plan may be necessary.

Application Effort - AppE. Evaluates the amount of effort required to fully
implement the proposed method. AppE can be assessed as small, medium, or
great, based on the resources, time, and complexity involved in the implemen-
tation process. “Small” indicates that the method can be readily implemented
efficiently without significant disruptions or resource-intensive activities with
the available resources and within a reasonable time frame. “Medium” indi-
cates that it can be accomplished within a manageable time frame and with
a reasonable resource allocation. Thus, the method is implementable with the
organization’s existing capabilities and may require a moderate coordination and
planning level. A “Great” value suggests that the implementation may require
significant changes to the existing infrastructure, processes, or systems. So, the
method is resource-intensive, complex, and may require extra expertise or sup-
port for successful implementation. Thus, implementing such a method may
involve extensive planning, coordination, and resource allocation.

Implementation Cost - ImplC. Refers to the expenses associated with
implementing and maintaining a protection method. It quantifies the financial
resources required for the method’s setup, deployment, and ongoing manage-
ment. A method’s ImplC can be categorized into three general categories: Small,
Medium, and Great, representing different cost ranges. “Small” indicates that the
method can be implemented without significant financial burden or extra invest-
ments. Thus, the cost is manageable and aligns with the organization’s bud-
getary constraints. “Medium” indicates that the cost is within a balanced range,
considering the value provided by the method and the organization’s financial
capabilities. Thus, the implementation cost is justifiable and can be accommo-
dated with appropriate budget planning. A “Great” assessment value suggests
that the cost may exceed the average budget allocation and might require extra
financial resources or long-term commitments. As such, the method may involve
expensive infrastructure, specialized tools, or ongoing licensing fees.

3.3 Evaluation Results

The evaluation results are presented via a set of tables. Each table showcases
how well each method within a specific category satisfies the above criteria.

3.4 Analysis of Evaluation Results

This section analyses the methods’ effectiveness in terms of their performance
against the devised criteria. The analysis is performed per method category.
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Table 1. Policy and Process Control

MoP MoT DoP EoI AppP ImplT AppE ImplC

[13] D, P, R Great Medium Policies and Procedures Months Medium Medium

[14] P Medium Medium Policies and Procedures Months Medium Medium

Table 2. Awareness Training

MoP MoT DoP EoI AppP ImplT AppE ImplC

[15,16] P Medium Great People Days Great Great

[17] P, R Small Great Systems, People Hours Great Great

[18] P Medium Great Systems, People Hours Great Great

[19] P Medium Medium Systems, People Hours Medium Great

[20] D Great Small Systems, People Days Medium Great

Policy and Process Control deals with all security levels (Technical Attacks
- Social Engineering Attacks, etc.) but every category method is quite time-
consuming to implement. It is a general method of security that stands out in
overall organisational security approaches. It is defined around the business and
the user environment. However, the security frameworks introduced to address
attacks have been added as extra elements to the broader security architecture,
rather than to the strategic policy and process control development (i.e., by-
design) [62]. More importantly, policy must be inherently structured with people
management and embedded at the core of all information systems.

As can be seen in Table 1, EoI is moderate and implementation time corre-
sponds to months since it takes some time to implement such security approaches
as a whole. There is a fairly good protection degree but mainly only general
guidelines for security procedures are provided for the whole information system
and the people participating in it. The application part is Policies and procedures
and the implementation costs are moderate.

More effective policies may be developed identifying gaps in current policies
and introducing new policies better tailored to social engineering threats. There
is also a need to measure more accurately policies and process control effective-
ness in preventing and mitigating social engineering attacks with new metrics
and evaluation methods. Such data can also be used to train ML and DL models.

Awareness Training is probably the most basic response to social engineer-
ing attacks since the weak system link is the human user. As can be seen in
Table 2, this method category is mainly concerned with prevention, while its
main application targets are humans and systems. The protection degree, ease
of implementation, implementation time and cost can vary depending on the
program and training type each organization-organization will follow.

There are various training modes, where beyond a simple presentation or
seminar, they can take the form of interactive games or training systems, which
make the process more interesting and reward the user in the learning process.
Training has shown good results as a way of protection as it reduces social
engineering attacks to a fairly satisfactory degree, but it must be done thoroughly
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Table 3. Technical - Sandboxing

MoP MoT DoP EoI AppP ImplT AppE ImplC

[21] D, P, R Great Medium Systems Months Medium Medium

[6] D Medium Medium Systems Days Medium Medium

[22,23] P Small Medium Systems Weeks Medium Medium

[24] R Great Great Systems Weeks Great Medium

[25] R Great Great Systems Days Great Great

Table 4. Technical - AAA

MoP MoT DoP EoI AppP ImplT AppE ImplC

[26] D Medium Medium Systems, Policies and Procedures Days Medium Medium

[27] R Medium Medium Systems, Policies and Procedures Days Medium Great

and properly implemented in an organisation to attain such results. It must be
also continuously applied to cover new attacks and exploitation modes [63].

Sandboxing mechanisms represent a good protection way at a low cost com-
pared to what they offer. As can be seen in Table 3 the protection provided is
Medium to High, except for some methods in a more experimental stage. The
EoI is Moderate to Great since the system supports the user in making correct
decisions as to how to run applications of dubious origin in such an environment
via a UI without being obscure and difficult for the ordinary user. Implementa-
tion time ranges from days to months depending on the approach taken and the
environment choice (widespread and quickly accessible, or experimental-research
in development) while implementation effort ranges from Medium to Great in
the examined methods, as they did not use an already existing infrastructure
with some exceptions. The application target is systems while cost again varies
depending on the environment choice, but ranges towards Moderate.

The attack range addressed is wide as many key attack features are covered
[64]. The Sandboxing mechanisms already in use are widespread as a security
solution, with a fairly good defence rate against large-scale attacks but there is
room for improvement in enhancing their detection capabilities and performance.

AAA: It is a moderate protection mode and specific towards large organisations
as it provides a centralized management framework for access control, making
it easier to manage a large number of users, resources and permissions, and
can easily be scaled depending on the use case. As can be seen in Table 4, the
coping mode is mainly in detection and reaction with medium protection and
EoI as there are many established infrastructures and implementations that are
accessible (FreeRADIUS, Globberry, etc.). EoI is also moderate since once the
AAA infrastructure is built, it is very easy to cover many people in the organ-
isation. Implementation time is usually within hours and the implementation
effort is moderate. The application targets are systems, policies and procedures
while the implementation cost is moderate to low if open-source solutions are
used. However, the cost of implementation is Medium to Great in the solutions
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Table 5. Technical - Monitoring

MoP MoT DoP EoI AppP ImplT AppE ImplC

[28] D Medium Medium Systems Weeks Medium Medium

[29] D Great Great Systems Hours Small Great

[30] D Medium Great Systems, Policies and Procedures Hours Medium Great

[31] D Great Great Systems Hours Small Great

Table 6. Technical - Integrity Checking

MoP MoT DoP EoI AppP ImplT AppE ImplC

[32] D Medium Medium Security Mechanisms Months Small Medium

[33] P Small Medium Security Mechanisms Months Medium Medium

[34] P Medium Great Security Mechanisms Weeks Medium Medium

[35] D Medium Medium Security Mechanisms Weeks Medium Small

we examined as they require extra resources, such as storage, bandwidth, and
processing power, to collect and analyze data.

The authentication methods can be improved to better protect against social
engineering attacks relying on credential theft or account takeover. While AAA
solutions typically include some authentication form, they may not be sufficient
to protect against the latest social engineering techniques. Research in this area
could focus on developing new authentication methods more resistant to social
engineering attacks, such as biometric authentication or behavioural analysis.
While AAA solutions typically include authorization controls, these controls may
not be sufficient to prevent social engineering attacks that exploit weaknesses
in the authorization process. Research in this area could focus on developing
new authorization methods more resistant to social engineering attacks, such as
adaptive authorization that considers user behaviour and context.

Monitoring: As can be seen in Table 5, response mode is Detection while
EoI is medium to great, as there are many open-source implementations (e.g.,
Wireshark, OSSEC). It is mainly applied to systems. The implementation time
depends on the solution and tool choice (Hours - Days - Months) but the mon-
itoring data, to be meaningful, must be collected over a long time period. The
implementation cost is from moderate to none as there are several monitoring
programs even for free (e.g., SolarWinds IP Monitor). Monitoring delivers good
protection results [29] It is one of the most effective protection ways, if there is
a cyber security specialist or a mechanism (Software, Model, etc.) in the orga-
nization that manages the network traffic, system logs, user activity, etc.

Monitoring may not be always able to detect the latest social engineering
attacks. As such, research in this area could focus on developing new, more
effective monitoring techniques, such as user activity monitoring, network mon-
itoring, and endpoint monitoring. Further research is needed to compare the
effectiveness of different monitoring approaches and identify best practices.

Integrity Checking. As can be seen in Table 6, response mode is prevention and
detection, since users are warned of any malicious actions. The protection degree
is moderate since the final decision beyond warning is at the user’s discretion. EoI
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Table 7. Technical - Machine Learning

MoP MoT DoP EoI AppP ImplT AppE ImplC

[36] D Medium Great Security Mechanisms Months Great Medium

[37] D Medium Medium Systems Weeks Medium Medium

[38] D Great Medium Security Mechanisms Months Medium Medium

[39] D Small Medium Security Mechanisms Months Medium Great

[40] D Small Medium Architecture Months Medium Medium

[41] D Medium Great Systems Hours Medium Great

[42] D Great Great Systems Hours Medium Great

[43] D Great Medium Systems Months Medium Small

Table 8. Technical - Deep Learning

MoP MoT DoP EoI AppP ImplT AppE ImplC

[44] P Small Small Architecture Months Medium Small

[45] D Small Medium Security Mechanisms Months Medium Medium

[46] D Great Small Systems Months Medium Small

[47] P Small Medium Security Mechanisms Weeks Medium Medium

[48] P Small Medium Security Mechanisms Weeks Medium Medium

[49] D Great Medium Security Mechanisms Days Medium Medium

is medium as there are existing tools (e.g., Tripwire, AIDE); but it may vary
in some methods depending on what stage they are and how experimental is
their approach. The application target is Security mechanisms. Implementation
effort is usually moderate as the existing tools are easily integrated and there is
sufficient documentation for such an integration, with some exceptions depending
on the research and the algorithms under consideration. Implementation time is
moderate - mostly months as there was no existing infrastructure in the examined
methods. The cost of implementation is Medium.

Integrity checking can be improved by enhancing the methods’ scalability
to protect against large-scale attacks. The existing methods should be also
extended, e.g., by using ML algorithms to identify anomalous behaviour, so
as to address attacks that involve manipulation of data or systems.

Machine Learning becomes increasingly common with great research inter-
est since the use and invention of ML algorithms have been quite widespread
recently. As shown in Table 7, the coping mode is Detection. The protection
degree, implementation time and implementation cost vary depending on the
approach followed and the volume of data selected each time for learning. The
application target varies (Security Mechanisms, Systems, Architecture) in the
examined methods. EoI is moderate to high, as once the algorithm has acquired
the necessary ‘knowledge’, it can be included in systems with relative ease.

Using feature variables with behavioural input data sets (usually collected
through monitoring), accurate predictions and indicator measurements can be
achieved in terms of the significance of a file or user behaviour effect on a system.
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Table 9. Technical - Scenario Based

MoP MoT DoP EoI AppP ImplT AppE ImplC

[50] D Small Medium Security Mechanisms Weeks Medium Medium

[51,52] P Small Medium Security Mechanisms Months Great Medium

[53] R Medium Medium Security Mechanisms Weeks Small Medium

[54] P Small Medium Security Mechanisms Weeks Medium Medium

[55] D Medium Great Security Mechanisms Days Small Great

[56] D Small Small Security Mechanisms Weeks Medium Great

[57] D Small Medium Security Mechanisms Weeks Small Medium

Table 10. Technical - Hybrid

MoP MoT DoP EoI AppP ImplT AppE ImplC

[58] P Medium Medium Security Mechanisms, Policies and Procedures Weeks Medium Great

[59] R Great Medium Security Mechanisms, Policies and Procedures Weeks Medium Medium

[60] D Medium Medium Security Mechanisms, Policies and Procedures Days Medium Medium

[61] D Great Medium Security Mechanisms, Policies and Procedures, People Days Medium Medium

While ML tools have been built, tested and evaluated in research, their applica-
tion has largely focused on countering phishing attacks [65,66].

There is room to further optimize ML methods. Developing more effective
feature engineering methods is a potential research gap so as to more accurately
extract relevant features from social engineering attack data. The interpretability
of ML models could be also improved by utilising, e.g., explainable artificial
intelligence (XAI) methods [67].

Deep Learning. With neural networks being increasingly used and slowly
replacing traditional ML algorithms, DL approaches are becoming more and
more common. As can be seen in Table 8, DL methods supply detection and pre-
vention abilities since they are similar to ML methods. The protection degree can
vary from small to great as it depends on the model created and the data used
to create it. EoI is moderate as it depends on the way the problem is approached
and the amount of data to be learned. The application target can vary (Archi-
tecture, security mechanisms, and systems). Implementation time varies from
weeks to months, as it is quite time-consuming to train a neural network with
a large data volume. Implementation effort is medium and the cost is small to
medium in the studied methods, as suitable, advanced tools to train the models
already exist (e.g., Tensorflow, Keras). These values may vary depending on the
integration requirements of each implementation effort.

The DL research results are modest at present but may improve further due
to the intensity of research being conducted. DL solutions can be improved by
more diverse and relevant data collection, incorporating contextual information
into DL models and developing DL models that can detect and respond to social
engineering attacks in real-time. It is also worth addressing the potential for bias
in the DL algorithms so as to increase prediction accuracy.
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Scenario-Based. It can be seen from Table 9 that the response mode varies
while the application target is security mechanisms. The protection degree, EoI,
implementation time and effort can vary as they depend on the kind and com-
plexity of the scenario chosen by the researchers. As such, such methods can be
used for more specific situations and organisation needs; however, we can use
combinations of scenario-based attack detection methods to get better results
and attain a larger coverage.

Research must be conducted for the more accurate measurement of the meth-
ods’ effectiveness via the use of objective and standardized metrics. Further,
there is a need to develop personalized training scenarios that are tailored to the
specific needs and vulnerabilities of individual employees or employee groups.

Hybrid. As shown in Table 10, the response mode varies. The implementation
effort is medium in the examined methods as hybrid proposals with specific use
cases can have great cost-benefit analysis and a well-defined incident-response
plan. The application target is Security mechanisms, policy and processes plus
people, as hybrid methods use a union of technical and non-technical approaches.
The implementation time ranges from days to weeks. The cost can vary from
little to great depending on the method complexity and integration. Hybrid
protection methods are quite effective but with a slightly higher implementation
cost due to the expertise and infrastructure needed.

Hybrid approaches often involve integrating multiple solutions and technolo-
gies, which can be challenging. Thus, there is a need to develop standardized
frameworks and protocols to enable seamless integration of different protection
methods. There is also the need to develop optimization algorithms that can take
into account the strengths and weaknesses of the different protection methods
to achieve optimal hybrid approach performance.

Overall Analysis: Determining a single method category as universally better
than the others based on all criteria is challenging, as the methods’ effectiveness
against social engineering attacks depends on various factors. Different criteria
hold different weights of importance for different organizations or systems, mak-
ing it difficult to establish a definitive superiority across all categories. However,
there are categories that may be deemed better than others based on specific
criteria. For instance, ML methods promise to detect and mitigate social engi-
neering attacks by utilizing advanced algorithms and pattern recognition. They
can adapt and evolve to new attack vectors, making them highly effective in
certain scenarios. Similarly, categories like Policy and Process Control, focusing
on establishing robust security procedures and guidelines, can provide compre-
hensive protection and help organizations maintain a strong defence against
attacks. In terms of EoI, some categories may require significant effort and
time to fully implement, such as Policy and Process Control. These methods
typically involve developing comprehensive security procedures and guidelines
for the entire information system, which can be time-consuming and resource-
intensive. On the other hand, categories like Monitoring and Integrity Checking
may have a relatively easier implementation process, as there are existing tools
and open-source solutions available. Similarly, the protection degree can vary
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across categories. While some methods may offer great protection against social
engineering attacks, such as Sandboxing Mechanisms and ML, others may pro-
vide only moderate or small protection levels. It depends on the specific features
and capabilities of each method in addressing the attacks they specialize in.

It is also challenging to pinpoint a specific category as generally worse than
others. Each category has its own strengths and weaknesses, and their effec-
tiveness can vary depending on the context and specific criteria. For example,
categories like Awareness Training, aiming to educate and empower users to
recognize and resist social engineering attempts, can be highly effective only
when implemented correctly. However, if not properly executed or lacking regu-
lar updates, their impact may be limited.

In real-world scenarios, the implementation of social engineering prevention
methods often requires a hybrid approach that combines multiple strategies to
address the multifaceted nature of social engineering attacks. These hybrid solu-
tions leverage a combination of technological, procedural, and educational mea-
sures to create a robust defence against ever-evolving threats. For instance, an
organization might employ advanced email filtering systems to detect and block
phishing attempts, complemented by periodic security awareness training for
employees to identify and report suspicious messages. Additionally, access con-
trols and multi-factor authentication mechanisms can be integrated to prevent
unauthorized access to critical systems, mitigating the risk of social engineer-
ing attacks that exploit human error. The adoption of hybrid solutions allows
organizations to create a layered defence, where each protective measure rein-
forces the effectiveness of others, thereby significantly reducing the likelihood of
successful social engineering attacks.

To determine the most suitable category or combination of methods, orga-
nizations should carefully evaluate their needs, assess the potential risks they
face, and consider those criteria that hold the highest priority for their opera-
tion. By conducting thorough assessments and understanding the strengths and
limitations of each category and method especially against the devised criteria,
organizations can make informed decisions on which methods are most suitable
for their needs to establish a multi-layered defence against social engineering
attacks.

4 Conclusion

This paper has supplied an analysis of protection and prevention methods against
social engineering attacks, facilitating the selection of such methods based on
the user/organisation needs as well as the development of countermeasures and
conduction of further research in this area. It has classified the methods based
on some key dimensions by extending the work in [3] and assessed them based on
specific evaluation criteria. The evaluation results obtained were then analysed
to infer some interesting conclusions, such as how effective these methods are.
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Abstract. When cyber security analysts believe their computer net-
work has been compromised, or feel uneasy about potential intrusions,
they might initiate a threat hunting process. The success of a threat hunt
is largely dependent on the threat hunter’s ability to determine what to
investigate, sift through logs, and distinguish normal events from threats.
However, these abilities are hard to come by, and it is therefore impor-
tant to find ways to improve peoples’ ability to threat hunt. This paper
presents the blueprint for Skade, a system to manage threat hunting chal-
lenges. Skade is designed to meet a number of established theories in the
field of pedagogy: ensuring constructive alignment, motivating trainees
by meeting Turner and Paris’ six Cs, providing useful feedback, and
covering multiple learning dimensions. Mockups of the user interface of
Skade and requirements on supporting scenario emulators are presented,
e.g. the data they need to provide to enable generation of feedback to
trainees. Seven required functions are identified, e.g. the ability to pro-
duce assessment questions based on logs from emulators.

Keywords: cyber security · threat hunting · education · cyber range

1 Introduction

Large parts of our society’s critical infrastructure depend on the industrial con-
trol systems and cyber-physical systems. There are many potential cyber threats
to these systems, and governing bodies often have specific policies addressing this
aspect of cyber security. For instance, the European Network and Information
Security Agency (ENISA) have released specific guidance on how to build com-
puter emergency response capabilities for industrial control systems [16]. In line
with this, critical infrastructure and related cyber-physical systems are reoccur-
ring themes in cyber defence exercises. For example, various departments within
the US government exercised incident handling in the exercise Cyber Storm
2022 [13], and in Locked Shields the “typical scenario relates to the disruption
or destruction of critical infrastructure by an adversarial actor” [43].

One type of incident handling activity becoming increasingly popular is threat
hunting. In threat hunting, an analyst works in hypothesis-driven fashion and
looks for things that are suspicious in relation to normal events (e.g. are of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. Katsikas et al. (Eds.): ESORICS 2023 Workshops, LNCS 14398, pp. 84–103, 2024.
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unusual frequency), have a connection to some threat intelligence (e.g. a known
malware), or otherwise fit the hypothesis about the threat (e.g. some presumed
goal of the threat agent). In general, threat hunting is concerned with find-
ing threats that have evaded the detection systems and signatures already in
place. Because many industrial control system environments lack standardized
security measures threat hunting is especially relevant to those managing such
systems. More specifically, a higher portion of the threats against industrial con-
trol systems will need to be detected by human analysts. In addition, critical
infrastructure’s dependency on industrial control systems suggests that advanced
persistent threats such as nation states are targeting industrial control systems.
These threat actors have resources and patience to wait for the right moment to
use or elevate the privileges they have obtained. For example, the 2015 attack
on the systems controlling Ukraine’s power grid was preceded by months of
attacker-activity within the power company’s networks [53]. Similarly, threat
agents may aim to degrade the industrial process in ways that do not make
cyber attacks the obvious explanation for the problems. For instance, Stuxnet
is believed to have been active for years before it was detected [38]. Thus, the
hypothesis that someone unauthorized has obtained access to the control system
network without making this apparent is plausible.

Thus, it can be argued that threat hunting is particularly relevant to those
managing systems running critical infrastructure. Unfortunately, threat hunting
is inherently dependent on human expertise. Miazi et al. [37] describe threat
hunting as a “highly unstructured task that demands deep technical know-how,
data analytics savvy, and out of the box thinking”. This paper presents the
blueprints for Skade, a challenge management system designed to address the
need for human competence in threat hunting within the industrial control sys-
tem community. Skade, which draws its name from the goddess of hunting in
Norse mythology, integrates three main components: a user interface for the
trainee, an environment emulator, and a threat emulator (cf. Fig. 1). These are
used to create synthetic threat hunting scenarios where all details concerning the
threat and its traces are known. These scenarios and the ground truth associated
with them are used to train people in the process of threat hunting.

Threat 
emulator 

Environment 
emulator Scenario descriptions

Assessment questions
Guidance and tips    
Progress management

Skade

Attack 
sequence

Scenario 
to train on

Network 
to deploy

Alerts and 
logs produced

Trainee
Remote 
desktop and 
questionsThreat profile 

to execute

Fig. 1. Illustration of the components of Skade.
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Skade’s user interface probes trainees for information used to instrument the
two emulators, and the user interface is thereafter guided by the user interface to
solve the challenge. For example, Skade may probe about the trainee’s proficiency
level to generate a scenario aimed for this particular proficiency level, probe
the trainee with evaluative questions, and assist the trainee with hints in case
progress is slow. The contribution of the paper is twofold:

1. Established theories from the field of pedagogy are used to identify how threat
hunting training ought to be designed to produce an effective learning expe-
rience. This results in a set of hypotheses concerning threat hunting training.

2. The hypotheses are used to identify how the user interface, the environment
emulator, and threat emulator should be instrumented to produce training.
This results in a blueprint for Skade.

The remainder of this paper is structured as follows. Section 2 provides a brief
overview of other initiatives pertaining to threat hunting training, incident sce-
nario generators, and emulators of relevance to threat hunting. Section 3 presents
four hypotheses believed to be associated with the learning effect produced in
hunting training. Section 4 describes how Skade is designed to address these four
hypotheses, and exemplifies how Skade could have been used to realize a recently
arranged threat hunting exercise. Section 5 discusses the prospect of Skade as well
as future work aimed at developing and evaluating Skade.

2 Related Work

Skade will manage technical challenges designed to train people in the process
of threat hunting, specifically people working with computer networks involving
industrial control systems. The challenges Skade is designed to manage will be
emulated to be technically relevant and realistic. To produce technical challenges
or technical environments of this type is by no means a new idea. After reviewing
the state-of-the-art in cyber security training for critical infrastructure protec-
tion, Chowdhury and Gkioulos [12] “found that delivery methods that offered
hands-on experience, in the form of training scenarios and team-based exercises
were often preferred over traditional or alternative methods” (such as paper-
based teaching and presentations). They also concluded that simulation and
virtualization platforms were particularly popular. Similarly, Hajny et al. [21],
who reviewed existing curricular guidelines for cyber security, found that many
curriculum employ hands-on training and cyber ranges. Thus, to construct vir-
tual environments involving hands-on cyber security challenges is common prac-
tice. In line with this, a number of testbeds and emulators specifically focused
on cyber environments involving industrial control system have been developed
[2,33,36,42].

Skade focuses on building virtual environments containing challenges related
to cyber threat hunting. Threat hunting is closely related to incident handling,
e.g. the type of processes addressed in exercises such as Cyber Storm [13], Locked
Shields [43], SAFE Cyber [34] and Cyber Czech [49]. However, as described
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above, the process of threat hunting is highly unstructured and requires consid-
erable technical competence. This is somewhat different from the typical incident
handling exercise, which tends to focus on following incident handling processes
and collaboration between organizations or team members. Threat hunting chal-
lenges tend to focus more on technical analyses. For instance, the threat hunting
framework presented in [26] uses the techniques described in MITRE ATT&CK
for ICS as basis for log analysis.

There are a few simulations focusing explicitly on producing challenges for
threat hunting. Miazi et al. [37] describe experiences from a threat hunting com-
petition arranged on a university campus, concluding that the competition can
act as a start for academic threat hunting. Wei et al. [51] developed a university
course in threat hunting, with six hands-on assignments. In these assignments,
attacks were simulated on virtual machines, and students were given written
instructions and pre-prepared questions. The aim was to cover the skills needed
during threat hunting across multiple difficulty levels. Both the competition
described in [37] and the course described in [51], use pre-defined static scenar-
ios.

A number of platforms have been developed to manage such static scenarios
and handle their difficulty etc. Beuran et al. [4] developed CyTrONE, a labora-
tory scenario management system for cyber security scenarios with automated
progression management. The competition platform i-tee [18] has automated
handling and scoring for a set of incident handling scenarios in a fictitious cyber
environment. The cyber range Kypo [48] is also managing capture-the-flag-tasks,
with hints, time limits, and scoring. TopoMojo [10] is another example of a sce-
nario management system, were labs can be built and associated with correct
answers. Unlike CyTrONE and i-tee, Skade will manage progress and provide
hints to trainees and generate scenarios dynamically by interacting with emula-
tors. Unlike the solutions in CyTrONE, the capture the flag challenges in Kypo,
and TopoMojo, Skade focuses on the defensive element and produces threat
hunting challenges by emulating threats.

A considerable number of tools and platforms have been developed to emulate
cyber environments, and a few have been developed to emulate cyber threats.
Examples of environment emulators include ICSTASY [32], Crate [20], CRACK
[41], and KYPO [48]; while examples of threat emulators include CARTT [39],
SVED [25], Lore [24], and CALDERA [3]. Platforms that combine both envi-
ronment emulation and threat emulation in an integrated framework have also
been developed, e.g. TESTREX [15], Kyoushi [30], and LARIAT [40]. Unlike
Skade, these integrated frameworks focus on generating datasets and technical
test cases. Skade will instead combine environment emulation and threat emula-
tion in an integrated framework to produce learning outcomes. In other words,
Skade aim to combine the ambition of challenge management systems (e.g. Topo-
Mojo) with fully automated scenario emulators (e.g. Kyoushi). Section 3 of this
paper outlines requirements that arise from this objective.



88 T. Sommestad et al.

3 Hypotheses Concerning Threat Hunting Training

We here present hypotheses concerning threat hunting training. The hypothe-
ses are drawn from well-established theories from the field of pedagogy, and
concern ensuring constructive alignment, supporting motivating setting, provid-
ing feedback and assessment, as well as covering multiple learning dimensions.
The underlying theories were chosen to be common in pedagogy, empirically
validated, reasonably concretely applicable to threat hunting, and adequately
distinct from each other.

3.1 Ensuring Constructive Alignment

Constructive alignment emphasizes both that knowledge is created by the stu-
dent, rather than merely passed on by the teacher, and that alignment is needed
between curriculum objectives, aims, learning activities, and assessments of per-
formance and understanding [6]. Tests also demonstrate that courses designed
with constructive alignment in mind foster a deeper understanding in the stu-
dents [50]. Furthermore, the alignment of learning objectives with learning activ-
ity has been found to increase students’ motivation to learn, the effort put in,
and perceived use of the knowledge [45]. Despite these effects, teachers often
forget using constructive alignment, or are not aware of the importance of using
it [8].

The usefulness of constructive alignment is widely established in the educa-
tional domain, and it has been recommended for security training efforts [11].
Thus, it makes sense to consider constructive alignment when threat hunters are
trained. For example, constructive alignment in threat hunting training could
start with a clear idea of the purpose of the learning, e.g. training hypothesis-
driven threat hunting. From that purpose, a number of learning objectives are
defined, e.g. the trainee will be able to 1) understand what hypothesis-driven
threat hunting is, 2) use hypothesis-driven threat hunting in Windows environ-
ments, and 3) identify known threat actors. From the objectives, a number of
learning activities are planned, e.g. 1) watching a recorded lecture on hypothesis-
driven threat hunting, 2) practice and perform threat hunting on a small virtual
Windows environment and mark machines that are interesting to an attacker,
and 3) read about common threat actors in a specific industry. Finally, learning
can be assessed in a number of ways, e.g. providing feedback in right/wrong
marking of interested machines and grading an essay or quiz relating to threat
hunting. Based on constructive alignment theory, it is hypothesized that:

H1 Threat hunting training with constructive alignment will produce larger learn-
ing effects than training without constructive alignment.

3.2 Supporting Motivating Setting

Turner and Paris [46] introduced the “six Cs”: choice, challenge, control, collab-
oration, constructing meaning, and consequences. These six features are said to
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be critical to creating a motivating learning environment. Based on the theory
described in [46], the text below summarizes what each C entails and how it can
be addressed to motivate threat hunting trainees.

Choice concerns to what extent students get the opportunity to select activi-
ties based on their interests, benefitting their commitment and personal respon-
sibility. In threat hunting training, trainees could be provided a choice of what
tasks to focus on in the training. Challenge emphasizes the importance of an
appropriate difficulty level of the tasks, with tasks that are neither too easy
and boring nor frustratingly challenging. In threat hunting training, struggling
trainees could be provided clues, in terms of additional threat intelligence. Con-
trol focuses on student involvement and control over their own learning, e.g. by
letting students select tasks and objectives. In threat hunting training, trainees
could be provided a selection of scenarios and learning objectives to focus on. Col-
laboration underscores motivation by communication and social interaction, e.g.
by having students inspire each other. In threat hunting training, trainees could
be provided scenarios that promote collaboration and teamwork. Constructing
meaning ensures that students understand the value of what they are learn-
ing and why, increasing their motivation, e.g. by relating course materials and
objectives to real life situations or explaining task rationale. In threat hunting
training, trainees could be provided an explanation of constructive alignment (cf.
Sect. 3.1). Consequence underlines the students’ sharing of their successes and
failures, letting them take responsibility of choices in training. In threat hunting
training, trainees could be provided their own scores and other trainees’ scores
for comparison purposes.

There are other ways to classify and describe variables that determine stu-
dents’ motivations. For instance, Epstein introduces the TARGET-framework
[17], consisting of the six dimensions Task, Authority, Recognition, Grouping,
Evaluation, and Time. However, there is a considerable overlap between these six
dimensions and the six Cs. For instance, Task emphasizes a mixture of difficulty
among tasks, similar to Challenge in the six Cs. Based on the theory of the six
Cs of motivating setting, it is hypothesized that:

H2 Threat hunting training designs that aim to meet the six Cs will motivate
trainees more, and produce larger learning effects, than training that does
not consider the six Cs.

3.3 Providing Feedback and Assessment

Feedback and assessments are known to have a positive impact on learning
[22,31]. Distinctions are often made between summative and formative assess-
ments, with the former constituting assessment of learning, and the latter assess-
ment for learning [7]. Summative assessments judge the result after the learn-
ing process, and constitute a sort of feedback, while formative assessments give
pointers during the training process. Summative assessments indicate when the
learning goals are fulfilled, while formative assessments increase motivation and
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encourage self-assessment [52]. Effective assessment can result in better learn-
ing and make the student “take better ownership of its learning, as opposed to
coasting as surface learners” [7]. Research suggests that learning outcomes are
higher when the feedback (summative assessment) is given as an explanation,
rather than as an evaluation of correctness [28,35].

The formative assessment in the threat hunting process should reflect how
the trainee is performing in the threat hunt. This can be shown in the learning
environment as a progress bar, and points or stars given by sub-tasks, e.g. based
on how many parts of the threat hunting challenge that have been completed.
For the tasks that the trainee failed, hints or correct solutions can be shown
to indicate the change in behavior needed for success. Such hints can be made
authentic by framing them as threat intelligence, or as anomaly reports by system
administrators. The summative assessment at the end of the learning process can
indicate to the trainee if the score or level achieved was enough to pass, how the
trainee performed compared to other trainees, how the trainee could have done
better, and recap the tasks. Based on the theories on feedback and assessments
it is hypothesized that:

H3 Threat hunting training with formative and/or summative assessments is
associated with greater learning outcomes than training without assessments.

3.4 Covering Multiple Learning Dimensions

Kolb’s experiential learning theory (ELT) [29] states that learning is a contin-
uous process where each person enters the learning process with various skills
and life experiences. In ELT, Kolb defines two primary dimensions of the learn-
ing process. The first dimension represents information gathering, which could
be accomplished by either concrete experience or abstract conceptualization.
The second dimension describes how the information is processed, either by
active experimentation or by reflective observation. The two dimensions are also
described as a cyclic learning process, divided in the four phases of concrete
experience, reflective observation, abstract conceptualization, and active exper-
imentation.

Kolb’s ELT has stood the test of time and has a positive impact on learning
[9], has been deemed relevant in cyber security training [27], and has been used
to design games in cyber ranges [21]. Figure 2 illustrates how Kolb’s process can
be related to the “hunting loop” described in [44].
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Fig. 2. Kolb’s four phases, synthesized with the process of threat hunting from [44]

As Fig. 2 suggests, trainees will be required to do abstract conceptualization
by constructing hypotheses concerning benign and malicious processes in the
computer network. Further, the whole idea of generating hands-on scenarios with
emulators is to support active experimentation and foster concrete experience,
e.g. to use analysis tools to uncover patterns generated by threat emulators, thus
testing the hypotheses and recording the outcome. Finally, reflective observation
can be supported, e.g. by encouraging trainees to automate the process with
scripts and presenting the ground truth after the challenge. Based on the theory
of Kolb, it is hypothesized that:

H4 Threat hunting training that covers all steps in the learning process will
produce larger learning effects than designs focusing on individual steps in
the learning process.

4 Realization of the Challenge Manager Skade

This section presents how Skade will implement scenarios that address the
hypotheses, using an user interface, as well as employing emulators for the envi-
ronment and for threats. This section will provide concrete examples of trainee
interaction and emulator interaction.

4.1 Features

The four hypotheses (H1–H4) presented in Sect. 3 require a user interface with
the ability to present (or not present) information and options. To reflect this,
Skade will have a web based user interface where trainees have user accounts
and where their progress is recorded. Table 1 summarizes other features of Skade
and how they relate to the four hypotheses. To ensure constructive alignment
(i.e. H1), threat hunting scenarios in the database will be related to learning
objectives, tasks and requirements, e.g. with a data structure such as Blumberg’s
course alignment table [8].
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Backstories and real-world examples related to the scenario, will also be
presented to trainees, in order to construct meaning and motivate learning (H2).
Trainees will also be given the option to choose what they should train on, in
order to promote a feeling of control (H2).

Summative feedback (H3), in terms of current fulfilment of learning objec-
tives, will be displayed to the trainee at the end of each task. Formative feedback
(H3) will be displayed in terms of recommendations and hints. By requesting tips
and recommendations, trainees can indirectly lower the difficulty of a task. This
mechanism is intended to motivate trainees (H2), by adapting the tasks to be
the right kind of challenging, while also offering both choice and control. Recom-
mendations, tips, and options will be related to learning objectives and tasks in
order to provide constructive meaning (H2), and ensure constructive alignment
(H1). For instance, it will be clearly stated what part of the learning the trainee
can skip by choosing to ask for a hint.

Kolb’s learning cycle suggests that trainees should be encouraged to go
through all steps of the learning process (H4). Skade will therefore include follow-
up tasks that encourage trainees to reflect on what they have done. For instance,
trainees may be given time to write scripts that automate the threat hunting
process they have performed, and thereby be encouraged to recap the more suc-
cessful parts of their hunting.

The user account of the trainee will record trainee progress. Trainees will
be able to compare their accomplishments to other trainees and to predefined
benchmarks. This summative feedback (H3) is meant to highlight the conse-
quences (H2) of the learning. Trainees will have the option of measuring their
progress on an individual level by taking on scenarios alone, or to form a team
with other users to work on scenarios. This option of collaboration (H2) will be
made available because it triggers motivation, and because many threat hunting
efforts in real life consist of teamwork.

Table 1. Features in Skade and their relationships to the four hypotheses.

Feature H1 H2 H3 H4

Presentation of the alignment table for each challenge • •
Displaying the current fulfilment of learning objectives • • •
Backstories and real-world examples related to the scenario •
Giving trainees the option to choose what they should train on •
Enabling optional recommendations and hints at all stages • •
Presenting the ground truth after the challenge •
Follow-up tasks that encourage trainees to reflect •
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4.2 Functions

All the features described above require the storage of data about scenarios and
trainees in a structured manner. The features will also require internal logic that
can iterate over scenarios, objectives, and tasks, in order to measure a trainee’s
progress or a team’s progress. More specifically, the internal logic of Skade needs
functions capable of providing:

[F1] Textual and visual presentation of scenarios, their objectives, tasks, and
requirements.

[F2] Textual and visual descriptions of the emulated networks, e.g. machine
names, topology maps, operating systems, users, and settings for log col-
lection.

[F3] Questionnaires for each task, based on the instantiated network, and the
threat, e.g. as evidenced by the machines that have been compromised in
the network.

[F4] Textual and visual descriptions of the progress of a trainee or team, as
provided by querying previously executed scenarios and the objectives the
trainees have met.

[F5] Textual tips or recommendations for each task that helps the trainee com-
plete the task, e.g. produce threat intelligence that reveals parts of the
attack sequence.

[F6] Textual and visual descriptions of the attack sequence executed by the
threat emulator and how this could have been detected, e.g. a bullet point
list with time stamps describing the actions taken and artifacts produced.

[F7] Possibility to re-instantiate whole scenarios again, e.g. by instrumenting
emulators the same way.

The mapping between the features and the functions can be seen in Table 2.

Table 2. Features in Skade and their relationships to the seven functions.

Feature F1 F2 F3 F4 F5 F6 F7

Presentation of the alignment table for each challenge •
Displaying the current fulfilment of learning objectives • •
Backstories and real-world examples related to the scenario • • •
Giving trainees the option to choose what they should train on
Enabling optional recommendations and hints at all stages • •
Presenting the ground truth after the challenge •
Follow-up tasks that encourage trainees to reflect •

Functions [F1] enables the presentation of the scenario to the trainee as in Fig. 3a
and function [F2] is needed to provide the type of background information illus-
trated in Fig. 3b. Functions [F3] and [F4] are needed to provide the functionality
related to assessments and feedback as in Fig. 3c. Function [F5] is needed to
provide the trainee with hints as illustrated in Fig. 3d and to create a reasonable
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backstory, e.g. providing information about the network and its assets. Function
[F6] is required to provide ground truth to trainees after they have completed
their hunt, and thereby support reflection and self-evaluation. Function [F7] will
allow the creation of follow-up tasks were trainees try again using different meth-
ods or try to automate successful parts of a threat hunt.

(a) Illustrates the panel where chal-
lenges are selected

(b) Presents the scenario and its back-
story

(c) Interaction with machines and
challenge questions

(d) Hint provided to a trainee

Fig. 3. Mockups of the user interface.

4.3 Example Based on the Nordic-US Exercise of 2023

To illustrate the type of challenges Skade will be able to manage, we here present
an example drawn from a cyber defence exercise arranged in 2023. The exercise
was held in Sweden hosted by The Swedish Civil Contingencies Agency (MSB)
[1]. It included participants from government CSIRT (Computer Security Inci-
dent Response Team) of the Nordic countries and the USA. The simulated envi-
ronment was representing a fictive country with vital societal functions and
critical infrastructure that were the target of several cyber attacks, were each
attack was treated as separate challenge. In one of these challenges, an insider
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connected a laptop to the company network and obtained credentials from a
domain controller by exploiting the vulnerability CVE-2020-1472 (often referred
to as ZeroLogon). Participants were tasked to hunt, report and manage this
threat. The text below will explain how Skade could have been used to deliver
this challenge in an automated manner, and how the seven functions ([F1]–[F7])
could have been implemented if Skade would have been used.

Function [F1] and [F2] involves giving participants the necessary background
information in textual and visual forms. It is straightforward to implement these
functions based on the information the exercise management used to instruct
trainees (e.g. power point presentations). For instance, Skade could have shown
the participants a network topology map and a textual description of the task.
The difficulty of this challenge could have been varied by deploying computer
networks with more or less logging capabilities or by providing trainees with
threat intelligence of different detail. In the Nordic-US exercise standard logging
was enabled and the training was initiated by giving participants intelligence
suggesting that credentials of the organization had leaked on the dark web.

Functions [F3] and [F4] are straightforward to implement if objectives are
defined in a way that is measurable using web forms. Skade could have been
loaded with objectives such as: 1) identify obtained credentials by entering the
machine they were taken from, 2) identify the MITRE ATT&CK techniques
involved in the attack, and 3) attribute the attack to a user or IP address.
All of these can be known beforehand or extracted from logs. The attacks in the
exercise were scripted using the threat emulator SVED [25]. When the attacker’s
laptop is connected to the network, SVED produces several logs, for instance as
follows:

{
"data": "{\"event\": \"VLAN switch completed.\",

\"new_ip\": \"59.21.4.150\"}",
"id": 43391680,
"log_source_id": 5358730,
"log_source_type": "VLANSwitch",
"status": "EntityState.SUCCESSFUL",
"time_stamp": "2023-06-27 15:28:30"

}

The IP address (i.e. “59.21.4.150”) and the time stamp (“2023-06-27 15:28:30”)
can be extracted from the log using the following regular expressions in python.

r’VLAN switch completed\D*(.*?)\\\"}’
r’VLAN switch completed[\D\d]*\"time_stamp\": \"(.*)\"’

Function [F5] requires Skade to have information that can be used to help
trainees. The logs from SVED can be used to generate clues to a trainee in a
predictable way. For example, intelligence concerning the use of CVE-2020-1472
to target other critical infrastructure, could have been presented as a clue; the
time of events could have been read from SVED’s logs and presented as a clue;
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the IP address of the insiders laptop could have been read from SVED’s logs
and presented as a clue; and the name of the target domain is a parameter of
the attack in SVED and could have been given as a clue. Furthermore, the pre-
dictability that comes from managing the attack with a threat emulator makes
it straightforward to identify logs that are generated by the attack. For instance,
in the network of the exercise, the laptop generated logs in the DHCP server
when it requested an IP address and the ZeroLogon exploit could be detected
through logs of multiple connection requests and Windows event with ID 4742
with certain content. This could have been stored as clues in Skade. Alterna-
tively, the logs collected in the targeted systems could have been queried using
information about the attack (e.g. IP address and timestamp) to identify specific
log entries to direct the trainee to.

Function [F6] involves presenting the ground truth in a way that the trainee
understands. The logs from SVED’s execution contain all the information
needed, e.g. machines involved, timestamps and the exploits used. However, to
implement this function, Skade would need to process SVED’s output and sim-
plify it. For instance, when SVED connects a machine to the network, it produces
15 logs like the one above, including printouts on preparation of different actions
and their status at different points in time. Only the completed and successful
actions need to be summarized to the trainee.

The use of emulators makes [F7] simple to implement. In this particular
exercise the network was emulated using the cyber range Crate [20] and the
attack was scripted using the tool SVED [25]. It has already been re-instantiated
multiple times with different networks etc.

5 Discussion

This paper has presented the overall idea of Skade, the theory related to the
training of threat hunters, and outlined how Skade can be realized using emula-
tors and a user interface. The sections below discuss to what extent Skade meets
the requirements of design science suggested by Hevner et al. [23], expand on top-
ics relating to the trainees, elaborate on what the emulators need to cover, give
more detail on learning objectives, and outlines a plan to test the hypotheses.

5.1 Skade as a Design Science Effort

Hevner et al. [23] proposed seven guidelines for design science, i.e. research that
aims to create new and innovative artifacts. The intention of this project is to
create the new and innovative artifact Skade, and the project’s compliance with
these seven guidelines is therefore of relevance.

The first guideline states that a viable artifact must be produced in the
form of a construct, a model, a method, or an instantiation. This is straight-
forward for the project to fulfill. The Skade system, illustrated in the mock-
ups of Fig. 3, intends to be an artifact in the shape of a concrete instantiation.
The second guideline concerns problem relevance. In Sect. 1, we argued for the
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case that threat hunting training is an important and relevant business problem.
Section 5.2 further discusses the need for training. Third, Hevner et al. stress that
the efficacy of a design artifact must be rigorously demonstrated. The evaluation
of Skade is far from complete, but plans for validations of utility are outlined in
Sect. 5.5. Fourth, design-science research shall make contributions in the areas
of the design artifact, design foundations, and/or design methodologies. Skade
will be an artifact that solves a previously unsolved problem, i.e. scalable auto-
mated training in threat hunting. The fifth guideline concerns the rigor of the
construction and evaluation of the artifact. Skade has not been constructed or
evaluated yet, but Sect. 5.5 outlines the plans for validation and Sect. 5.3 outlines
the plan for implementation using emulators. The sixth guideline stresses that
design science is an iterative search process. Accordingly, research on Skade will
consider different emulators and solutions within the boundaries given by the
theories described in this paper. Further, the boundaries will be set differently
if other theories show promise. Finally, the seventh guideline concerns commu-
nication to both technology-oriented and management-oriented audiences. The
overarching project already has a communication plan that covers both of these
types of audiences.

5.2 Trainees and Requirements on Challenges

The suitable content for the challenges that Skade provides will depend on the
level of expertise of the trainees that use Skade. Our initial analysis is that senior
threat hunters will be difficult to please with the type of challenges Skade can
provide. This is because experts can be expected to require a high level of realism
and fidelity to learning something useful. This would pose extreme requirements
on emulated environments, threat emulation, and toolsets provided to trainees.
Our initial analysis also suggests that novices, e.g. those unfamiliar with log
management, security threats, and basic system administration, will struggle
with basic parts of the challenges and gain little from a system such as Skade.
Accordingly, Skade will focus on a target audience of intermediate learners.

There is no clear definition of an intermediate learner, but there are sev-
eral frameworks classifying cyber security practitioners into roles and levels of
proficiency. In addition, a survey by Fuchs and Lemon suggests that the most
valuable professional background for threat hunting team members, is knowl-
edge in baseline network communications and activity; incident response; threat
intelligence and analysis; knowledge in baseline endpoint applications, users and
access; and network and endpoint forensics (c.f. Figure 8 in [19]). Based on this,
we consider the target audience of Skade to include: senior system administrators
from organizations that meet the minimal level of the Threat Hunting Maturity
Model (THMM) of organizations [44]; tier 1 and tier 2 of Security Operation
Centers [47]; as well as personnel in the roles of Cyber Incident Responder and
Cyber Threat Intelligence Specialist in the European Cybersecurity Skills Frame-
work [14].
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5.3 Interaction with Emulators

As described in the introduction, there are a large number of emulators available.
The functional requirements of Skade appear to be met by many of these. For
example, Kyoushi [30] stores data on the network in configuration files and sup-
ports [F4]. CALDERA [3] produces operation reports that support [F5] and [F6].
Skade also requires the possibility of representing meaningful challenges for a
threat hunter. Using the number of procedure examples for different attack tech-
niques in MITRE ATT&CK as a proxy for relevance, the following techniques
could piece together a relevant partial scenario: initial access via spearphishing
attachment (T1566.001), execution via Windows command shell (T1059.003),
persistence and escalation via registry run keys (T1547.001), evasion using obfus-
cated files (T1027), and credential access using keylogging (T1056.001). These
types of techniques can be employed in many types of networks and are com-
mon in threat emulators. Thus, they do not restrict Skade or threat hunting
challenges to a particular set of emulators.

The overall idea of Skade is agnostic to the emulators used, and Skade requires
little from the emulators. However, Skade will need to interact with emulators,
e.g. send instructions to emulators and interpret logs to generate assessment
items. The current plan is focused on the environment emulator Crate [20] and
the threat emulator Lore [24]. This choice of emulators is primarily due to prac-
tical reasons related to development resources, but also because of the high level
of automation that these two emulators offer. Crate has an extensive API for
configuration and deployment, which makes it possible to deploy new, diverse,
and complex networks, adjusted to fit relevant scenarios. For instance, Crate
has scripts that configure collection and signatures in the networks that could
be used by Skade. Lore automates the construction of attacks in SVED [25] and
the logs can be extracted in the same way as in SVED (the tool mentioned in
Sect. 4.3). It enables multiple profiles with different pre-existing knowledge, dif-
fering targets etc. in order to enable the threat hunting scenarios to be created
dynamically in a manner appropriate for Skade.

5.4 Learning Objectives and Learning Activities

Section 3 describes hypotheses regarding threat hunting derived from the field of
pedagogy. The objectives could relate to planning and communication, or more
concrete hands-on-keyboard actions. We envision that Skade cover all three of
these, and offer challenges designed for different levels of expertise. Examples
of what the learning objectives may entail are described below, together with a
brief note on how to adjust the difficulty level of reaching the objectives.

Planning objectives could be to create and evaluate threat or detection
hypotheses, in a cyclic manner as described in Fig. 2. The hypotheses could be
formed from different focal points, such as identified vulnerabilities, critical sys-
tems, crown jewel assets, binaries, indicators of compromise, attack techniques,
or threat intelligence. Planning can also include structuring the thought process
using the pyramid of pain [5] in order to strike a balance between the most
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valuable indicators (e.g. attack techniques and tools) and the easiest identifiable
indicators (e.g. IP addresses and hash values). Thus, scenarios with different
indicators on different levels in the pyramid of pain will need to be emulated.

Communication objectives could include documenting, reporting incidents
or communicating with team members. The communication could also concern
requests for further information, such as information about vulnerable systems,
threat intelligence, or other tools needed, as well as requests to remediate vul-
nerabilities or perform endpoint hardening. To enable communication learning,
Skade will require some way of checking trainee documentation and communica-
tion, e.g. by recommending a practice of structuring reports, and automatically
checking if trainee reports align with this structure.

Hand-on-keyboard objectives could include the detection of things such
as vulnerabilities, insecure practices, misconfigurations, and attack techniques
already used in the network. Some examples of the detection of attack tech-
niques in a few attack phases are given in the following. Persistence might be
detected by finding which objects use Run and RunOnce or login scripts, as well
as which objects that have historically initialized network connections. Com-
mand and control (C2) might be detected by looking for anomalies in HTTP
requests (e.g. URLs and User-Agent strings), bytes transferred, and duration of
connections. Internal reconnaissance might be detected by looking for certain
commands spawned by a script (e.g. automated ipconfig). The Skade platform
will need to be aware of how trainees could detect things like this in each sce-
nario. In addition, to ensure that training can be transferred to operational
contexts, the attack techniques used and the indicators provided will need to be
representative of those in operational networks.

A later step in the threat hunting process, as mentioned previously, is to
automate each part of the process once the parts have been performed manu-
ally. This might include the improvement of automatic detection mechanisms by
reducing their false positives and false negatives, or by placing new sensors. To
provide such training opportunities, the scenarios, or variants of them, will need
to executed on request to test trainee attempts to automate the threat hunt.

One aim of Skade is to offer training for trainees with different levels of
expertise by adjusting the difficulty level of the scenario. The difficulty level
can be altered by the allotted time to hunt, the provided threat intelligence
and logging mechanisms, the complexity and size of the system, the level of
background noise, the hunter’s familiarity with system, the need to ask for more
permissions etc. in the system, and how much the evidence must stack up in
order to count as proof.

5.5 Experiment Plan and Tests of Hypotheses

While the prospect of training individuals and teams in threat hunting in a
partially automated fashion is appealing, it is not obvious that it is possible to
obtain clear learning effects from the type of training that Skade will support.
First, the threat hunting process is typically thought of as unstructured, making
it difficult to create an automated training software for training. Second, threat
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hunting is sometimes said to require some degree of “thinking outside the box”,
and this is difficult to learn in training. Third, threat hunting requires extensive
in-depth technical knowledge in terms of normal system behavior, cyberattacks,
logging etc. Skade will focus on the ability to combine different kinds of knowl-
edge relating to threat hunting, but it is unclear if this is worthwhile in case
individuals lack the various kinds of knowledge that are to be combined. Thus,
the utility of Skade will need to be evaluated properly.

The four high-level hypotheses presented in Sect. 3 can all be tested by com-
paring Skade to some alternative that is not designed to meet the underlying
theory. This alternative could be an instance of Skade purposely modified to
be inconsistent with the theory. For instance, H3 states that feedback is impor-
tant. An experiment can be applied to test the learning outcomes in two condi-
tions: a) training with feedback by Skade and b) training where the feedback is
removed. Learning outcomes can be evaluated by simply asking trainees if they
learned anything after being exposed to each condition. Previous meta-analyses
suggest that feedback improves learning effects with approximately 0.5 stan-
dard deviations [28]. Tentative power calculations (β = 0.8, α = 0.05) suggest
that a sample size of 65 trainees will be sufficient in order to detect such effect
sizes in a crossover design. The same approach is possible to use for tests of the
other hypotheses: the alternative condition for H1 can be scrambled relationships
between objectives and tasks; the alternative condition for H2 can be removal
of various options for the trainee; and the alternative condition for H4 can be to
focus on individual steps.

6 Conclusion

This paper has identified four basic ideas that can be used to guide the design
of training in the field of threat hunting: the idea of constructive alignment [6],
Turner and Paris’ six Cs related to motivation [46], the general idea of providing
meaningful feedback, and the four learning dimensions from experiential learning
theory [29]. The blueprint of Skade meets these theories, e.g. by presenting chal-
lenges in a good way and offering trainees the option to get hints on what to do.
A number of publicly available emulators would meet the requirements of Skade.
A suitable target audience for a challenge management system is intermediate
learners, e.g. senior system administrators. The efficacy of Skade and the design
guidelines can be tested in experiments with samples of approximately 65 such
trainees.
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Abstract. In order to conduct a risk analysis on an ecosystem the
potential threats to its assets must first be identified. The Risk Mod-
elling Tool (RMT) of the CitySCAPE Project uses CWE - CAPEC -
threat relationships that were mapped for identifying the threats that
vulnerabilities can pose on specific assets, namely in the context of mul-
timodal transport use cases, based on already existing vulnerabilities.
However, nearly one third of all CVEs do not have any CWEs assigned
to them or have generic CWEs like “NVD-CWE-Other” that do not
offer any information about that vulnerability, to then be linked back to
a threat. This paper proposes the use of a Natural Language Process-
ing model and more specifically a text classification model to be trained
on CVE descriptions that can be traced back to a threat using the cre-
ated mapping. The model will therefore be able to extrapolate the threat
that a specific vulnerability will expose and be detected earlier, allowing
security analysts to be able to deploy countermeasures to combat that
risk. The resulting model has an accuracy of over 90% across a ten-fold
validation process. As such a more complete and accurate risk analysis
can be performed using the larger number of applicable vulnerabilities
found using our ML model.

Keywords: Text Classification · Natural Language Processing ·
Threat Analysis · CVE · CWE · CAPEC · Risk Analysis

1 Introduction

In today’s interconnected world, various systems are becoming more reliant on
computer services and automation. Such systems include Intelligent Transport
Systems (ITSs), Cyber-Physical Power Systems (CPPSs), precision agriculture
systems, digital healthcare, etc. They typically have a digitised/computerised
aspect and a physical component that are linked to create what are called Cyber-
Physical Systems (CPSs). These systems typically use Industrial Control Sys-
tems (ICSs). Due to their nature and widespread adoption, CPSs significantly
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impact critical infrastructures, so their protection from potential cyberattack
incidents is of the utmost importance.

Cyber-Physical Systems Security is not a new domain, since there have been
plenty of incidents and attacks targeting CPSs, with Stuxnet being one of the
most famous, where a malware targeted Iran’s Natanz nuclear enrichment facil-
ity [16], as well as the compromise of the Colonial Pipeline in 2021 that led
to a disruption of the US’s oil supply [24]. As such, a holistic risk analysis is
important, as it can identify such threats.

The City-level Cyber-Secure Multimodal Transport Ecosys-
tem (CitySCAPE)1 is a research project sponsored by the European Union’s
Horizon 2020 research & innovation programme. It features two pilot sites, one
in Tallinn, Estonia and one Genoa, Italy. Through both of those pilot sites var-
ious Cyber-Physical Systems are present, namely among others: connected AV
Shuttles and networks, ticketing and passenger information systems, and more.
As enhancing the cybersecurity aspect of those CPSs is key, a software toolkit
was developed to assist in the areas of financial impact assessment, collaborative
threat investigation, incident response and IDS/IPS engines along with SIEMs,
all in the context of CPSs and multimodal transport. Another part of the soft-
ware toolkit is the Risk and Impact Assessment (RITA), with the Risk Modeling
Tool (RMT)2, 3 being a subcomponent. Its objective is to find vulnerabilities in
various ecosystems comprised of a multitude of heterogeneous components with
various interconnections. Once these vulnerabilities are discovered, it identifies
possible threats that can exploit them, posing risks to the various components
of the ecosystem, based on relationships among Common Weakness Enumera-
tion(s) (CWEs), Common Attack Pattern Enumeration(s) and Classification(s)
(CAPECs) and Threats. It is then able to produce a risk score for that ecosystem.
Those threats are derived from various publications and reports affecting ITSs,
IoT devices, 5G networks etc. While working on the RMT, both the amount
of unlabeled weaknesses (such as “NVD-CWE-noinfo” and “NVD-CWE-Other”
as shown in Table 3) and the time it takes to for NIST to publish and analyze
new CVEs, as [25] also states, were identified as issues in using and utilizing the
National Vulnerability Database (NVD) as a public database for vulnerability
identification.

This paper aims to solve both of those problems by identifying the threats
that both new and unlabeled CVEs pose, as well as identify the threats of CVEs
that cannot be mapped using CWE - CAPEC - threat relationships, as shown
in Fig. 3 and explained in detail in [17]. This paper, thus, acts as an extension
to the existing risk calculation methodology presented in [17], where a greater
percentage of CVEs is included in the risk calculation. This is accomplished

1 https://www.cityscape-project.eu/.
2 https://www.cityscape-project.eu/wp-content/uploads/2022/07/D2.3-Multimodal-

Transport-System -System-Modelling-Risk-Analysis-and-Management-GDPR-
Compliance-1.pdf.

3 https://www.cityscape-project.eu/wp-content/uploads/2022/07/D2.4-Cascading-
risks-in-the-multimodal-transportation-platforms-1.pdf.

https://www.cityscape-project.eu/
https://www.cityscape-project.eu/wp-content/uploads/2022/07/D2.3-Multimodal-Transport-System_-System-Modelling-Risk-Analysis-and-Management-GDPR-Compliance-1.pdf
https://www.cityscape-project.eu/wp-content/uploads/2022/07/D2.3-Multimodal-Transport-System_-System-Modelling-Risk-Analysis-and-Management-GDPR-Compliance-1.pdf
https://www.cityscape-project.eu/wp-content/uploads/2022/07/D2.3-Multimodal-Transport-System_-System-Modelling-Risk-Analysis-and-Management-GDPR-Compliance-1.pdf
https://www.cityscape-project.eu/wp-content/uploads/2022/07/D2.4-Cascading-risks-in-the-multimodal-transportation-platforms-1.pdf
https://www.cityscape-project.eu/wp-content/uploads/2022/07/D2.4-Cascading-risks-in-the-multimodal-transportation-platforms-1.pdf
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by training a Natural Language Processing (NLP) model on CVE descriptions
with the threats that were matched using CWE and CAPEC information in the
CVE record. This enables a threat identification mechanism for CVEs without
CWEs or with non descriptive CWEs such as “NVD-CWE-noinfo”. The rest of
the paper is structured as follows. Section 2 provides the necessary cybersecurity
background; Sect. 3 showcases related works; Sect. 4 presents the relative NLP
technical background; Sect. 5 presents the actual implementation; finally, Sect. 6
concludes this paper.

2 Cybersecurity Related Background

2.1 Common Vulnerabilities and Exposures (CVE)

Common Vulnerabilities and Exposures (CVE) is a dataset with the objective
of identifying, defining, and cataloguing publicly disclosed cybersecurity vul-
nerabilities. Several U.S. Government agencies, including the National Institute
of Standards and Technology (NIST) in “NIST Special Publication (SP) 800-
51, Use of the CVE Vulnerability Naming Scheme” [6] or the Cybersecurity and
Infrastructure Security Agency (CISA) of the Department of Homeland Security
(DHS) in its Log4j Vulnerability Guidance [4], recommend, use and utilize the
CVE catalogue. Currently, CISA also sponsors the program, alongside NIST’s
National Vulnerability Database (NVD). CVEs are assigned from CVE Number-
ing Authorities (CNAs). Such authorities are partners to the CVE Program and
include software vendors, bug bounty programs and others. As of June 5th, 2023,
a total of 203,968 vulnerabilities have been disclosed using the CVE Program.

Each CVE with a tag has it appended in the beginning of the description
field. The majority of all CVE entries do not have any tags. The existence of a
tag in a CVE description does not affect the calculated risk that RMT produces.
Table 1 shows the CVE tags found in CVEs as of writing, with the number of
corresponding entries.

Note: Reserved CVEs are not contained in the NVD data feeds that were
used to generate Table 1, thus no information is available. Moreover, there is
a slight discrepancy between the content of the cve.org website and NISTs
data feed, because cve.org is updated in real time, whereas NVD data feeds
are updated daily. As we can see from Table 1, the most common CVE tags
are “REJECT”, “DISPUTED” and “UNSUPPORTED WHEN ASSIGNED”.
Rejected CVEs are entries where a CVE ID should not have been assigned.
Such is the case when, for example, upon further inspection, the reported issue
is not a vulnerability, or when the researcher wants to keep the vulnerability
private. Disputed entries occur when an authoritative source such as a ven-
dor, coordinator or researcher, disputes the vulnerability [5]. “UNSUPPORTED
WHEN ASSIGNED” are entries where the vendor no longer supports the vulner-
able product or version. In most cases, the general “UNSUPPORTED WHEN
ASSIGNED” tag is used, however, there are handful of examples where more
specific tags indicating lack of support for a product or version have been selected
(i.e., “PRODUCT NOT SUPPORTED WHEN ASSIGNED”, and “VERSION
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Table 1. CVE Tags

Tag Entries

** RESERVED ** N/A

** REJECT ** 12,748

** DISPUTED ** 1,035

**DISPUTED** 2

** DISPUTED * 1

** UNVERIFIABLE ** 5

** UNVERIFIABLE, PRERELEASE ** 2

** UNSUPPORTED WHEN ASSIGNED ** 158

** UNSUPPPORTED WHEN ASSIGNED ** 31

** Unsupported When Assigned ** 1

**UNSUPPORTED WHEN ASSIGNED** 1

**VERSION NOT SUPPORTED WHEN ASSIGNED** 5

** PRODUCT NOT SUPPORTED WHEN ASSIGNED ** 6

**Resolved** 2

** SPLIT ** 1

NOT SUPPORTED WHEN ASSIGNED” respectively) [7]. Typically, vendors
do not issue patches on End-of-Life (EOL) products, however in extreme cases
vendors have issued patches to critical vulnerabilities. An example of this is
Microsoft with Windows XP, following the WannaCrypt outbreak [19]. As of
writing, 202 CVEs with the “UNSUPPORTED WHEN ASSIGNED” tag have
been released. The single occurrence of a “SPLIT” tag appears in CVE-2005-
2759. The “MERGE” tag indicates that there were multiple CVE IDs issued to
the same vulnerability, whereas the “SPLIT” tag indicates that a single CVE
ID was issued when multiple CVE IDs should have been issued [5]. In practice,
the “MERGE” tag is not used in the beginning of CVE descriptions but rather
inside the explanation using a “REJECT” tag.

2.2 Common Platform Enumeration (CPE)

Common Platform Enumeration (CPE) is a standardized record dataset for
describing products, applications and hardware from vendors. Initially main-
tained by “The MITRE Corporation”, CPE has been transferred to NIST, that
currently maintains it. Labeling it as part of their Security Content Automation
Protocol (SCAP), NIST highlights its importance for usage within IT manage-
ment tools, in order to actively monitor new vulnerabilities for deployed prod-
ucts, applications and hardware [20]. Currently, multiple network and vulnera-
bility scanning utilities report identified products using the CPE format. Such
utilities include Nmap, Nessus and OpenVAS. In CitySCAPE’s RMT, CPE has
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been used for identifying which vulnerabilities are related to specific hardware,
software or network assets. In August of 2011, NIST released CPE Version 2.3,
which is still in use today. There are three naming schemes for CPEs [3]:

1. Well-Formed CPE Name (WFN): It is defined as comma-separated attribute
- value pairs as shown below:

wfn : [attribute 1 = “value 1”, attribute 2 = “value 2”]

with the allowed attributes being: part, vendor, product, version, update,
edition, language, software edition (sw edition), target software (target sw),
target hardware (target hw), other. The allowed values for the part attribute
are:“a” for applications, “h” for hardware, and “o” for operating systems.
An example representing the 64-bit version of Microsoft Windows 10 is shown
below:

wfn : [part = “o”, vendor = “microsoft”product = “windows 10”, target hw = “x64”]

2. Uniform Resource Identifier (URI) binding: Also associated with CPE 2.2, it
is a string defined as shown below:

cpe:/part:vendor:product:version:update:edition:language

The representation in URI binding format of the same product as with WFN
yields:

cpe:/o:microsoft:windows 10 :::∼∼∼∼ x64 ∼
From the specification [3], and by looking at the above CPE, we can see that
for future CPE versions the tilde character (∼) is used to add in the missing
fields that CPE 2.3 contains. Specifically it states that the tilde character is
used to “pack” multiple attribute values into the edition component.

3. Formatted string binding: It is most commonly used to describe CPE 2.3
entries. It is defined as shown below:

cpe : < cpe version >:< part >:< vendor >:< product >:< version >:< update >:

< edition >:< language >:< sw edition >:< target sw >:< target hw >:< other >

The same product, the 64-bit version of Windows 10, for any language,
version or edition, can be specified in formatted string binding as:

cpe:2.3:o:microsoft:windows 10:*:**:*:*:*:*:x64:*

Asterisks denote wildcards and colons denote the field change. Colons can be
delimited using a backslash (\). For example, in CVE-2016-03804, the product
sterling connect:direct that contains a colon, is represented as:

cpe:2.3:a:ibm:sterling connect\ : direct:4.1.0.0:*:*:*:*:unix:*:*

4 https://nvd.nist.gov/vuln/detail/CVE-2016-0380.

https://nvd.nist.gov/vuln/detail/CVE-2016-0380
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2.3 Common Weakness Enumeration (CWE)

Common Weakness Enumeration (CWE) is a public list of weaknesses. It is man-
aged by the Homeland Security Systems Engineering and Development Institute
(HSSEDI), which is operated by “The MITRE Corporation”. Launched in 2006,
it initially focused on software issues, however following the LoJax rootkit and
the Meltdown/Spectre exploits, in 2020 CWE included hardware weaknesses [9].
CWEs are assigned to CVEs from NIST in their NVD database.

It has 6 main lists of weaknesses, namely:

– CWE-1000: Research Concepts (it contains all the weaknesses in the CWE
list)

– CWE-1194: Hardware Design
– CWE-699: Software Development
– CWE-1003: Weaknesses for Simplified Mapping of Published Vulnerabilities
– CWE Top 25 Most Dangerous Software Weaknesses
– CWE Most Important Hardware Weaknesses

NVD analysts use CWE-1003 to categorize the weaknesses used in vulnera-
bilities as of 2016. It is a joint effort of NIST and the CWE Team, in order for
analysts to be able to easily categorize the most common and impactful weak-
nesses into newly discovered vulnerabilities. As such, it is not a comprehensive
list, and it contains only 130 weaknesses out of a total of 933, as of writing [10].
Prior to using CWE-1003 as a weakness list for CVEs, NVD used CWE-635,
containing only 13 weaknesses, that was used from 2008 until it was replaced
[11]. Nevertheless, 384 weaknesses were found to have been in use in CVEs, i.e.,
more than double the amount that are supposed to be used during categoriza-
tion. This increases the amount of manual mapping required and is another case
where our methodology can assist in the threat categorization.

CWE and the representrative lists and views are constantly updated, in order
to be up-to-date with the current state of software and hardware weaknesses.
For that reason, it uses a versioning system, with the latest version being version
4.11 as of writing.

The CWE Top 25 Most Dangerous Software Weaknesses is a yearly list that
is formulated as a result of the most common and impactful weaknesses. Initially
launched in 2009 and updated in 2010 and 2011, it remained the same until 2019,
where the list was updated once more, and has been updated yearly ever since. It
serves as a reference to report to users the most important weaknesses. In order
to generate the list, data from CVE and NVD are used. The two most important
metrics for generating the CWE Top 25 are the number of CVE occurrences and
their overall severity using Common Vulnerability Scoring System (CVSS) as the
vulnerability severity metric [8]. CVE records can contain 0, 1 or more CWE
entries, with Table 2 showing the distribution of the number of CWEs found in
CVEs. Note that the total number of entries adds up to 216,694, which is the
number of CVEs in the NVD JSON feeds as of June 5th, 2023.
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Table 2. Number of CWE entries in CVEs

No. of CWE Entries CVE Count Percent of Entries

0 13,094 6.04%

1 200,174 92.37%

2 3,194 1.47%

3 219 0.10%

4 9 <0.00%

5 4 <0.00%

The number of CVE entries that have zero CWEs assigned to them fluctuates,
depending on the number of CVEs that have yet to be analyzed. There are
however, a lot of old CVE entries that may never get assigned a CWE.

Table 3 contains the 15 most used CWE entries in CVEs and the number of
occurrences of those weaknesses in the vulnerabilities.

Table 3. 15 most used CWE entries

CWE ID CWE Name No. of occurrences

NVD-CWE-Other Other 28,046

NVD-CWE-noinfo Insufficient Information 23,577

CWE-79 Improper Neutralization of Input During WebPage Generation (’Cross-site Scripting’) 22,836

CWE-119 Improper Restriction of Operations within theBounds of a Memory Buffer 11,453

CWE-89 Improper Neutralization of Special Elementsused in an SQL Command (’SQL Injection’) 9,718

CWE-20 Improper Input Validation 9,250

CWE-787 Out-of-bounds Write 8,422

CWE-200 Exposure of Sensitive Information to anUnauthorized Actor 6,837

CWE-264 Permissions, Privileges, and Access Controls 5,279

CWE-22 Improper Limitation of a Pathname to aRestricted Directory (’Path Traversal’) 5,168

CWE-125 Out-of-bounds Read 5,087

CWE-352 Cross-Site Request Forgery (CSRF) 4,489

CWE-416 Use After Free 3,579

CWE-287 Improper Authentication 2,982

CWE-94 Improper Control of Generation of Code(’Code Injection’) 2,954

Note that there are two CWE entries that are not included in CWE Lists.
They are “NVD-CWE-Other” and “NVD-CWE-noinfo” that are used by NVD
analysts. These two special CWEs make up 23.82% of all CVE entries. Combined
with the CVE entries that do not have a CWE assigned to them, they make up
nearly a third (29.86%) of all CVEs that are impossible to analyze using CWE
data alone. This was a key rationale for this paper.

2.4 Common Attack Pattern Enumeration and Classification
(CAPEC)

Common Attack Pattern Enumeration and Classification (CAPEC) is a list of
common attack patterns that help users understand how the most common weak-
nesses are exploited, that in turn create vulnerabilities. Initially released in 2007,
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it is currently managed by “The MITRE Corporation” [2]. While there is no
direct link between CVEs and CAPECs, each attack pattern contains related
weaknesses (CWEs) in its information page. There are two CAPEC Views:

– CAPEC-1000: Mechanisms of Attack
– CAPEC-3000: Domains of Attack

Both CAPEC views contain all the current attack patterns, 559 as of writ-
ing, with the differences being in how they are categorized. More specifically,
CAPEC-1000 categorizes attacks based on how they occur, and CAPEC-3000
based on what they affect. The current version of CAPEC is 3.9.

2.5 National Vulnerability Database (NVD)

NIST’s National Vulnerability Database (NVD) is an extension to the CVE Pro-
gram. Introduced in 1999 as the “Internet Category of Attack Toolkit” (ICAT),
it initially hosted attack scripts, before shifting its focus onto vulnerabilities
with the first analysts being students of the SANS Institute (SysAdmin, Audit,
Network, and Security). In 2004, ICAT received funding from DHS, and in 2005
it was rebranded as NVD [21].

Both CVE and NVD are vulnerability databases that contain the same vul-
nerabilities. While CVE simply lists the vulnerabilities, with a description, some
references and the assigning CNA, NVD performs an analysis of each vulnerabil-
ity to extract relevant CPE names, CVSS scoring information, as well as CWE
mappings. However, all the extra information has to be extracted by NVD ana-
lysts, and therefore, there is usually a delay between the initial CVE publication
and the NVD entry that includes other information such as CVSS scoring. The
delay itself can pose a critical threat for vendors and users that need to be aware
of new vulnerabilities and their potential impact, despite the fact that they have
not yet been analyzed by the NVD. It is for that reason that companies like
Tenable have created solutions in order to get that relevant information from
CVE descriptions using natural language processing and machine learning [25].

NVD provides both an API for making relatively fast queries for vulnerabili-
ties related to a specific CPE, as well as JSON feeds that are updated daily. The
JSON feeds from NVD were used in order to get all the information necessary
to map and consequently train our model with the specific threats.

2.6 Common Vulnerability Scoring System (CVSS)

Common Vulnerability Scoring System (CVSS) is a standardized system for
assessing the severity of computer vulnerabilities. Initially created by the
National Infrastructure Advisory Council (NIAC), CVSS v1 was released in
February 2005, with the Forum of Incident Response and Security Teams
(FIRST) chosen to be the custodian of CVSS in April 2005 [12]. In June of
2007, CVSS v2 was launched after feedback received from vendors. It reduced
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inconsistencies, increased granularity and reflected a wider variety of vulnera-
bilities [14]. CVSS v3.0 was released in June 2015 and included several changes
including:

– In the Base Metric Group Group, confidentiality, integrity and availability
metrics were changed from Low (L), Medium (M), High (H) to None (N),
Low (L) or High (H).

– The Attack Vector (AV) metric added the Physical (P) metric value, to
include vulnerabilities that require physical access, like cold boot attacks.

– The metric User Interaction (UI) was added, with 2 options, None (N) or
Required (R). It represents whether the user must interact with a malicious
payload in order for it to infect a system or not (e.g. zero-click exploits).

– The Privileges Required (PR) metric was also added with the None (N), Low
(L) or High (H) options, to reflect the privilege level the attacker must obtain
in order to successfully exploit the vulnerability.

Finally, metric severity ratings depending on the metric score, were changed
as presented in Fig. 1.

Fig. 1. CVSS v2 vs CVSS v3.0 Metric Severity Ratings

The current version, CVSS v3.1, was launched in June 17th 2019 and it was
adopted by the NVD on September 2019. It focused on making clarifications and
improvements to the 3.0 standard without making significant changes to the for-
mulas [13]. The biggest change was the publishing of a clarification in the CVSS
specification that specifies that CVSS measures severity and not risk. This was
due to the fact that the CVSS Base Score was solely used as a method to measure
risk and since the CVSS Base Score only takes into account the constant charac-
teristics of vulnerabilities, the calculated risk would not include the evolution of
the vulnerability or potential existing countermeasures. Temporal and Environ-
mental Metrics are recommended for use in risk calculation, that involve, among
others, the exploit code maturity and the remediation level that can change across
the timeline of a vulnerabilities discovery, as well as, the specific CIA requirements
in the case of Environmental Metrics. However many CNAs do not provide Tem-
poral metrics and neither does NIST on its API on the rare occasions that CNAs
do provide them, for example in CVE-2019-95165 6.
5 https://nvd.nist.gov/vuln/detail/CVE-2019-9516.
6 https://kb.cert.org/vuls/id/605641/.

https://nvd.nist.gov/vuln/detail/CVE-2019-9516
https://kb.cert.org/vuls/id/605641/
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Fig. 2. CVSS v3.1 Metric Groups. https://www.first.org/cvss/v3.1/specification-
document

3 Related Work

This section provides a brief introduction into Natural Language Processing
(NLP) and showcases relevant related works. NLP refers to a branch of computer
science that aims to make computers understand written and spoken words like
a human would. It combines multiple fields of computer science including com-
putational linguistics, machine learning (ML), and deep learning models. There
is a plethora of tasks that can be accomplished using NLP, such as named-entity
recognition (NER), that identifies entities in sentences; sentiment analysis, that
can extract subjective information; speech-to-text; text-to-speech; AI-powered
translations; and the task of interest for this paper: text classification.

There have been several cases where NLP and ML techniques have been
applied on CVE descriptions to extract information [15,24,25]. However, to best
of our knowledge threat extraction as presented in this paper has not been
proposed. In this section we will briefly analyze these related works, where NLP
was applied on CVE or other vulnerability related descriptions, however no other
work has tried to accomplish what is presented in this paper.

Tenable, the company that created Nessus, a popular vulnerability assess-
ment tool, uses NLP on CVE descriptions as part of their vulnerability priority
rating (VPR) [25]. VPR is a vulnerability impact tool that aims to accurately
analyze the impact of vulnerabilities, since, according to Tenable, CVSS has
high proportion of High and Critical vulnerabilities, thus making prioritization
difficult [26]. In their VPR tool, they use NLP in order to calculate CVSS impact
metrics from CVE descriptions. Another reasoning for their approach is that it
takes some time between a CVE disclosure and NVD publication, which can
take more than 30 d in some cases.

The work of Sun et al. [24] showcased a methodology for the extraction of
information from sometimes lengthy ExploitDB posts, with ExploitDB being a
public database of exploits. This includes the title, the description, metadata,
etc. Using this information, they are able to generate CVE descriptions that

https://www.first.org/cvss/v3.1/specification-document
https://www.first.org/cvss/v3.1/specification-document
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include the vulnerable product, the vendor, the vulnerability type, the attack
vector, the impact, etc. As is often the case with machine learning, a lot of
annotation is required and in this case 765 entries were annotated. Given the
number of annotations, as well as all the parameters that were annotated, it
can be assumed that it was a very lengthy process. The final CVE descriptions
closely resemble the ones that were eventually published and contain very similar
information.

Perhaps the most relevant relevant work to this paper is is the work of
Kanakogi et al. [15]. Their proposed method uses NLP to identify relevant
CAPEC Attack Patterns, based on CVE descriptions. Their rationale is that
CVEs cannot always be mapped to the correct CAPEC, because they can not
be traced through CWE, as there is no specific CWE - CAPEC relation. Their
methodology compares the similarity of CAPEC descriptions with CVE descrip-
tions and rank them based on it, in order to find the most suitable CAPEC.

In our work, NLP is used to identify relevant threats to CVEs, since nearly
one third of the CVEs do not have CWEs assigned to them and, consequently
threats. Thus, it provides an enriched and more accurate basis for the perfor-
mance of risk analysis, since more CVEs are taken into account.

4 Natural Language Processing Background

This section will further elaborate on text classification, and explain some key
metrics that are used to measure the effectiveness of our implementation. Finally
it will present the library that was used.

4.1 Text Classification

Text classification is the process of categorizing text into certain categories.
When a computer model classifies information, the result will fall into four cate-
gories of prediction correctness, depending on the predicted label and the actual
label. In Table 4 a confusion matrix that shows the different categories is pre-
sented.

Table 4. Confusion Matrix of Classification Results

It can be seen that when the predicted label matches the true label, the result
is classified as a true positive or a true negative, when the true label is positive
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or negative, respectively. Otherwise, it is classified as a false negative when the
true label is positive and the predicted is negative, and as a false positive when
the true label is negative and the predicted is positive. Using these categories
we can evaluate the performance of the model. The most common metric for
classification models is accuracy, which is calculated using Formula 1.

Accuracy =
Number of correct predictions
Total number of predictions

(1)

Using the categories, that can be generated by the confusion matrix shown
in Table 4, accuracy can also be expressed as:

Accuracy =
True Positives + True Negatives

True Positives + True Negatives + False Positives + False Negatives
(2)

Another common metric is precision, that measures the ratio of True Posi-
tives to the total number of positives (true or false) predicted by a model. It is
calculated using Formula 3:

Precision =
True Positives

True Positives + False Positives
(3)

Along with precision, another common metric is recall that is the fraction of
the True Positives to all actual positives, that include true positives and false
negatives. It is calculated using Formula 4:

Recall =
True Positives

True Positives + False Negatives
(4)

Finally, another common metric is F1-score, the harmonic mean of precision
and recall [23], which is defined as:

F1 − score = 2 × Precision × Recall

Precision + Recall
(5)

There are other metrics to measure the effectiveness of classification models,
however, for the purposes of this paper, only the ones mentioned above will be
used. The classification problem is defined as a binary decision, where the two
hypotheses are the existence or not of a certain threat. Since the output of the
model is a probabilistic value between 0 and 1, a classification threshold is set
to be able to distinguish between the two outcomes of the binary decision.

4.2 spaCy

spaCy7 is an open-source Python library focused on natural language processing
(NLP). It is built and maintained by the company Explosion, and uses trans-
formers for its deep learning models. Among other things, it features:
7 https://spacy.io/.

https://spacy.io/
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– Named-entity recognition (NER)
– Text Classification
– Lemmatization

It was selected for its ease of use, since it does not require too much technical
knowledge of NLP. During the initial research phases of this paper, NER was
considered in order to identify the threats, which required a manual annotation
in order to train the ML model to recognize threats. For the purpose of manual
annotation of CVE descriptions, the Prodigy8 program was used which, alongside
NLP, features computer vision annotation tools. Prodigy was kindly provided
for our research by Explosion, however the effort of finding examples of all the
threats in CVEs and annotating a large enough set to use for training and
validation, was deemed substantial. Through the CitySCAPE project, a mapping
of threats with CWEs and CAPECs was compiled for the RMT subcomponent
as shown in Fig. 3 and analyzed in depth in the paper “A Hybrid Dynamic Risk
Analysis Methodology for Cyber-Physical Systems” [17]. The creation of such a
mapping allowed us to prefer it to manual annotation at this stage due to the
substantial amount of work required.

5 Implementation

As mentioned previously and from the data presented in Tables 2 and 3, 64,717
CVEs or nearly one third of all CVE entries do not have a CWE mapped to
them. Moreover, the delay between a CVE disclosure and the NVD analysis
could be substantial, leaving a potential risk undetected by the RMT or any risk
analysis tool utilizing public datasets. As such it is important to be able to get
information about new vulnerabilities as soon as possible, since along with the
CVE ID, a description is also included on new disclosures.

Our research for identifying threats in CVE descriptions began using NER,
with an initial proof of concept being created. For example in CVE-1999-00119

that has a description of “Denial of Service vulnerabilities in BIND 4.9 and BIND
8 Releases via CNAME record and zone transfer.”, “Denial of Service” would be
marked as the impact of the vulnerability and then mapped to the corresponding
threat. However, a combination of the substantial annotation effort needed, and
the fact that a mapping for threats to CVEs was already under development
specifically for the CitySCAPE project (see [17] and Fig. 3), we opted to shift
our focus to text classification, in order to identify threats in CVE descriptions.

The mapping used for the training and validation of our text classification
model was a snapshot of the mapping used for the RMT, which was embedded on
the Risk and Impact Assessment Tool of the CitySCAPE project. As such not all
threats of the CitySCAPE taxonomy are present in Table 5. The mapping uses
the CWE(s) found in the CVE entry, and the CAPEC(s) that can be mapped to
the assigned CWE(s) to then extract the related threat(s) that the vulnerability

8 https://prodi.gy/.
9 https://nvd.nist.gov/vuln/detail/CVE-1999-0011.

https://prodi.gy/
https://nvd.nist.gov/vuln/detail/CVE-1999-0011


On the Usage of NLP on CVE Descriptions for Calculating Risk 117

can expose. The reason that the CAPEC(s) are derived from the CWE(s) in
the CVE record is that CAPEC(s) are not available in NIST’s CVE information
feed.

Fig. 3. Risk Managment Tool high-level overview

The objective of our work is to establish an intelligent and automated rela-
tionship between CVEs and threats as shown in Fig. 4. Under favourable condi-
tions, mapping between CVEs and threats can be achieved using the mapping
in Fig. 3 [17], where the relations of CVEs to CWEs and CWEs to CAPECs, as
well as the relations of CWEs and CAPECs to threats can be used. However, in
many cases as presented in Tables 2 and 3, this mapping cannot occur for one
third of the CVEs, while there is also the risk of the notable delays by the NVD.
Therefore, an alternative shall be devised to cover such cases.

Our proposed solution uses text classification to accomplish this, while utiliz-
ing the implemented mapping of CVEs to threats through CWEs and CAPECs
of Fig. 3 for model training and validation. More specifically, in order to train
our text classification model we need an input, the CVE description, and the
corresponding labels, in this case the mapped threats. The end result is a list
containing all the CVE descriptions of the CVEs that can be mapped, with their
respective threats. This is then passed on to the ML model for it to train on
as depicted in Fig. 4. More specifically the input for the ML model is a list of
CVE descriptions, along with a list of tuples for each description containing all
the identified threats in the threats taxonomy and a numerical representation of
each threat’s applicability to a specific description (0 for not applicable and 1 for
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CVE

CWE

CAPEC

CVE ThreatsML Model

Dataset (CVE descriptions + Associated threats)

Threats

Fig. 4. Proposed methodology

applicable). An example entry for CVE-2023-22809 is: “In Sudo before 1.9.12p2,
the sudoedit (aka -e) feature mishandles extra arguments passed...”, [’TH-28’: 0,
’TH-24’: 0, ’TH-26’: 0, ’TH-09’: 0, ’TH-11’: 0, ’TH-19’: 0, ’TH-25’: 1, ’TH-
27’: 0, ’TH-03’: 0, ’TH-05’: 0, ’TH-23’: 0, ’TH-02’: 0, ’TH-14’: 0, ’TH-08’: 0,
’TH-21’: 0, ’TH-06’: 0]. Similarly the output is the same list of threats with the
probability of the threat applicability on the input CVE description.

The reason that CAPECs are not directly mapped to CVEs is due to the
fact that CAPECs are not mapped to CVEs, but rather CWEs. In the end, the
mapped dataset contains 136,421 CVEs that have one or more threats assigned
to them. In order not to confuse the model, only CVEs that have one or more
threats are used, because unannotated CVEs would be automatically assigned as
not containing any threats and would reduce our model’s accuracy. For example,
if a denial of service CVE was published but could not be mapped to the denial of
service threat using the aforementioned mapping, it would automatically assign
that CVE as not posing a denial of service threat, with the model being trained
with that incorrect information. As such overall accuracy would be reduced.

With that initial mapping in place, a program was written in python 3 using
the spaCy library to train a ML model to extract threats from CVE descriptions,
using the mapping stated above. We conducted three experiments:

– Using CVE descriptions, without any modifications.
– Using CVE descriptions that had been stemmed using the Natural Language

Toolkit (NLTK) [1].
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– Using CVE descriptions that had been lemmatized using spaCy.

Stemming and lemmatization are both word normalization techniques [18]
that are capable of reducing the inflectional forms of words. The difference is that
stemming is a more unrefined process as it trims words in order to find the root
word, while lemmatization takes into account the context the word is used in.
For example, as Manning et al. [18] state, “the word saw using stemming would
become s, while lemmatization would return see or saw, depending on whether
the original token was a verb or a noun”. Since spaCy does not support stemming,
the Natural Language Toolkit (NLTK)10 was used to create a file containing the
stemmed descriptions and the CVE ID. The goal was that using either stemmed
or lemmatized descriptions would yield a better accuracy, however that was not
the case.

All three experiments were run using k-fold cross-validation. The dataset
consisted of 136,421 CVE descriptions along with their corresponding threats,
which were generated through the approach shown in Fig. 3. It is also important
to note that only CVEs that could be mapped to threats are present in the
dataset. The dataset was divided into 10 subsets, and for each fold, one subset
was used for validation, while the rest were used for training. Particular attention
was given to ensuring that all data points in the initial dataset were used for both
training and validation. This means that the process of training and validation
was performed ten times as shown in Fig. 5.

Fig. 5. Used 10-fold cross-validation process

10 https://www.nltk.org/.

https://www.nltk.org/
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There are plenty of optimization algorithms, but the main ones are batch
gradient descent, stochastic gradient descent (SGD) and mini-batch gradient
descent. Batch gradient descent optimizes on the entire dataset at once requiring
a lot of memory to run on large datasets, SGD optimizes for each item, while
mini-batch gradient descent uses a batch of data to perform an update on, with
the main advantage being a reduction in variance on the updates and faster
runtime using matrix optimizations [22]. Optimization algorithms are ways to
find the minimum or maximum of a function. In this case, the optimization
objective is to minimize loss or the error in the model. In our model, training
used compounded mini-batches found in spaCy, with an initial size of 4, a max
size of 32 and a compounding rate of 1.001. Finally, mini-batch gradient descent
was used as the optimising function with a 0.2 dropout rate.

We noticed that stemming and lemmatization had a minimal effect on our
model, with the differences being within margin of error for the different models.
As such, only the results of the unaltered CVE descriptions are presented. Note
that multiple threats can be identified per CVE.

Table 5, shows the accuracy of the predictions after a 10-fold cross-validation.
Accuracy is the average accuracy across the ten folds with its variance and stan-
dard deviation. Precision, recall and F1-score are the average values across the
ten folds, while TP (True Positives), TN (True Negatives), FP (False Positives)
and FN (False Negatives) are the results of the addition of the respectable values
for the ten folds. The total number of CVEs used is 136,421.

From Table 5, we can extract some information about the accuracy of the
predictions and other information about our model. For example, threats TH-
05, TH-06 and TH-08 show major overfitting, with TH-14, TH-19, TH-23 and
TH-24 overfitting to a lesser extent. This is because there was a relatively small
amount of samples for those threats for the model to train from. Overall accu-
racy was above 90% and presented minimal variance and standard deviation (∼
0,00129748) across all 10 folds. A slight reduction in accuracy can be expected
due to the fact that some CVE descriptions do not provide the same level of
information as others. By running the risk calculation of the Genoa and Tallinn
use cases on the RMT using our ML model, we were able to identify more vul-
nerabilities compared to using CWE - CAPEC - threat relationships. Thus, we
get a more accurate representation of the potential cybersecurity risks of those
multimodal ecosystems.
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Table 5. Results after 10-fold cross validation

Threat ID Threat Name Accuracy Variance Standard
Deviation

Precision Recall F1 TP TN FP FN

TH-02 Denial of Service 0.9327 0.00000469 0.00216603 0.9365 0.8657 0.8996 41,162 86,078 2,801 6,380

TH-03 Modification of
Information / Data
Manipulation

0.9764 0.00000026 0.00051292 0.9275 0.6529 0.7661 5,281 127,920 415 2,805

TH-05 Interception of
Information

0.9966 0.00000009 0.00029722 0.7864 0.0521 0.0939 24 135,933 10 454

TH-06 Replay of Messages 0.9992 0.00000004 0.00019792 - - - 0 136,312 0 109

TH-08 Failures of Devices 1.0000 0.00000000 0.00003359 - - - 0 136,418 0 3

TH-09 Failure of System 0.9672 0.00000364 0.00190915 0.8650 0.7793 0.8189 10,150 121,790 1,598 2,883

TH-11 Software
Exploitation /
Malicious Code
Injection

0.9132 0.00000892 0.00298686 0.9403 0.9283 0.9342 84,110 40,471 5,342 6,498

TH-14 Device
Modification

0.9964 0.00000048 0.00069614 0.9568 0.5420 0.6895 546 135,382 25 468

TH-19 Phishing Attacks 0.9966 0.00000028 0.00053364 0.9583 0.4212 0.5643 324 135,627 24 446

TH-21 Resource
Exhaustion/Lack of
resources

0.9238 0.00000680 0.00260782 0.9286 0.7989 0.8585 31,587 94,435 2,452 7,947

TH-23 Management
Interface
Compromise

0.9973 0.00000047 0.00068609 0.7831 0.5523 0.6267 328 135,720 102 271

TH-24 Unauthorized
Access To Premises

0.9922 0.00000028 0.00052652 0.4401 0.0613 0.1030 65 135,296 60 1

TH-25 Abuse of
Authorisation /
Privilege Escalation

0.9285 0.00000714 0.00267142 0.7938 0.7313 0.7600 15,461 111,209 4,074 5,677

TH-26 Loss/Leakage of
Information

0.9438 0.00000698 0.00264103 0.8825 0.6756 0.7645 12,467 116,293 1,678 5,983

TH-27 Abuse of
Authentication

0.9714 0.00000120 0.00109543 0.8965 0.6856 0.7765 6,806 125,708 792 3,115

TH-28 Identity Theft 0.9712 0.00000143 0.00119785 0.8652 0.7377 0.7955 7,652 124,843 1,207 2,719

6 Conclusion

As we have discovered, threat identification based on vulnerabilities is not always
possible, since there is not always a link between CVEs to CWEs in order to be
able to take advantage of CWE - CAPEC - threat relations. Using the proposed
methodology on the Tallinn and Genoa CitySCAPE use cases, the number of
identified vulnerabilities assigned to Cyber-Physical and other assets was higher,
leading to a more accurate risk score. With NLP, we are able to take into account
CVEs that NIST has not been able to assign proper CWEs (such as “NVD-CWE-
Other” and “NVD-CWE-noinfo”), and CVEs where no appropriate CWE was
selected during analysis. Furthermore, we are able to timely include new CVEs
that have not yet been analysed in the risk analysis. Using text classification we
were able to identify threats with an accuracy of over 90%. As new vulnerabilities
are discovered, and the threat landscape evolves, more effort will be required in
order to accurately perform a risk analysis with the proposed methodology in this
paper being a possible option, and is in fact implemented into the CitySCAPE
project’s Risk Modelling Tool. Future work may include manual annotation of
threats in vulnerabilities in order to rely fully on text classification and reduce
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reliance on the predetermined list of weaknesses present in CWE, as well as the
integration of ExploitDB entries for early vulnerability discovery as presented
by [24], while also taking into account exploit code maturity and remediation
level that is absent from most CVSS entries. Finally, with the future addition of
automatic asset discovery and asset relation discovery, the work of replicating
the entirety of the ecosystem can be automated, thus reducing the time required
to perform a risk analysis and increase accuracy due to automation.
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Abstract. Dynamic access control in industrial systems is becoming a
concern of greater importance as a consequence of the increasingly flexi-
ble manufacturing systems developed within the Industry 4.0 paradigm.
With the shift from control system security design based on implicit trust
toward a zero-trust approach, fine grained access control is a fundamen-
tal requirement.

In this article, we look at an access control enforcement architecture
and authorization protocol outlined as part of the Open Process Com-
munication Unified Automation (OPC UA) protocol that can allow suf-
ficiently dynamic and fine-grained access control. We present an imple-
mentation, and evaluates a set of important quality metrics related to
this implementation, as guidelines and considerations for introduction
of this protocol in industrial settings. Two approaches for optimization
of the authorization protocol are presented and evaluated, which more
than halves the average connection establishment time compared to the
initial approach.

1 Introduction

Within industrial systems, such as industrial control systems, logistics, man-
ufacturing, etc., cybersecurity is a factor of growing concern. The industrial
automation systems of today are growing increasingly complex, heterogeneous,
dynamic and interconnected [1–3], which implies that the currently used cyber-
security models based on implicit trust are no longer tenable. Instead using a
zero-trust approach to cybersecurity is gaining ground [4,5]. Access Control [6] is
one of the major cybersecurity mechanisms in any information system and fine-
grained access control is a basic requirement for a zero-trust architecture [7].

When conducting research on access control, it can be useful to structure the
research according to Policy-, Enforcement- and Implementation-models (PEI),
as suggested by Sandhu et al. [8], where the P-models describe how to the rules
are formulated, E-models describe the enforcement architecture, and I-models
describe the implementation of the components of the enforcement architecture.
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Expressing sufficiently fine-grained access policies for dynamic industrial sys-
tems is a challenging task, but in this work we assume that such rules can
be expressed, e.g., following the approach described by Leander et al. [9] or
Knorr [10]. The mechanisms of enforcing access control policies are of great
importance, and should ideally exhibit the same level of flexibility as the
expressed policies.

In the previous work [11], different policy enforcement models for dynamic
manufacturing systems have been introduced and discussed. The goal of this
article is to describe and evaluate the implementation models for one of the most
promising enforcement models from that article. The enforcement architecture
uses a combination of local and centralized policy decision points, where the local
decisions are static and the central decisions are dynamic, allowing a flexible and
efficient architecture. The implementation uses Open Process Communication
Unified Automation (OPC UA) [12] as a communication protocol, since it is the
only available industrial protocol supporting policy-delegation mechanisms (to
the best of our knowledge).

There are several previous works looking at quality metrics related to the
OPC UA protocol, further discussed in Sect. 2. However, none of them look at
the impact of the enforcement architecture, which we tackle in this article.

Problem Statement. There is an increasing need for fine-grained and dynamic
authorization in industrial manufacturing systems. There are available solution
on how to express such policies. However enforcing the policies, and how the
enforcement affects different quality metrics of the system is so far not widely
explored.

Paper Objectives. This article focuses on describing and evaluating the imple-
mentation of a policy enforcement architecture that deals with dynamic access
control in industrial systems, using a workflow-based approach for policy deci-
sions, and the widely adopted OPC UA protocol for communication.

Contributions. The following are our main contributions:

– Description and analysis of a tokens-based OPC UA authorization protocol,
described in Sect. 3.

– Description of required implementations, described in Sect. 4.
– Experimental evaluation of impact of enforcement: (Sects. 5 and 6)

• Time to completion for session creation and resource requests.
• Impact of token expiry time on resource requests.
• Impact of token size on session creation.

– Two approaches on optimization of the connection establishment protocol,
described and evaluated in Sects. 7.

– Recommendations and considerations, discussed in Sect. 8.

Conclusions and ideas for potential future work are presented in Sect. 9.
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2 Related Work

The enforcement architecture used in this article is based on suggestions from a
previous work [11], there are however other suggestions and approaches of access
control enforcement architectures for industrial systems. E.g., Alcaraz et al. [13],
discuss a policy enforcement system for the distributed smart grid, using authen-
tication tokens similarly as us. Martinelli et al. [14] describes an alternative
enforcement architecture for OPC UA supporting the Usage Control (UCON)
policy model [15], adding an extra protocol layer for handling the UCON pol-
icy decisions. The focus of these works are on the description and formalization
of the enforcement architecture, while we in this paper focus on performance
evaluation of an architecture based on the OPC UA standard.

Several previous works look at performance metrics for different aspects of
the OPC UA protocol. Cavalieri et al. [16] model a part of the OPC UA stack
in a network simulator, evaluating the impact of, e.g., signing and certificate
validation on connection establishment and data read, similarly as our work.
Kohnhäuser et al. [17] investigate the feasibility and performance of secure OPC
UA communication including e.g., connection establishment time for different
combinations of security policies.

Rocha et al. [18] compare the performance of the OPC UA publish/subscribe
mechanism with the Message Queue Telemetry Transport protocol (MQTT) [19].
Similarly, Burger et al. [20] look the OPC UA publish/subscribe, investigating
memory and CPU consumption, reaching the conclusion that memory and net-
work overhead are small, as well as usage of data encryption, while CPU uti-
lization is identified as the bottleneck. The publish/subscribe mechanism is not
covered in this article, but the observations on network and memory load v.s.
CPU utilization are similar.

Silva et al. [21] evaluate a series of Internet of Things protocols, including
MQTT and OPC UA, in an experiment measuring completion times related to
data transport, similarly as this done in this article.

Ladegourdie and Kua [22] investigate the performance in terms of CPU and
memory consumption on different sets of traffic scenarios, in an experiment also
utilizing a RasberryPi as the OPC UA server.

All of these mentioned related articles investigate important aspects of the
OPC UA protocol, and several of them evaluate similar performance metrics as
done in our article, e.g., time for connection establishment and response time of
signal reads. However, none of these previous works include the authorization
flow in their measurements, which is the focus of this work.

3 Architecture

In this section the system architecture is briefly described and the authoriza-
tion protocol analyzed to provide the theoretical foundation for the work to be
presented. The goal of this article is to study how these theoretical constructs
behave when deployed in practice.
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An Access Control Enforcement Architecture describes required mech-
anisms and components related to access control, together with their respec-
tive placement in the system architecture. The architecture used in this work is
based on the approach suggested in [11], with basic components and placements
as depicted in Fig. 1. The architecture is using components from the eXtensible
Access Control Markup Language (XACML) reference architecture [23,24], with
the main Policy Decision Point (PDP) outsourced to an authorization service.
It makes the active policy decisions upon a client request and returns the policy
decision in the form of an authorization access token (AuthZ token). The client
transfers the policy decision to the resource server that makes a local policy
decision, based on the access token content and local policy data. The policy
decision is enforced by the resource servers’ Policy Enforcement Point (PEP).

Resource Server

Authorization
Service2

3

Policy
data'

4

Client

6

PDP'

Policy
data''

5

PEP

Resource(s)

PDP''

1

Fig. 1. An access control enforcement architecture, from [11].

The Authorization Protocol used in the architecture is based on the
implicit authorization flow of OPC UA1, executed in two different phases. The
primary policy decisions are taken during session establishment phase using the
protocol described in Fig. 2a in which the authorization server makes the high-
level decisions on valid permissions for the duration of the session encoded in an
access token. The client acts as a mediator of the policy decisions by sending the
access token as a part of the Activate Session call. The resource server validates
the access token before the session is activated.

The second phase of the authorization protocol is executed when the client
requests a resource from the resource server through the active session, following
the protocol shown in Fig. 2b. The resource server validates token expiry and

1 reference.opcfoundation.org/GDS/v105/docs/9.
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checks whether the requested resource permissions are included in the set of
permissions granted by the central policy decision. If the resource is not granted,
the client may attempt to fetch a new AuthZ token from the authorization service
and refresh the session. If there are changed conditions implying new permissions
the resource may be granted. The client must then refresh the session with a
new token before token expires to avoid a new round of a session establishment.

The refresh token flow is identical to the session creation flow, except that
the Client does not need to Open Session. The Client directly requests a new
AuthZ token from the authorization service, and call Refresh Session, instead of
Activate session.

(a) Create Session (b) Access Resource

Fig. 2. Phases of the Authorization Protocol Flow.

Session Creation. The session creation procedure is conducted in three sepa-
rate stages:

1. Open session.
2. Request AuthZ token.
3. Activate session.

Opening a session includes the following steps: 1) establishing a channel with
the server; 2) sending client instance certificate; 3) receiving service instance
certificate along with connection options for the server, including security options
for secure communication and user authentication/authorization.

If the options for user authentication/authorization indicate that an AuthZ
token is required, the client needs to request a token from the endpoint as des-
ignated in the security information received from the the resource server. The
token is then used to activate a session with the resource server.

From the resource server perspective, the session establishment is done in two
steps: 1) an open session requests arrives and the resource server replies with the
list of security configurations it supports, including options for authorization; and
2) upon session activation, the received access token is validated and associated



Evaluation of an OPC UA-Based Access Control Enforcement Architecture 129

with the active session, if accepted. Several other checks are also done on session
establishment, e.g., the client application instance certificate must be directly or
indirectly trusted by the server. AuthZ token validation includes: 1) decryption
(if encrypted); 2) validation of the token signature and expiry time; and 3)
control that the token is issued for the client of the session and for the resource
server.

Communication Through Active Session. Once the session is activated, the
client may access resources if permitted by the resource server, e.g., browse the
name-space, read values, write values and execute methods. In due time before
session expiry, the client can request a new access token from the authorization
service and refresh the active session. An expired session, regardless of content,
cannot be used for resource requests.

3.1 Protocol Modeling

To verify some basic properties of the authorization protocol, a model is created
using the Uppaal [25] tool environment, illustrated in Fig. 3. The model has
separate templates for a client, a resource server and an authorization service.
This model does not contain any details on access token content, instead we
assume that a correctly issued token will contain permissions for the desired
resource. The client and resource server models contain all states and transitions
related to the authorization protocol outlined above.

Using this model we show that resource requests are not possible unless the
model is in an active session. Furthermore we show that outlined protocol must
be followed in order for the client to be granted access resources.

Fig. 3. Resource Server (RS1), Client (C1) and Authorization Service (AS1), modeled
in Uppaal.

Using the temporal logic we can verify that the modeled protocol works
as expected, i.e., that the protocol is free from deadlocks (A[] not deadlock)
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and that it is possible to activate a session (E<> RS1.SessionActive and
C1.SessionActive). Further, we check that the resource server cannot be in not
connected state while the client is in session active (A[] RS1.NotConnected imply
not C1.SessionActive). Also, we were interested to see whether it is possible
for the client to access a resource only by the authorized access state (E<>
C1.AuthorizedAccess, A[] not C1.UnauthorizedAccess). All the checks have been
successfully performed, showing no deviations.

4 Implementation

This section provides detailed information on the implementation done to sup-
port the evaluation work. Even though the authorization flow, as described in
the previous section, is part of the standard, no available software stack fully
supports the flow yet. The required implementation for supporting the autho-
rization flow according to the standard is outlined below. The implementation
uses the .NET stack implementation from the OPC foundation2, as it currently
has the best support for the outlined authorization flow, and, being open source
it is quite easy to extend.

Resource Server. All the basic logic for transmitting and receiving access
tokens are implemented in the stack. However, token validation and handling
of permissions based on token content has been implemented as part of this
evaluation, as well as the behavior for handling token expiry.

Client. The available base-class for an OPC UA client is extended with the
functionality needed to support the authorization flow:

– Decoding the user access token policy data as part of the security require-
ments returned from a server on open session.

– Establishing a session and request access token from the Authorization service
according to data received from a resource server.

– Using the access token to activate the session.
– Managing a token renewal before the expiry.

The expiry time of the access token is an important aspect in enabling a
sufficiently dynamic mechanism for permission delegation. It is the responsibility
of the client to refresh an active session before the access token expires. Token
renewal is implemented in a way that a new access token is requested from the
authorization service when 80% of the token life-time has passed. As soon as the
new access token is received, the session is refreshed.

2 github.com/OPCFoundation/UA-.NETStandard.
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Authorization Service. To support the evaluation experiment, a simple
authorization service is implemented following the OPC UA standard3, with
the authorization service being accessible through an OPC UA server endpoint.
On an AuthZ token request from a client, the implemented authorization service
will always return a valid access token, with a configurable expiry time and a
configurable size. This means that we have minimized the policy inference time
of the authorization service.

JSON Web Tokens (JWT) [26] is used for encoding the policy decision, which
is the preferred encoding according to the OPC UA standard.

5 Experiment

In order to evaluate the two phases of the authorization protocol, as outlined in
Sect. 3, a set of experiments are constructed and they are executed twice, first in
a system configured to use no authorization as a baseline, and second following
the authorization protocol. Measuring the time to complete for different parts
of the protocol allows a quantitative estimation of the operational properties of
the authorization protocol, compared to the baseline.

ClientAuthorization
Service

Switch

Traffic
Generator

Resource
Server

Network
snoop

Fig. 4. Experiment setup.

In order to understand the sensitivity of the architecture in relation to traffic
load, indicating its scalability, experiments are executed using two traffic load
scenarios, High traffic load and Low traffic load. In the Low traffic load scenario,
no additional traffic is generated. In the High traffic load scenario the client has
additional connections to 5 other servers, where each accesses variables on 10
ms intervals, representing approximately 5000 reads/s. Additionally, two clients
are connected to the resource server, one making 6 resource requests (2 read, 2
write, 2 execute) on a 15 ms clock, and one making 7 reads on a 10 ms clock,
representing approximately 1100 additional resource requests per second towards
the resource server. Measuring network load, the high-load scenario generates
approximately 1.2 Mbps traffic to the resource server and 2.1 Mbps from the
server. The high-load scenario pushes the CPU load of the resource server to
about 40% for each of its’ four processor cores.
3 reference.opcfoundation.org/GDS/v105/docs/9.6.5.
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The High traffic load scenario is meant to represent a realistically high load
for the resource server and client respectively.

The experiments are executed in a system containing a resource server, a
specially developed client which can execute and measure the completion times,
an authorization service, and a variable subsystem for generating the traffic load
scenario. The system setup for the experiment is illustrated in Fig. 4.

During the experiments related to session establishment, the completion time
for the three stages of the session establishment protocol is measured (i.e., open
session, handle token, activate session). For the resource access phase of the
protocol, experiments are performed for read and write of signals and execution
of methods.

In total, this sums up to 16 individual experiments, with results summarized
in Sect. 6. Each instance of the experiment is executed a fixed number of times,
i.e., 1000 times for the connection experiments and 4000 times for the access
resource experiments. The client is designed to perform experiment repetitions
on a clock with some randomization. The time interval between each experiment
sample is between 10 ms and 2000 ms. This is done so that the samples are
not accidentally coinciding with any of the fixed-frequency cycles of the traffic
generators.

Experiments are also performed related to the impact of different token sizes
and token expiry times. The size of the authorization token may impact connec-
tion establishment time, prompting an additional run of the connection estab-
lishment experiment, using variable token size. An authorization token refresh
may impact response times of resource requests, which is examined in an exper-
iment using variable token expiry time.

Equipment. The equipment used in the experiment is meant to mirror the
scenario of a relatively simple resource server, such as an industrial controller,
communicating with a Human-Machine Interface (HMI) client running on a stan-
dard PC, and the authorization service running on a server machine.

A Raspberry Pi 4 Model B (ARM Cortex-A72) with Ubuntu 22.04 is used
for running the resource server. The ARM Cortext-A72 is normally clocked at
1.5 GHz and the majority of the experiments are performed using that configu-
ration. A set of experiments is also performed with the processor down-clocked
to 600 MHz, to get performance comparable to that of a CI8454, which is an
industrial hardware platform used for running control and connectivity services.

The client and the authorization service are both running on separate com-
modity hi-spec PCs (Intel i7-11850H (8 cores), 2.5GHz, 32GB RAM, Windows
10). The Switch is a ZYXEL GS1915-8.

6 Results

In the following sections, the detailed results of the performed experiments are
presented.
4 800xahardwareselector.com/product/ci845.
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6.1 Results on Connection Experiments

The connection experiments are executed for low and high load scenarios, with
and without token-based authorization, with each test executed 1000 times. In
order to perform a more detailed analysis, the total connection time is separated
into open session, request token and activate session, following the protocol flow
in Fig. 2a. Results for the experiments are presented in Table 1.

Table 1. Results from connection experiments. All results are given in milliseconds
where μ is the average value and σ the standard deviation.

Authorization None Token
μ σ μ σ

Low load

Open session 15.0 3.3 15.1 3.3
Request Token 0 0 115.2 12.8
Activate session 100.0 12.3 193.9 12.9
Total 115.0 13.2 324.3 19.3
High load

Open session 17.0 10.5 18.7 14.4
Request Token 0 0 213.8 69.0
Activate session 124.8 23.2 223.1 25.1
Total 141.6 29.0 455.6 88.6

When looking at the connection test results, an obvious additional cost when
using access tokens is the time related to requesting the token from the autho-
rization service. In our experiment this adds time representing a whole additional
connect cycle, on average 115 ms in the low load scenario and as much as 213
ms in the high load one. For all these experiments, the client is creating a new
session for each access token request. This points towards a first idea for opti-
mizing the client implementation of the protocol by keeping the session to the
authorization service open in the client.

Connections using access tokens not only increase in cost by the amount
related to authorization service interactions of the client, a significant increase
in time is needed also for the session activation, almost doubling the average
session creation time. The experiment is not constructed to directly measure
what in the session activation is most expensive, but a theoretical analysis of
the protocol suggests the following possible sources for this extra time:

– Transport of the AuthZ token (which in this example is 1536 bytes after
encryption).

– Encryption of the token on the client side.



134 B. Leander et al.

– Decryption of token data on server side.
– Validation of token on server side.

The access token is already transported over an encrypted channel, so a
second potential optimization of the protocol would be to remove the explicit
encryption of the access token, which is added by the client.

There is a clear impact of the traffic loads for both authorization scenarios,
especially on Activate Session and Request Token. By analyzing different traffic
scenarios, we notice that network utilization and memory consumption for both
the resource server and client are only marginally affected by the high load.
What is hugely affected is the CPU load of the resource server, jumping from an
average of 4% CPU utilization on each core in the low traffic scenario to about
40% for high traffic load.

6.2 Results on Access Resource Experiments

To evaluate the impact of the authorization protocol on accessing resources,
three separate experiments are performed, for reading, writing and execution of
a method, each one being executed 4000 times, for each of the different traffic
scenarios. The results are presented in Table 2.

Table 2. Results from the resource access experiments. All results are given in mil-
liseconds, where μ is the average value and σ the standard deviation.

Authorization None Token
μ σ μ σ

Low load

Read 3.2 1.5 3.3 1.7
Write 3.2 1.5 3.3 1.5
Execute 12.3 4.0 12.7 3.3
High load

Read 2.2 1.6 2.2 1.7
Write 2.3 1.6 2.3 1.6
Execute 10.0 4.5 10.3 4.1

From the resource access experiment results, we can see that resource requests
have similar completion time regardless of the used authorization protocol. This
is expected, since the major overhead of the authorization protocol is related to
session creation. In our experiment, a resource request related to read or write
will on average take from 2 ms to 3 ms to complete, while the method execution
has a completion time between 10 ms and 13 ms. It is worth noting that the
method execution call is designed to return directly, i.e., there is a minimal
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amount of internal processing within the resource server related to executing
the method.

The resource request times for the high-load scenario consistently outperform
the low load scenario in our experiments. A theoretical analysis shows that the
resource server handling of access requests is done by pulling working threads
from a thread pool. A hypothesis is that in the low load scenario, the threads will
be inactive before the next resource request arrives, while when there is a high
load, this will not happen, meaning that the thread creation time is increasing
the completion time of the low load resource requests. This is however out of the
scope for this article to investigate, and is therefore not further explored.

6.3 Results on Different Token Expiry Times

Before an access token expires, the client of the session has the option to fetch
a new AuthZ token from the authorization service, and use that to refresh the
session. As demonstrated, session activation is a relatively expensive operation,
the impact of token refresh is however not evaluated. By lowering the session
expiry time, the amount of session refresh calls are increased. However, measur-
ing the completion time for a session refresh explicitly is not very interesting, as
it is executed during the time a session is already open, i.e., it does not directly
affect session establishment.

The token expiry time may however impact resource requests. To investigate
this, the read-resource experiment is repeated, but this time using sessions with
different token expiry times. The client is configured to automatically refresh the
tokens. Results from 1000 runs for three different expiry times are summarized
in Table 3, for the low-traffic scenario. Additionally, we also report the maximum
time to completion.

Table 3. Results for read resource experiment with different token expiry times. μ is
the average value and σ is the standard deviation.

Token expiry time μ σ max min

8 s 4.6 ms 9.7 ms 139 ms 2.0 ms
28 s 3.3 ms 3.1 ms 60 ms 1.9 ms
96 s 3.1 ms 1.8 ms 45 ms 1.5 ms

Based on the gathered results, we can conclude that the expiry time does not
affect the average value considerably, but the standard deviation is substantially
increased with shorter expiry times. When a resource request coincides with a
session refresh call to the resource server, the request may be delayed until the
refresh is completed. The likelihood for such a coincidence is to a large extent
depending on the expiry time, with a higher risk for a lower expiry time.
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6.4 Result on Different Token Sizes

It is most likely the case that the different token sizes have impact on the ses-
sion activation time, because of the cost for encryption and decryption of the
token. To evaluate how the token size affects the connection time, the connec-
tion experiments are repeated, but with the issued AuthZ token having different
sizes. A claim with configurable size has been added, after which the total token
size was calculated (i.e., after encryption). For each token size, the connection
experiment has been repeated 100 times. Results for average connection time in
relation to size of the token are provided in Fig. 5. Please note that the session
activation time remains stable (at around 220 ms) until token size reaches 4000
bytes, after which the time to connect increases proportionally.

6.5 Results on Lowering the CPU Clock Frequency of the Resource
Server

CPU utilization of the resource server seems to be a determining factor for the
completion time for at least the session establishment part of the protocol. The
experiments so far have been done using a 1.5 GHz processor. In the following
we repeat some of the experiments, but with the clock frequency of the CPU of
the resource server lowered to 600 MHz (the lowest supported frequency of the
Cortex A72), i.e., to 40% of the nominal performance. The aim is to get results
comparable to the ones of an CI845, an industrial hardware platform developed
by ABB used for various control service applications. Connection experiments
results are given in Table 4.
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Table 4. Results on connection experiment using downgraded resource server CPU.
All numbers are provided in milliseconds, μ is the average value and σ is the standard
deviation. Percentages in parenthesis are compared to the original experiment.

Authorization None Token
μ σ μ σ

Low load

Open session 18.4 (+23%) 6.1 19.9 (+32%) 10.0
Request Token 0 0 149.8 (+30%) 31.9
Activate session 163.5 (+63%) 31.4 216.7 (+12%) 33.7
Total 182.0 (+58%) 33.7 386.7 (+14%) 51.1
High load

Open session 21.6 (+27%) 7.2 33.8 (+81%) 85.5
Request Token 0 0 216.1 (+1%) 84.5
Activate session 196.0 (+57%) 22.0 364.7 (+63%) 58.7
Total 217.7 (+54%) 25.2 614.7 (+35%) 211.7

Compared to the previous experiments in Sect. 6.1, the total completion time
for connection establishment increases between 14% and 60%.

As the completion time for the different experiments related to accessing
resources are very similar, only the read experiment using token authorization
has been repeated in this setting, for low and high traffic scenarios. For low
traffic, the average time for read was 4.4 ms (+38%), with σ = 3.2 ms and for
high traffic average completion time was 3.8 ms (+72%), with σ = 1.8 ms. The
results follow the patterns of the initial experiments, but with completion times
increasing on a similar scale as the connection establishment experiment.

This confirm the assumption that the completion time in our experiment
is highly dependent on the CPU power of the resource server. The standard
deviation also increases significantly, especially in the high-load scenario. This
implies that our selected high-load scenario may be beyond the limit of what this
configuration of the resource server can handle while staying within predictable
operational boundaries.

7 Suggestions on Optimizations of Session Activation

Based on the analysis of the experiment results, we suggest two potential opti-
mizations for the authorization protocol implementation: 1) In the client to keep
the session to authorization service(s) open, and 2) to remove the explicit encryp-
tion of the access token if it is already being transported using an encrypted
channel.
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Both suggested optimizations are implemented and then evaluated using the
same experimental setup as the initial experiments related to connection estab-
lishment. Results are provided in Table 5. As the optimization only affects the
session establishment, the experiments for resource requests are not repeated.

Table 5. Experimental results of optimization of session activation. All numbers are
given in milliseconds, μ is the average value and σ is the standard deviation.

Improvement Keep session Single encryption Combined
μ σ μ σ μ σ

Low load

Open session 14.1 3.0 13.8 5.5 15.0 6.3
Request Token 7.3 4.4 128.5 32.7 7.1 4.1
Activate session 191.0 10.9 142.6 13.6 143.6 15.8
Total 212.5 13.4 285.0 38.3 165.8 20.8
High load

Open session 15.4 9.8 16.1 15.0 13.1 3.5
Request Token 10.8 7.5 160.3 50.7 8.2 3.4
Activate session 208.3 25.2 151.8 35.5 148.1 12.5
Total 234.4 32.9 328.2 69.0 169.5 15.5

As can be seen, keeping a session to the authorization service provides a large
performance increase on the token request part of the protocol, going from an
average of 115 ms (Table 1, low load req. token) down to 7 ms in our experiment.
Removing the double encryption enables a significant gain during the session
activation phase, down to about 50 ms in our experiment.

The best performance gain is reached by combining these two approaches,
both caching the authorization service session and removing the double encryp-
tion. Using this combination cuts the connection time to between 50% and 37%
of the initial implementation. This results in the total difference between using
no authorization and using the authorization protocol with access tokens to be
reduced to about 50 ms in our experiment (115.0 ms with no authorization
compared to 165.8 ms), and is even lower for the high-traffic scenarios.

Repeating the experiment with different token sizes with the single encryp-
tion optimization in place indicates that the size of the token no longer has an
impact on the session activation time, i.e., in our experiments all the measurable
additional time related to the size of the AuthZ token is related to the explicit
token encryption.
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8 Discussion

The performed experiments have shown some important and interesting proper-
ties of the authorization protocol. Authorization in the way it is implemented in
this architecture, will have no measurable impact on individual resource requests,
but have significant impact on session establishment. For sporadic resource
requests that include establishing a new session to a resource server, a majority
of the response time will be related to the session establishment. This is also the
case for scenario without using the enforcement architecture.

The session establishment time is increasing when the traffic load towards the
resource server is increasing. In particular, the standard deviation for the high-
load scenario is increasing for the connection time when the enforcement archi-
tecture is used. This due to the authorization protocol containing several addi-
tional steps in which uncertainty is introduced. However, for resource requests,
the higher traffic load has no adverse effect on completion times in our exper-
iment. The architecture scales well with regards to resource requests, but may
have issues for session establishment. This is even more visible for the results
with a lower resource server CPU clock frequency. The completion time increases
and are on average in the same order as the CPU performance downgrade, but
the standard deviation for connection establishment using the enforcement archi-
tecture is almost tripled.

When analyzing the impact of using short-lived access tokens, the results
point in a similar direction. The average completion time related to resource
requests is close to the initial experiments, but the standard deviation increases
as the expiry time is decreased. The risk of a resource request coinciding with the
session re-activation call increases with a short token expiry time. For minimizing
this impact, the client could be implemented to avoid resource requests while a
session-reactivation is on-going. With a shorter token expiry time, the flexibility
of the access control mechanism increases. Generally, using a short expiry time in
a large system will generate a lot of traffic both between clients and authorization
services, and clients and resource servers.

For the initial experiments on session establishment, the completion time is
on average three times higher when using the described authorization proto-
col. The majority of additional time is spent during token request and session
activation. Combining two simple suggestions of performance optimization, the
session establishment phase of the authorization protocol is brought to numbers
comparable to the baseline scenario when using no authorization.

The first performance optimization is a pure client implementation, and is
using the assumption that many resource servers will outsource their policy
decisions to the same authorization service. Therefore it is a good idea to keep
a session of an authorization service open to be used for subsequent AuthZ
token requests. This will have a slight memory consumption hit for the client
and authorization service. The exact impact for the authorization service is not
further evaluated in this article. However, for a larger systems with many clients
there may be negative scalability effects of that approach for the authorization
service, especially on memory consumption. On the other hand, establishing a
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new session with the authorization service for each resource request and client
will have a much higher impact on the authorization service CPU utilization.

The second performance optimization is related to encryption and decryption
of the AuthZ token. If the client is communicating with the resource server
using an unencrypted session, it is important that the AuthZ token is encrypted.
Otherwise this provides an opportunity for token to be stolen and misused by
a threat actor. However, if the session is already encrypted, there is no obvious
need for the AuthZ token to also be encrypted. The default behavior of the
.NET stack is to use asymmetric encryption of the AuthZ token, which leads to
a huge additional time needed for the resource server to perform decryption of the
token. Removing this “double encryption” is possible within the resource server
OPC UA configuration. However, using this option may lead to other unwanted
behavior of the server, e.g., the same option is used to remove validation of the
client nonce on session establishment. This optimization will therefore need some
additional rounds of analysis before being used in a real-world system.

If keeping the encryption of the AuthZ token, the size of the token will have
a direct impact on the completion time for session establishment, as shown in
Sect. 6.4. Therefore it is desirable to attempt to minimize the size of the token.
For dynamic access control this may be a challenging task, as the policy decision
from the authorization service will have to be expressed in a very detailed way.
Further investigations by continuing the work in [11] are needed to find the right
balance between the high granularity and sufficiently compact token encoding.
Furthermore, there is a practical size limitation of the AuthZ token in the OPC
UA .NET stack is set to 256 kb, which should be sufficient for most needs, but
may be an actual limitation in more complex scenarios.

8.1 Recommendations

Based on the experimental results and experiences from implementing the
enforcement architecture, a few basic advice and recommendations can be pro-
vided.

From the client side one should keep sessions active, if several resources
requests are likely to be performed towards the same resource server. This recom-
mendation is applicable regardless of the enforcement architecture. It provides
extra benefits with regards to authorization service sessions as described above.

Avoid double encryption, especially asymmetric encryption/decryption
that is CPU intensive, and can cause a high penalty on a low resource embedded
device.

If using token encryption, keep token size small as time to perform encryp-
tion/decryption increases with token size.

Find the right balance for token expiry times. A short expiry time will
have an impact on scalability properties of the system, including resource request
performance, as session refresh can interfere with ordinary resource requests. The
longer the expiry time, the higher the risk of outdated permissions being used
in the system. In the performed experiments, an expiry time of a few minutes
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have a rather low likelihood of negatively impacting performance, but this will
depend on the size and complexity of the system.

If using the described enforcement protocol in a control-loop with real-time
requirements, the completion time should be carefully measured in the target
system, to guarantee that deadlines can be met and that the jitter for resource
requests are kept at acceptable levels. In such a scenario it is most likely that
there is no need for short token expiry times. Please note that there are other
potentially more deterministic methods for real-time control in OPC UA, e.g.,
using the publish/subscribe pattern, which however cannot provide as flexible
access control possibilities.

The typical use-case for this enforcement architecture would be for high level
control and supervision, i.e., on the communication between an operator HMI
and (several) resource servers, or for the workflow orchestration part of, e.g.,
modular automation, as described in [9]. In these use-cases the cycle-times are
often not that high and may even be event-based, while the access control policies
are more dynamic in nature, based on the currently executing workflows in the
system.

8.2 Limitations and Impact

The precise results of the described experiments are limited to the materializa-
tion and implementation of the hardware and software components used. For
different system with other components, the completion times most likely will
differ. However, we believe that the results provide good indications of the com-
pletion times for the described phases of the authorization protocol, especially
the relative performance of the protocol compared to the baseline.

A drawback of using .NET to measure quality metrics is its lack of real-time
characteristics, as e.g., memory management is out of control for the program-
mer. A garbage collection may occur at any time, which can have huge effect
on a particular measurement. Furthermore, operating system overhead may be
larger and more unpredictable when using Windows (for the client) and Ubuntu
for the resource server, as compared to using real-time operating systems. To
counter these issues, we have repeated the experiments a large number of times
to decrease the impact of sporadic disturbances.

As mentioned, the inference time of the authorization service is set to a
minimum in the experimental setup. In reality, this inference time will of course
be larger and have an impact on the performance of the session establishment.
Measuring this impact is out of scope for this work, but may be interesting to
look at as part of a future experiment.

9 Conclusions

Dynamic fine-grained authorization is a requirement for the future industrial
automation and control systems, which will be network-centric, dynamic and
flexible, using a Zero-trust security model. Very few technologies are available
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which can provide such characteristics for industrial systems. The OPC UA
protocol is currently the best option, if using the authorization flow based on
outsourced policy decisions to an authorization service.

In this work, we have analyzed, implemented and evaluated several aspects
of this variant of access control enforcement architecture, something that is not
previously done.

The experiments show that for resource requests there is no measurable addi-
tional cost of the authorization protocol. However for short AuthZ token expiry
times, which will result in frequent session refresh calls, the standard deviation
of the resource request is increasing. The expiry time is therefore one impor-
tant design decision which is a trade-off between the level of dynamicity of the
architecture and the standard deviation of resource requests.

There is a large difference in the connection establishment times between
using fine-grained access control and no authorization, which is further impacted
by increasing traffic load. However, two suggestions for optimizations are pro-
vided that limit this impact. One is related to the session handling in the client,
while the other is related to avoiding double encryption of the AuthZ token.
Combining these two optimizations more than halves the average connection
establishment time compared to the initial approach.

Limitations. The experimental evaluation required a number of implementa-
tions to fully support the described authorization protocol. These implementa-
tions clearly have an impact on the results of the evaluations and any misinter-
pretations of the standard, or bad design decisions can limit the validity of the
results.

In this article we aim to have an experimental scenario were the resource
server and client are similar to what could be expected in an industrial system.
However, the required implementation was not possible to run on an embed-
ded real-time system. To partly counter this, the CPU-, memory- and network-
utilization are measured during the experiments, leading to the realization that
the CPU-frequency is the deciding factor. This was confirmed by repeating some
of the experiments with the CPU of the resource server clocked down to 40%,
leading to results with equally longer completion time.

Future Work. The inference time of the Authorization Service is not accounted
for in our evaluation, as the authorization service always returns the same claims,
encoded in a correct token. Therefore, it is our plan to include the inference time
for different variants of policy decision mechanisms in the authorization service
in our future work.

Once there exist commercial or open-source implementations of the autho-
rization flow, we would like to repeat the evaluation using a resource server
running a real-time operating system on an embedded device.

Detailed threat modeling and analysis is not covered in this work, but is
another important future investigation.
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Abstract. To fight climate change, new “green” technology are emerg-
ing, most of them using electricity as a power source. Among the solu-
tions, Electric Vehicles (EVs) represent a central asset in the future
transport system. EVs require a complex infrastructure to enable the
so-called Vehicle-to-Grid (V2G) paradigm to manage the charging pro-
cess between the smart grid and the EV. In this paradigm, the Electric
Vehicle Supply Equipment (EVSE), or charging station, is the end device
that authenticates the vehicle and delivers the power to charge it. How-
ever, since an EVSE is publicly exposed and connected to the Internet,
recent works show how an attacker with physical tampering and remote
access can target an EVSE, exposing the security of the entire infras-
tructure and the final user. For this reason, it is important to develop
novel strategies to secure such infrastructures.

In this paper we present HoneyEVSE, the first honeypot conceived
to simulate an EVSE. HoneyEVSE can simulate with high fidelity the
EV charging process and, at the same time, enables a user to inter-
act with it through a dashboard. Furthermore, based on other charging
columns exposed on the Internet, we emulate the login and device infor-
mation pages to increase user engagement. We exposed HoneyEVSE for
30 days to the Internet to assess its capability and measured the interac-
tion received with its Shodan Honeyscore. Results show that HoneyEVSE
can successfully evade the Shodan honeyscore metric while attracting a
high number of interactions on the exposed services.

Keywords: Honeypot · V2G · EVSE · Measurement · Security

1 Introduction

To fight climate change, novel technologies are emerging to reduce the emission
footprint. Among the different promising solutions, Electric Vehicle (EV) aims at
substituting traditional fossil-fueled vehicles to achieve better performances and
fewer emissions. According to Statista [33], by 2027, the number of EV sold in
the market will be around 16.21 m. To manage such a huge amount of vehicles
is required an ad-hoc infrastructure. Indeed, to deliver the energy needed to
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recharge EVs, a connection between the EV and the power grid is required. The
paradigm that regulates such a connection is called Vehicle-to-Grid (V2G). V2G
paradigm includes three main entities: 1) the smart grid, which generates and
distributes electric energy; 2) the EV that represents the end-user asking for a
recharge 3) the charging column, or Electric Vehicle Supply Equipment (EVSE),
that authenticate the EV and deliver the energy.

Managing a distributed and complex architecture is very challenging, includ-
ing from the cybersecurity perspective. In fact, recent works showed the feasi-
bility of a wide range of attacks on V2G infrastructure, particularly the EVSE
devices. EVSE are publicly exposed and therefore subject to physical manumis-
sion by malicious actors. Attacks that have been proven effective in targeting
EVSE include relay attack [11], charging traces profiling [8], eavesdropping [6],
and denial of service [18]. The threats affecting EVSE are even more emphasized
by recent work highlighting the lack of security policies and the exposition to
the Internet, opening dangerous vulnerabilities surfaces to the user [27].
Motivation. Being a relatively recent technology, the security of V2G paradigm
and, in particular, EVSE devices is still under investigation, several novel attacks
have been identified, and therefore research still requires contribution in this
direction. To this end, honeypots can support the research of new security mech-
anisms. The goal of a honeypot is twofold: it can be used to deceive the attackers,
making them think they are interacting with a real device and collecting data
about the attackers’ movements. To develop more robust defense mechanisms,
data collected from honeypot can then be analyzed to understand the typical
attackers’ strategies and scanning campaigns. Honeypots, are widely adopted to
emulate Information Technology (IT) devices or services. However, their appli-
cation in the Cyber-Physical System (CPS) domain is still under development,
mainly due to the difficulty in replicating devices and physical processes with
high fidelity [12].
Contribution. In this paper, we present HoneyEVSE, the first honeypot con-
ceived to emulate an EVSE. To build an effective honeypot with high fidelity,
we based our implementation on the exposed EVSE device we identified and the
related work analyzing the exposure of such systems [27]. To mimic a realistic
charging process, we leveraged the ACN-sim simulator, while the network per-
sonality engine is managed by a customized version of Honeyd that incorporated
EVSE functionalities. We exposed HoneyEVSE for 30 days on a local Internet
Exchange Point (IXP), and we measured different engagement results, as com-
mands exchanged with the Web app, the time spent on each page by the user,
and the origin of the IPs. Results show that HoneyEVSE can successfully evade
Shodan’s Hoenyscore while receiving a high number of interactions from users.
We release the source code of HoneyEVSE on github1, and we summarize the
contribution of the paper in the following:

– We present HoneyEVSE, the first honeypot conceived to emulate an EVSE. In
HoneyEVSE, we integrate a high-fidelity physical process and the possibility
for an attacker to interact with the dashboard.

1 Repository: https://github.com/spritz-group/HoneyEVSE.

https://github.com/spritz-group/HoneyEVSE
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– We exposed HoneyEVSE to the Internet for 30 days, and we report the results
of the interactions received. The results highlight the good level of interaction
received by HoneyEVSE.

Organization. The paper is organized as follows. Section 2 briefly recalls the
concepts useful to understand the remainder of the paper, while Sect. 3 dis-
cusses the related work. Section 4 introduces HoneyEVSE honeypot structure
and functionalities, then Sect. 5 presents the measurement study we performed
by exposing HoneyEVSE to the Internet. Finally, Sect. 6 concludes the paper.

2 Background

In the following, we briefly recall the main concepts useful to understand the
remainder of the paper. In particular, Sect. 2.1 recalls the IXP infrastructure,
where we based our evaluation phase. Then Sect. 2.2 and Sect. 2.3 briefly recall,
respectively, the concept of honeypot and V2G infrastructure.

2.1 Internet Exchange Point

An IXP is a network facility that enables the interconnection and Internet
traffic exchange between two or more independent Autonomous Systems (ASs)
through specific peering agreements and according to the Border Gateway Pro-
tocol (BGP) routing configurations. Its typical architecture consists of single or
multiple switches connected to the adherent’s border routers of the adherent
ASs, ensuring bandwidth, costs, and latency benefits. An AS comprises a group
of IP prefixes controlled by a single Internet Service Provider (ISP), which defines
the routing policies. The Interior Gateway Protocol (IGP) enables the routing
within an AS, while communication with other ASs relies on the BGP. An IXP
network facility enables Internet traffic interconnection between more than two
independent ASs.

Our analysis relies on VSIX [3], an IXP which manages the traffic circulating
in the North East of Italy. In this work, we installed a honeypot in VSIX and
exposed it to the Internet. The system architecture of the IXP representation,
together with the honeypot, is represented in Fig. 1. Thanks to their infras-
tructure VSIX allows us to integrate many interesting features to the honeypot
exposed. In particular, the IP dedicated to the honeypot has been announced
worldwide thanks to the transit provider, allowing high visibility worldwide. Fur-
thermore, VSIX offers high resilience thanks to a BGP multihomed system and
supports a connection speed of up to 1 Gb/s.

2.2 Honeypot

Honeypots are systems designed to protect systems and, at the same time, collect
information related to attacker actions. Once deployed, honeypots are exposed
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Fig. 1. IXP System representation and corresponding installation point of the honey-
pot.

over the Internet and may include exploitable vulnerabilities and services. If care-
fully monitored, honeypots allow for obtaining a lot of information and insights
about the attacks registered.

Honeypots are classified based on the level of interaction they offer to an
attacker. Pure Honeypots are real machines installed and exposed in the pro-
duction network (e.g., PLC exposed but not employed in controlling processes).
Although this seems to be the best approach to installing a honeypot, it also
has disadvantages, most notably its cost. High-Interaction Honeypots are gen-
erally real computers, or virtual machines, that simulate with high fidelity all
the services of the emulated machine. They allow a high level of interaction with
the emulated system. Low-Interaction Honeypots are software that emulates the
operating system and services provided by the simulated device. They are easy
to install and maintain but, due to the lower degree of engagement it provides,
make it possible to capture less information. Furthermore, honeypots can also be
classified based on their scope. Production Honeypots are usually low-interaction
and simple to install and use. They are located within an enterprise production
network along with production servers. Their primary function is not to collect
information but to raise the alarm if detecting an attacker’s presence. Research
Honeypots, contrary to the previous typology, aims at collecting as much infor-
mation as possible about potential attackers. For this reason, they require a
higher level of interaction.

In our work, we developed a High-Interaction Research honeypot specifically
designed to simulate an EVSE.
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2.3 Vehicle-to-Grid (V2G)

The V2G paradigm (depicted in Fig. 2) creates a bidirectional communication
between an EV and a power grid. Among the different advantages, the bi-
directionality of communication allows smart management of the charging pro-
cess and enables the EV to create a bidirectional power flow with the grid.

The V2G paradigm includes different entities: the power grid, responsible for
generating electricity, the distribution network, which involves all the infrastruc-
tures to deliver the energy demanded to the final user; the EVSE that authen-
ticates the end user and deliver the energy, and the EV that represents the
end user and requires the energy delivery. To authenticate the user, the EVSE
is generally connected to an energy provider and accounts for the EV energy
demand. EVSEs include different components: charging station, charging cable,
and charging connector. The last one is usually attached to the cable [5]. The
EVSE performs all the actions required to recharge the EV and interface it with
the V2G infrastructure. Moreover, an EVSE usually integrates a graphical inter-
face to allow users to monitor and control the state of the charge of their vehicle.
The technology implemented in an EVSE can differ from manufacturers, but it
usually relies on an HTTP service for a Web App interface, an SSH connection
for remote access by an administrator, and different kinds of connectivity such
as WiFi or Bluetooth [2]. Additionally, an EVSE can support MQ Telemetry
Transport (MQTT) connection in the case of aggregated EVSE, for example, as
a charging station with multiple columns. We can divide the V2G communication
into the front-end and back-end. Back-end communication enables the exchanges
of data and energy between the EVSE and the distribution network. The most
adopted protocol in this type of communication is the Open Charge Point Pro-
tocol (OCPP) [14]. Similarly to back-end communication, front-end communi-
cation includes both power and data delivery. Different standards have been
proposed for front-end communications to regulate the communication between
the EV and the EVSE. The most widely adopted protocols for the front-end
communication between the vehicle and the EVSE are ISO 15118, SAE J2847,
and CHAdeMO. Among them, the most advanced standard is ISO 15118 [15,16]
which supports many services, including secure authentication, vehicle firmware
update, and plug-and-charge [9].

3 Related Work

To the best of our knowledge, HoneyEVSE is the first honeypot conceived to
emulate an EVSE; therefore, there is no other literature to compare with. How-
ever, honeypots are a warm topic, and significant efforts have been produced
in this research direction [13]. In the IT domain, honeypots have been used to
emulate common IT services such as Databases [10], Web Servers [31], or Inter-
net of Things (IoT) devices [22]. This family of honeypots is the most commonly
investigated in the literature also due to its simplicity of emulation: they are just
required to replicate a service in a protected environment. Other than the IT
domain, honeypots are highly studied in the CPS domain [13]. Particular focus
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Fig. 2. The basic architecture of a V2G environment.

has been dedicated to the Industrial domain, which has been shown to be dra-
matically exposed to cyberattacks in recent years [7]. To protect such systems,
several honeypots have been proposed [21] ranging from water systems [26,29] to
smart grids [4,23]. The most difficult part in developing this type of honeypot is
emulating a real physical process with the possibility of interacting with it by the
attacker. Indeed only a few honeypots aim at addressing this challenge [12]. A
few Honeypots have also been proposed to replicate a vehicular domain [28,32].
However, these honeypots are specifically designed to replicate vehicular ad-hoc
networks, but none consider the V2G communication paradigm together with
its specific devices.

Among the other numerous CPS domains, the EV field is nowadays under
the spotlight. This is mainly due to the pervasive proliferation of this technology
in daily life but also due to research highlighting the current security flaws of
such a system. Indeed, different researchers have successfully proven attacks on
V2G infrastructure, where the entry point is mostly the EVSE. These attacks
include relay attack [11], charging traces profiling [8], eavesdropping [6], and
denial of service [18]. Furthermore, recent research has shown the problematic
exposure of the EVSE to the internet [27]. Driven by this emerging threat, we
present HoneyEVSE to support the security community to protect EVSE and,
at the same time, collect data about attackers’ moves.
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4 HoneyEVSE Honeypot

HoneyEVSE, as a honeypot, is designed to deceive attacks targeting real EVSE
and retrieve information about the techniques used by attackers. It emulates the
charging process of electric vehicles, exposing information through a web appli-
cation accessible from the Internet. The general functioning and architecture are
inspired by two previous projects: HoneyPLC [21] and ICSPot [12].

In this Section, we first introduce HoneyEVSE. In Sect. 4.1, we describe the
honeypot architecture and, in Sect. 4.2, Sect. 4.3, and Sect. 4.4, the technical
aspects of HoneyEVSE concerning the physical process, the exposed services,
and the logs, respectively.

4.1 Architecture

HoneyEVSE integrates different components to generate the physical process,
the network exposition, and the interaction logging. In Fig. 3, we show the graph-
ical representation of the honeypot architecture. The core part of HoneyEVSE
is Honeyd [30], a tool that emulates the TCP/IP network stack and defines
the honeypot network profile. It allows the system to differentiate the IP and
MAC addresses from the ones of the hosting computer and trigger the different
components of the systems once the interaction is received.

The only necessary step to use Honeyd is to provide, in a configuration file,
the parameters for the implemented services, the IP address on which we want
to route the honeypot communication, and the physical interface (MAC address)
of the IP of the hosting machine. Honeyd module is then linked to the physical
process simulating the charging activity and a logging system.

4.2 Physical Process

To make the honeypot as real as possible from an external perspective, we intro-
duce a physical process emulating the vehicle’s charging. The physical process
leverages ACN Portal [17], a tool suite that allows EV researchers to develop
and test practical solutions. ACN Portal, accessible via public API, combines
ACN-Data [20] and ACN-Sim [19]. The former is a dataset containing a data
collection of charging sessions of real EV, gathered by the authors through EVSE
installed at the Caltech Institute of Technology. The latter is a simulation envi-
ronment for EV charges which enables the study of algorithms for scheduling the
power and the time of the charging processes. HoneyEVSE uses ACN Portal to
simulate the underlying physical process and create reliable and truthful charg-
ing operations to deceive the attacker. In particular, we leveraged these tools
to generate real-time EV charging traces and build a GUI with an interactive
dashboard to monitor and interact with the charging process, similar to what
happens in real life. However, the default charging traces generation of the ACN
Portal presents some limitations. The representation of the EV and the EV is
limited to a single case: a completely discharged vehicle with a single static tem-
plate of charging parameters; therefore ACN-Sim does not allow for including
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Fig. 3. HoneyEVSE architecture.

variability in the charging process. Furthermore, ACN-Sim charging parame-
ters do not include helpful information to replicate a real-world scenario: energy
required to fill the battery, current completion percentage, and the recharge cost.
Excluding this information does not allow to achieve a high fidelity level of the
physical process. In the HoneyEVSE physical process, we address these limita-
tions by improving the data generation and estimating the parameters from the
traces generated. In particular, we associate each charging trace generated by
fictional vehicles with random arrival and departure times, energy requests (e.g.,
the power required by the vehicle), and battery parameters (e.g., capacity). In
this way, an external viewer has the feeling to interact with a real environment.
As previously said, ACN-Sim does not include the case where the initial charge
of the car’s battery is greater than zero. This may raise some warning in the
attacker that would always see a completely discharged vehicle. We addressed
this limitation by developing a heuristic to calculate a random plausible initial
status using the default information provided by ACN-Sim and considering the
charging demand of the specific vehicle and its overall requested energy.

4.3 Services and Interaction

HoneyEVSE exposed three different services: a web interface to let the attacker
interact with and the traditional Telnet and File Transfer Protocol (FTP) ser-
vices to mimic the possibility of remotely updating or controlling charging
columns. The web interface is built by taking as a reference the EVSE we found
in the wild using Shodan [25] upon a preliminary analysis.
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Fig. 4. Login page replicated from Etrel EVSE

HTTP. Inspired by what we and related work found exposed on the Internet, we
mock a web application of a charging column. The web interface reports the data
generated by the physical process, the EVSE technical details of the charging
column, and a login page. On the root page, the interface shows technical infor-
mation about the EVSE. We copied the layout and template of such information
from existing exposed EVSE and modified the existing information. We imple-
mented a dedicated dashboard with a real-time charging process to monitor the
physical process from the perspective of the EV owner that is recharging the car.
This dashboard includes three buttons: Stop, Pause, and Resume Charge, and
they represent the possible interaction of a user with the charging column. Fur-
thermore, we implemented an admin dashboard with information and statistics
on the different vehicles attached and the demands from the grid. This page rep-
resents the overview of the different processes occurring on the EVSEs that the
admin generally monitors. These three pages are hosted on port 5000. On port
80, we also implemented a login and registration pages to mock login and log-
on procedures of users and company employees. The actions performed using
these forms are logged, and every login attempts returns an error by default.
We copied the login page template from Etrel EVSE exposed on the Internet.
Indeed, according to our preliminary analysis and related work [27], this type of
charging column is widely exposed on the Internet.
FTP. The FTP allows the file transmission over TCP/IP connections. The
service is open on port 21, waiting for commands. This behavior emulates an
administrator’s ability to remotely perform firmware updates or web application
changes. The exposed service waits for a user to log in but always retrieves an
error during the login phase. Thanks to this service, we can monitor the possible
attempts of an attacker to access the EVSE.
Telnet. This protocol allows two-way unencrypted text-based communication
between two machines. It provides access to a virtual terminal in the remote
system, and it can be used to control the EVSE. This service uses port 23. As
for FTP, the system returns an error during the communication to avoid possible
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exploits. Meanwhile, it collects data about the attacker’s attempts to access the
EVSE through Telnet.

4.4 Data Logging

HoneyEVSE includes a logging module connected to the Web App interface to
record the interaction with the accessible services. The web app logger intercepts
different communications and divides the logs into three main categories:

– Port. We store in the logging file the number of port with wich the attacker
interact;

– Actions. The physical process dashboard contains three buttons that enable
a user to manipulate the charging process. The three buttons are “Stop,”
“Pause,” and “Resume” and they include a javascript linked to them to log
in when a person clicks on them. Furthermore, to simulate a user’s interaction
with the charging columns, the buttons trigger the corresponding actions in
the physical process.

– HTTP Requests. We log the HTTP requests directed to the honeypot. The
log file includes the specific page requested, the Uniform Resource Locator
(URL) that can contain a malicious payload, the request code, and the request
result;

– Timing. We also report each user’s time on a specific page. To do this, we
use the TimeMe.js2 javascript library.

In all of these log types, we store the IP of the remote host generating the
action, along with the time and date of the log.

5 Results

We exposed for 30 days an instance of HoneyEVSE through a virtual machine
hosted by VSIX IXP. We verified the honeyscore assigned from Shodan to Hon-
eyEVSE as a preliminary analysis. The honeyscore is a score from 0 to 1 that
Shodan assigns to an IP address and corresponds to the likelihood that a specific
IP is a honeypot. Ideally, the goal is to achieve a lower Honeyscore as possible. In
this way, an attacker cannot understand that it is interacting with a honeypot.
Unfortunately, Shodan has not released detailed information on the computation
of the honeyscore. However, in [24], the author states that the computation is
based on a combination of metrics: (1) the number of open ports; (2) matching
between services and the environment (3) honeypots default settings; (4) the
IP history; (5) a not disclosed Machine Learning algorithm. Shodan could not
assign a score to HoneyEVSE, meaning our honeypot can successfully camou-
flage to Shodan’s detection. In the following, we describe the results by means of
interaction received on the web application and the IPs originating the scan. We
present first in Sect. 5.1 an analysis of the interaction received by HoneyEVSE,
then in Sect. 5.2 we present an analysis of the actors we registered.
2 https://github.com/jasonzissman/TimeMe.js.

https://github.com/jasonzissman/TimeMe.js
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Fig. 5. Type of interactions received.

5.1 Interactions Analysis

After 30 days of data collection, we report a total of 3293 HTTP requests
on the three different pages. Specifically, we found 2899 GET requests, 366
POST requests, and 28 HEAD requests. In the following, we analyze the type of
HTTP requests received. We define a request as malicious if it contains pat-
terns recalling an attack behavior or attempt. For instance, the request for
the URL “/shell?cd+/tmp;rm+-rf+*;wget+167.71.210.63/jaws;sh+/tmp/jaws”
seeks a remote code execution followed by a remote file upload attack. Also, dif-
ferent requests try to invoke cgi-bin scripts, a common folder with programs aim-
ing to interact with a Web browser. Lastly, many requests target the database,
trying to exploit MySQL or PHP vulnerabilities, in line with the vulnerabili-
ties EVSE vulnerabilities identified in [27]. Among all the requests, we classified
as malicious 340 GET and 236 POST actions. Almost all of them seem to be
directed by automatic tools or bots due to the absence of a specific target. How-
ever, we have not identified requests tailored specifically for HoneyEVSE charg-
ing process. Instead, all the scans and attacks were directed against the web
interface. We show the results in Fig. 5. We have not found significant activities
regarding the time spent on each page. Indeed, on average, the visitors spent
about 2 s on each page. This may imply that they were visited through auto-
matic navigation tools, not humans. Finally, we have not identified particular
activities on FTP and Telnet ports, and on the login page form.

5.2 Interactions Origin

To analyze the presence of malicious actors among the IP sources, we leveraged
GreyNoise [1]. Greynoise is a company that collects, labels, and diagnoses data
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and provides access to such information to users via API. The analysis shows
that about 51% of unique IP addresses analyzed are labeled in the GreyNoise
database as “malicious”. These actors are generally IP sources flagged as attack-
ers in previous campaigns. The remaining IPs were 23.5% labeled as “benign”
sources and the remaining part as “unknown”. “benign” refers to research cen-
ters or scanning services (e.g., Shodan or Zoomeye) that scan the IP addresses
without malicious purposes. In Fig. 6, we report the top-5 organizations with
the most malicious IP addresses. These organizations are DigitalOcean, LLC,
Amazon.com, Inc., CHINA UNICOM China169 Backbone, Hong Kong Zhengx-
ing Technology Co., Ltd., and Aggros Operations Ltd.. Other actors include
numerous ISPs from all over the world.

Fig. 6. Most frequent organization together with IPs label of Greynoise.

GreyNoise can also identify the actor related to an IP address, i.e., the entity
using the IP address. The actor can differ from the organization to which the
address belongs since it commonly happens that ISPs and companies offer-
ing cloud computing services or IP addresses block which are used for mali-
cious activities. All the actors analyzed belong to hosts categorized as “benign”
and represent legitimate organizations scanning the network to identify exposed
and vulnerable services, sometimes also notifying the owners about the dangers
they incur. The most frequent benign scanners in both the honeypot include
Stretchoid, Censys, Bitsight, ShadowServer, Cortex Xpanse, and Shodan. All the
malicious scanner actors are instead unknown by Greynoise except for some IPs
belonging to Stretchoid, XMCO.fr, and LeakIX.

In Fig. 7, we report the country of origin of the unique IPs labeled as mali-
cious. We can note that most of the malicious IPs belong to China, Russia, and
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India. However, we must note that this may not be the original source of the
scan but may be the last hop of a VPN.

Fig. 7. Country of origin of malicious IPs.

6 Conclusion

This paper presents HoneyEVSE, the first honeypot conceived to emulate a
charging column. HoneyEVSE leverages tools like ACN-Sim to simulate the EV
charging process and Honeyd as a network personality engine. We developed
HoneyEVSE to mimic existing EVSE that related work found exposed on the
internet, and we performed a data collection 30 days after exposing it. Results
show that HoneyEVSE obtained a satisfying level of engagement during the data
collection, confirming its capability in effectively reproducing a EVSE device. In
this direction, future works include the development of more sophisticated EVSE
functionalities and services to increase emulation fidelity.

We believe that HoneyEVSE can support the security research on the V2G
field by enabling novel applications and analysis on EVSE functioning.

Acknowledgment. We thank VSIX [3] for enabling us to install the honeypot and
collect data at their IXP.
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Foreword from the DPM 2023 Program Chairs

This volume contains the post-proceedings of the 18th Data Privacy Management Inter-
national Workshop (DPM 2023), which was organized within the 28th European Sym-
posium on Research in Computer Security (ESORICS 2023). The DPM series started
in 2005 when the first workshop took place in Tokyo (Japan). Since then, the event has
been held in different venues: Atlanta, USA (2006); Istanbul, Turkey (2007); SaintMalo,
France (2009); Athens, Greece (2010); Leuven, Belgium (2011); Pisa, Italy (2012);
Egham, UK (2013); Wroclaw, Poland (2014); Vienna, Austria (2015); Crete, Greece
(2016); Oslo, Norway (2017); Barcelona, Spain (2018); Luxembourg (2019); Guildford,
UK (2020); Darmstadt, Germany (2021); and Copenhagen, Denmark (2022).

The 2023 edition of DPM was held in The Hague, The Netherlands. The workshop
took place on the 28th of September as part of the ESORICS 2023 workshops. All
presentations where in person, and the workshop was organized with relatively big time
slots to boost discussions and engagement of attendeeswith each of the presented papers.

We received 18 submissions. All papers were assigned to at least 3 PC members to
handle reviews, and all reviews were returned. Each submission was evaluated on the
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most notably, all the authors who submitted papers, and to all the workshop attendees.
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Abstract. The coronavirus pandemic has influenced nearly all the
aspects of people’s lives, including their shift to purchasing online. Along
with the changes, the known ethical and legal issues of the e-commerce
grew in significance; there also appeared a number of new, unprecedented
challenges. This paper presents the results of a novel study aimed at
identifying the most significant ethical and legal issues of e-commerce
that appeared alongside the COVID-19 pandemic, or grew in significance
because of it. The study also sheds light on the evolution of human knowl-
edge and understanding of these challenges, driven by an unprecedented
reliance on e-commerce during the pandemic.

Keywords: E-commerce · Ethics · Information Systems · Pandemic ·
Privacy · Security

1 Introduction

The outbreak of the coronavirus (COVID-19) pandemic in March 2020 [10] has
influenced nearly all the aspects of people’s lives. One of the most dramatic shifts
was caused by strict lockdowns and the necessity to depend on digital services in
order to be able to continue working, studying or shopping. Electronic commerce
(e-commerce), understood as a business model enabling selling and purchasing
goods and services by means of the Internet [13] has been one of the sectors
which have witnessed some dramatic, unprecedented transformations.

Ethics is the study of morality, the ultimate goal of which is to objectively
determine what is right and what is wrong. It aims at finding such behaviour
patterns which would be generally approved by most people. Unlike law, which
must be obeyed by everyone even if they disagree with it, ethics principles are
personal and defined by each individual. Thus, it can so happen that a person
finds their own actions justifiable despite others refusing to condone them [32,34].

In the times of the pandemic, an enormous increase in popularity of the e-
commerce services was observed: the e-commerce’s global retail share increased
from 14% to 17% just within the year of 2020 [45]. Resultantly, it seems natural
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. Katsikas et al. (Eds.): ESORICS 2023 Workshops, LNCS 14398, pp. 167–181, 2024.
https://doi.org/10.1007/978-3-031-54204-6_9
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that providing cybersecurity to e-commerce has never been more important
before. Yet, as it turns out, in the light of the ethical dilemmas there arise
in relation to this matter [5,23], so has been adhering to ethics standards. In
fact, the ethical issues have been dubbed one of the most pressing challenges of
e-commerce besides the strictly technical ones [29,35], especially in the light of
some of the recent e-commerce-related scandals [42]. Businesses are starting to
realize that their unethical behaviour not only is a disservice to their clients, but
also to themselves [9,11]. As the ethics of e-commerce has attracted the inter-
est of scientists [12], it has already been confirmed experimentally that the way
ethical guidelines is followed affects customers’ trust, satisfaction, loyalty [24],
attitude, positive experience as well as the fact if they will be willing to revisit
and purchase again [27,43,51]; it also influences how healthy the atmosphere
is for the customers [39]. In other words, with the growing maturity of the e-
commerce’s users, who are increasingly more mindful of the fact that beside a
product, they buy the company’s business practices as well [41], their awareness
of the significance of ethical behaviour has also increased, and many of them
will feel reluctant to engage with the services of a provider who behaves in an
unethical way [37]. Simply put, if the e-commerce companies wish to stay rele-
vant today, they simply cannot afford risking losing their customers’ trust [49].
Consequently, in the light of the above, the ethical dilemmas which had been
typically related to the e-commerce services have taken a new significance since
the beginning of the pandemic. Additionally, mainly due to the situation being
unprecedented, there emerged some further, unforeseen e-commerce related eth-
ical dilemmas. This work presents selected ethical challenges that are relevant
to e-commerce in the context of the COVID-19 pandemic.

The main contribution of this paper is that, to the Authors’ best knowledge,
to date there has been no scientific paper that would do it. The article is struc-
tured as follows: firstly, the background for the paper is presented. Then, the
Methodology of this paper is outlined. The Results’ Section first discusses the
identified classical ethical issues of e-commerce; the following Section outlines
the newer ethical dilemmas, which may either have been made more significant
by the pandemic, or resulted directly from it. Both sections contain a number
of suggestions and recommendations on how to solve the particular challenges.
Then, the paper closes with a number of final remarks.

2 Background

As Lunka believes, engaging in e-commerce has become a new norm and must-
have for retail [26]. Owing to its being so available, for some individuals it has
turned out to be the favoured way of purchasing goods. Moreover, for vendors,
it proves much more affordable to start selling online to customers worldwide
than to open a number of physical shops.

The pandemic triggered the turning point of e-commerce. 2020 will be remem-
bered as the time when everything changed. The digital and e-commerce sec-
tors boomed amid the crisis, and the growth they experienced has been both
unprecedented and unforeseen. Although the economy as a whole slowed down,
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e-commerce has been thriving. Lockdowns made businesses turn more digital,
as they started offering more goods and services by cyber means. E-commerce
has expanded towards new companies, product types (e.g., groceries) and cus-
tomer segments (e.g., the elderly). In parallel, a partial switch in the e-commerce
transactions has been observed, namely from luxury goods and services to more
common, everyday necessities [30].

According to the report by UNCTAD, the organizations and individuals who
were able to ‘go digital’ have helped mitigate the economic downturn caused by
the pandemic (. . . ) but they have also sped up the digital transition that will
have lasting impacts (. . . )—for which not everyone is prepared [45]. The shift to
online shopping was the most profound in emerging economies, where it saw the
increase in the number of items sold online even as high as double the amount
as compared to the previous year.

The pandemic has shown that e-commerce may play a special role in the times
of crisis, by offering an alternative to the brick-and-mortar shops. The crisis has
also made e-commerce more dynamic. However, it also exposed some challenges
to e-commerce—or rather, exposed the pre-existing challenges and created a
number of new challenges. They range from physical ones, such as reliable and
stable electricity and internet connections to the things such as visibility in online
searches, advertising or access to online payment services [46].

Prior to the pandemic, technophiles used to claim that if people are not sat-
isfied with online services, there is always the possibility to opt out. Even before
the coronavirus outbreak, quitting the net was not really a viable option, though.
It is so, as some services have become unavoidable, and a person who does not
use them may find themselves at a competitive disadvantage, and not taking full
part in society. Amid strict lockdowns, the lingering illusion of voluntariness in
the use of technology has disappeared [48]. Communication apps have become the
main or sole means of social interaction, and people started relying on digital
tools for work, education, getting medical help, etc. Besides individuals, orga-
nizations, universities, hospitals and even governments have needed technology
to maintain their functions. Thus, the digital technologies became a substitute
channel for maintaining business activities, providing and receiving education,
socializing and purchasing necessities amidst strict lockdowns [46].

This unprecedented situation caused a number of new ethical dilemmas to
emerge. Additionally, the shifts in the hitherto prevailing order of things made
the ethical issues present before becoming more profound, or different. The aim
of this paper is to present the results of the study which aimed at identifying the
new, unprecedented ethical issues of e-commerce that the COVID-19 pandemic
begot.

3 Methodology and Research Strategy

3.1 Research Questions

This study aimed at answering the following research questions:
RQ 1 - What were the major ethical issues of e-commerce before the COVID-19
pandemic?
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This work will refer to them as the old, or classical dilemmas.
RQ 2 - What major ethical issues of e-commerce have been related to or rein-
forced by the COVID-19 pandemic?

Research Strategy
In order to be able to answer the Research Questions, the ethical dilemmas

of e-commerce had first to be identified and collected from the subject literature,
in the course of a targeted search. The selected research method was the limited
literature review [40].

The strings used in the research was “ethical”, “issues/dillemmas” and “e-
commerce”, and “ethical”, “issues/dillemmas” “e-commerce”, and “covid”, each of
them combined using Boolean “AND”; the strings were used for browsing in the
titles, keywords, and abstracts.

In this part of the study, the specific inclusion and exclusion criteria were
applied to screen through the search results. The inclusion criteria were as fol-
lows: peer-reviewed scientific articles or quality and relevant magazine articles
and blog posts, not older than 5 years old, in English. In turn, the exclusion cri-
teria were: poor quality, irrelevant contents, older than 5 years old (unless very
relevant), in other languages.

After applying these criteria to the search results, 48 sources were identified
as potentially relevant. After removing duplicates, there remained 39 papers and
articles, which were then examined in-depth. The papers and other sources have
been gathered in Table 1. Then, the ethical issues mentioned in the sources have
been mapped. If a source concerned the ethical issues of e-commerce but did not
name any specific ones, it was put in the general category.

The analysis of the sources allowed identifying the ethical issues of e-
commerce which were discussed before, or without the context of the pandemic,
as well as the ones which were either introduced or made more prominent along-
side it. The findings are presented below.

4 Results

4.1 The ‘old’ Ethical Dilemmas of E-Commerce

Back in 2005, Fontrodona divided the ethical challenges of e-commerce into four
broad categories: security, privacy, identity and transaction non-refutability [18].
All of them are still valid and still more than relevant today. In fact, they have
risen in importance during the pandemic.

Security. Even before the pandemic, the secure processing of personal infor-
mation was amongst the most vital concerns [32]. As [25] remarks, what makes
the security of e-commerce so troublesome, is the number of various exchanges
related to data. And the e-commerce services indeed gather and process plenty
of data. Credit card credentials seem to be particularly valuable and sought for
by threat actors, as this information allows stealing the money from victims’
accounts; nevertheless, all of this data, if breached, can be used by wrongdoers
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Table 1. The ethical issues of e-commerce as identified in the subject literature and
other relevant sources.

security privacy identity non-refutability bad service counterfeits compliance cybersquatting fake products greenwashing inequalities intellectual property no accessibility profiling and tracking spam general

Fontrodona (2005) [18] X X X X X
Babu (2011) [4] X X X X X
AbuRaya (2020) [2] X
Himani, Shivani (2020) [21] X X X
Veliz (2021) [48] X X X X
D’Cruz, Du, Noronha et al. (2022) [12] X
Kethan, Basha (2022) [24] X
Kumar (2022) [25] X
Nayak, Dev Rroy (2022) [29] X X X X X X
Yuniart, Arief, Meydia, Yevis (2022) [51] X X X
Mainardes, Countinho, Alves (2023) [27] X X
Lunka (2019) [26] X X X X X
Petersen (2019) [36] X X X X X
Gerg (2020) [19] X X X
OECD (2020) [30] X
RSI Security (2020) [38] X X X
UNODC (2020) [47] X
de Passorio (2021) [31] X
Micheal (2021) [28] X X X
Tareque (2021) [42] X X
UNCTAD (2021) [45] X
UNECE (2021) [46] X X
Drishti (2022) [13]
Tako (2022) [5] X X X
Crudo (2022) [9] X X X X
Dave (2022) [11] X X X X X X
Toolin (2022) [43] X
Shanika (2022) [39] X
Stephanson (2022) [41] X
Qureshi (2022) [37] X X X X
Wallace (2022) [49] X
Asim (2022) [3] X X X X X X X
Burke (2022) [7] X
Clift (2022) [8] X
30Acres (2022) [1] X
Blackman, Ammanath (2022) [6] X
Iyer (2022) [23] X X
Wilcken (2022) [50] X
Uddin (2022) [44] X

for malicious purposes, such as identity fraud [36]. Even one’s purchase history
could be used in a malicious way, especially if one buys sensitive products [26].

E-commerce sellers need to bear that in mind, that they take full responsibil-
ity for protecting the data the customers trusted them with. Some of the actions
which could be taken in order to protect the customers’ data are using TSL/SSL
for the e-commerce websites; particularly important if the pages gather sensi-
tive data, as well as adding further layers of protection (such as a firewall), etc.
[26]. One of the ways of making sure the customers’ data is as safe as possible
is choosing trustworthy and reliable e-commerce platforms, capable of ensuring
security. This alone is not enough, as such services need regular patching and
updating, as well as staying up to date with firewalls and plug-ins. A security-
aware e-commerce vendor also needs to be prepared for the moment when the
platforms and the servers they are hosted on may become vulnerable after they
have reached their end-of-life and are not updated anymore [38].

The COVID-19 pandemic saw a global increase in cybercrime in fraud. In
2020, the cybercrime reports almost doubled in the US; were more than 30%
higher in the UK, whilst in particular places of Latin America there were 60%
more cybercrimes than in the relevant period of 2019. All this has been the
direct result of malicious actors taking advantage of the unusual circumstances
and the fact that millions of individuals have been particularly vulnerable. The
wrongdoers did not stop there; conversely, it seems that they have been com-
ing up with new ways of exploiting a broader and deeper range of individuals
and organizations. It is highly unlikely that this trend will be halted anytime
soon [22].
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Privacy. In the recent years, the problem of privacy has become so burning,
that it resulted in introducing the General Data Protection Regulation (GDPR),
aimed at making the personal data as secure as possible [33]. If a person was still
not willing for their data to be gathered or processed, they had some choice not to
share the information, for example by frequenting local corner shops and paying
by cash, rather than shopping online. However, the introduction of lockdowns,
often in a rapid manner, made it impossible for many people not to share their
data—they faced the dilemma of either ordering things from online shops and
sharing their data, or being locked up at homes, without necessities.

Indeed, a lot of Personally Identifiable Information is gathered in e-commerce.
Although using it for profit is not illegal, it raises much discussion when it comes
to data ethics [38]. Typically, online shops collect customers’ names, addresses
and credit card numbers, but also their phone numbers, birthday dates [38]
or purchase history [26]. If an e-commerce website allows customers set up an
account, they have to come up with a username and a password [36]. In the
context of e-commerce, the ethical challenge of privacy mainly relates to the
question of processing customers’ personal information; it must be processed in
a lawful way—but ideally, it should also be done ethically. As RSISecurity puts
it, data processing is not only what one does to the data technically; what one
does with it, becomes the question of ethics [38].

The issue of processing data in e-commerce relates to a number of aspects.
Firstly, the data must be gathered with its purpose in mind. In other words, it is
not advisable to gather information just in case, forming the so-called data lakes
[3], which are the organization’s equivalent of a hoarder’s closet [38]. Maintaining
such data is not only a nuisance to the organization itself, but it is also deeply
unethical and illegal. According to the GDPR, keeping unnecessary data poses
a security concern and is lawfully penalized. As RSISecurity notices, despite
that, there are large companies which keep storing vast data sets on individ-
uals anyway. They argue that this may be caused by the companies’ business
models trumping over humanitarian issues, although this too proves to be really
unethical owing to the fact that organizations mission is to help its customers or
fix their problems not to create new ones [38]. The same is true for storing the
data—it may be stored securely and legally, yet still in an unethical manner.

A further aspect of e-commerce which raises questions about ethics is web
tracking. Companies are able to examine one’s web activity by analysing cookies
and using tracking software. As this data may also be used unethically, the
misuse of cookies raises privacy concerns, too [4].

Identity. According to Fontrodona et al., this challenge is related to the fact
that computer systems are only able identify one’s virtual identity. Due to this
fact, it becomes possible to impersonate someone, or to steal the said identity, as
when purchasing goods from on-line shops, people are somehow forced to expose
themselves [18]. Protecting the customers’ identity is as important as making all
of their other personal information secure.
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Non-refutability. In their work, Fontrodona et al. have described this chal-
lenge as verifying the transaction or what really happened online [18]. In the
contemporary e-commerce, a number of challenges fall under this umbrella, one
of the problems being inaccurate product listings.

One of the major differences between traditional and e-commerce is that
the customers of the latter do not have the possibility to touch, smell, feel the
products before buying. They usually do not see the exact item they are going
to receive; especially during lockdowns, the customer has to put full trust in the
seller that they will send them products matching the pictures and descriptions
on the website [36]. However, the pictures or videos that are presented to them
may be heavily edited, or present the product in best possible lighting. The
product information may be scarce, or may be meticulously crafted, so that
it discusses the positives only and omits the possible flaws. As Lunka warns,
ruining the moment of excitement the customer experiences before opening the
package, for example by the product’s lower quality or attributes different from
what the listing promised, leads to disappointment [26]. Taking advantage of the
distance between the customer and the product in order to sell inferior items is
severely unethical [36]. Supposedly, in most cases the listings are not incorrect on
purpose; their being inaccurate results from lack of experience or troubles with
data management. Nevertheless, the vendors have to make sure a product is
presented in the most accurate, complete and honest way possible. If any errors
or inaccuracies in the listings are spotted, they must be corrected in a timely
manner [26].

Another point to consider that has been brought by Petersen is the fact
that the combination of available technologies and relative anonymity on the
internet make it possible for some companies to pretend to be larger and better-
experienced than in fact they are. In other words, in the struggle of creating
a strong brand, an e-business owner may misrepresent the organization and be
dishonest to their customers. For example, putting stock images of large office
buildings may contribute to the impression that the company owns the facilities.
Similarly, buying social media likes or followers is not considered ethical, as it
gives the impression of having a greater following and better interaction with
the customer base. Finally, lack of transparency regarding the information about
company is unethical to its customers, too [36].

4.2 The ‘New’ Ethical Dilemmas of E-Commerce

This section highlights the newer, more recent ethical dilemmas of e-commerce.
The emergence of some of them has been directly caused by the coronavirus
pandemic.

Fake COVID-19-Related Products. One of the most obvious ethical prob-
lems related to e-commerce is that a number of companies have claimed to sell
various products that could allegedly cure or prevent the virus. The miraculous
remedies have varied, from bogus drugs [47] to vitamin drips, sauna sessions and
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energy healing, to name just a few [16,20]. This kind of listings prey on people’s
vulnerabilities - fears, lack of knowledge, or uncertainty, which is deeply uneth-
ical. Indeed, Gerg deemed such practices social engineering at its worst [19].

Spam. In the context of e-commerce, e-mail spam means any unnecessary com-
munication with customers. Most online shops collect client e-mails, in order to
be able to contact them or track their orders. Plus, organizations often suggest
becoming a subscriber; they will be receiving special offers or information con-
cerning the business. As RSISecurity remarks, gathering e-mails is also a form
of information processing and as such should be ethical. If the company spams
the customer’s inbox with communication which is not necessary, the balance
between good marketing and unethical behaviour may be disrupted [38]. On top
of that, since 2020, there have been companies which resorted to spamming their
customers with COVID-19 related e-mails. Even if the e-mails were not mali-
cious lures [32], they usually were just social engineered in hope to make people
open them and/or click the links they contained.

The Lack of Web Accessibility. The pandemic forced everyone to stay
home—the young and the old, the able and the disabled ones; no matter the
gender or ethnicity, no one was safe to leave home. This means that the peo-
ple who experience some specific problems whilst browsing the traditional web
pages were also forced to use them—no matter if the vendor had made the web-
site accessible or not. As Lunka remarks, although web accessibility is a concept
which has existed for some time now, it still tends to get neglected. By accessi-
bility one understand the standards which may be applied to websites to ensure
people with certain disabilities are able to use them [26]. It is particularly cru-
cial, as equal access and opportunities as far as the web is concerned, to the
disabled, contributes to their more active participation in society. Conversely,
if e-commerce websites are not accessible enough, they discriminate against the
disabled and refuse them equal access to the services. Especially in the times
of pandemic, when people were deprived of any alternative means of purchasing
goods, this becomes an issue of ethics.

Bad Customer Service. Unlike in traditional retail, in e-commerce there is the
barrier which separates customers from vendors. Thus, in case a client requires
assistance, claims a refund, or is sent a faulty item, they are not able to simply
walk into the shop to seek for help. Rather, they have no other choice but to rely
on the contact methods that the e-commerce vendor provides. Quality customer
service may encompass phone-based service, online chats, e-mail assistance, etc.
However, if a company makes it hard to receive help, for example by ignoring e-
mails and other attempts at contacting them, then it is deemed not to be ethical
behaviour. Similarly, it is deeply unethical to deliberately delay dealing with the
customer’s case, so that they either give up, or it gets too late for the customers
to be refunded by the credit card operator [36]. Due to social distancing and
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lockdowns, the customers of unethical businesses were left to their own fate to
a greater degree.

Violations of Intellectual Property. Another aspect of e-commerce which
may lead to ethical issues, or rather, where some kinds of illegal actions may
result in the ethical fallouts, are any violations of intellectual property [26,28].
As Babu notices, protecting intellectual property in e-commerce is a daunting
task [4].

The vast category of intellectual property violations encompasses such
infringements as using stolen images instead of purchasing them or hiring a
professional photographer to take them1 stealing content from blogs or cata-
logues rather than hiring professional copywriters, adapting unoriginal, copied
logos, or using audio and video content without proper permissions or buying
the rights to it. No matter if the violations result from ignorance, lack of sensible
advice or deliberate actions, they may lead to legal actions, but also to the eth-
ical consequences, such as public shaming, or customers’ losing trust or actively
trying to “cancel” the vendor2

Counterfeit Products. Similarly to other violations of intellectual property,
selling unauthentic, counterfeit products, besides being against the law, is also
deeply unethical. All the more, if the client has no opportunity to check the
product themselves, before making the purchase. Although the fact that products
are counterfeit may not be the fault of the vendor, as they might not be aware
of the fact themselves, the retailers should make sure that the products they
sell are authentic. This can be done by checking the lists of common signs of
counterfeit products, verifying the products with the manufacturer, working only
with trusted suppliers, whose credibility can be verified, and being especially
vigilant when making international deals. Again, if a vendor learns that they sold
counterfeit goods, they must handle the situation immediately and definitively
[26].

Vendor Compliance. Vendor compliance may also lead to ethical concerns
arising. The owner of a brand may establish stipulations for third-party sellers,
concerning the ways of selling their products. This means that the retailers need
to obtain permission to sell the product in an authorized way, use company-
approved content, such as logos or photographs, or respect the prices that the
vendor establishes. Not all sellers honour the requirements of this kind. This

1 See: C. Raadio, “ ‘It has been a battle’: Montreal artist says her designs were stolen by
online companies,” CBC Raadio, 2020; Laser Gallery, “Stolen Listing Photos Appear
on AliExpress,” Etsy, 2017. [Online]. Available: https://community.etsy.com/t5/
Photography-Tips/Stolen-Listing-Photos-Appear-on-AliExpress/td-p/14911802.,.

2 See: LMA, “Zara Accused Of Stealing Designs From Independent Artists, And Here’s
The Evidence” Boredpanda, 2016. [Online]. Available: https://www.boredpanda.
com/zara-stealing-designs-copying-independent-artists-tuesday-bassen/.

https://community.etsy.com/t5/Photography-Tips/Stolen-Listing-Photos-Appear-on-AliExpress/td-p/14911802.
https://community.etsy.com/t5/Photography-Tips/Stolen-Listing-Photos-Appear-on-AliExpress/td-p/14911802.
https://www.boredpanda.com/zara-stealing-designs-copying-independent-artists-tuesday-bassen/
https://www.boredpanda.com/zara-stealing-designs-copying-independent-artists-tuesday-bassen/
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challenge may seem to be purely of legal nature when concerning the brand
owners and third party vendors. Yet, if it leads to confusion and customers
losing trust in the brand, it becomes an ethical problem [36].

Cybersquatting/Domain Squatting. Another situation in e-commerce
which may be perceived as unethical has been mentioned by [4,21]. It is the
so-called cybersquatting. By this term, one means registering the domain names
which belong to someone else or could possibly interest them, and wishing to
sell them at substantially higher prices [4]. Although not illegal, it also takes
advantage of people’s lack of technical knowledge or forgetfulness in a calculated
way, so many see believe it to be unethical.

Inequalities. As the International Federation of Accountants points it out,
every entity, sector and jurisdiction will emerge from this global crisis differently
[22]. One of the factors driving this might be the drastically varying levels of
vaccination in particular countries, which will in turn result in them being at
various stages of recovery. Even after an economy reopens fully, it will take
months, or even years, to rebuild and catch up. The pandemic created myriad
opportunities for unethical behaviour, and the uneven recovery will give birth to
even more of them.

As stated in [45]’s report, there were some major obstacles which prevented
the world’s least developed countries from capitalizing on the e-commerce oppor-
tunities that the pandemic induced. These barriers encompassed expensive inter-
net connection services, overreliance on cash, lack of consumer’s trust, as well as
the governments not being particularly attentive to e-commerce. Another crucial
aspect has been poor digital skills of the population. This has led to a situation,
where the countries which were able to utilize the benefits that e-commerce
brings will be able to gain more from global markets, whilst the ones that were
unable to turn more digital have fallen behind even further. Thus, the digital
inequalities have become even more profound. In fact, according to the report,
many e-commerce solutions are provided by a relatively small number of US- and
China-based companies; in other words, the pandemic has mostly benefitted the
world’s leading platforms, not the small players [45].

As Veliz believes, the changes worsened the vulnerabilities of ordinary citi-
zens, from the interaction with government to ordering food online, and almost
everything in between [48]. They argue that workers experienced increased
surveillance, whilst students are subjected to more scrutiny; privacy losses dis-
empower citizens and often lead to further abuses of power [48]. They also claim
that the shifts during the coronavirus pandemic have promoted authoritarian
tendencies, as it has been observed that in several dozen countries democracy has
been in retreat during the pandemic. Recently, OECD have announced a list rec-
ommendations addressing these ethical issues. They emphasize the need of clos-
ing the digital divides between individuals, by providing affordable and quality
internet access to the areas in need, and building trust in e-commerce, as well as
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develop the necessary skills. They also recommend fostering e-commerce partic-
ipation by the most vulnerable population, and protecting them from unethical
or illegal practices and unsafe products [30].

New Technologies for Advanced Profiling. Profiling is one of the typical
aspects of privacy mentioned e.g. in the Articles 21 and 22 of GDPR. Still, in
recent years, new techniques for data discovery, machine learning, correlation
engines etc. are even better equipped to profile citizens, especially customers in
e-commerce; these tools will gradually become even more powerful. The analysed
observable features can be either unchangeable or changeable, and in correlation
can offer better commercials, products and services, even if unwanted by cus-
tomers. Therefore, both consumers and e-commerce companies should remember
that, as stated in the GDPR, the Subject can at any time object to processing
of personal data for marketing and profiling.

As [7] highlights, there are other ways in which the gathered data on customer
behaviour may be used unethically. Firstly, the data may be manipulated in order
to meet any business goals. Then, it can be mined from varied sources, without
the customers’ consent and knowledge, e.g., by tracking users’ activity across
different sites using the cookies on their computers. Lastly, they warn that failed
transparency is (...) worse than no transparency, i.e., leaving consumers unaware
of how the data is utilized makes them vulnerable to exploitation.

Ethical E-Commerce Means Green and Eco!...But Not Greenwashed.
With the raising challenge of climate change (or crisis), both e-commerce con-
sumers and companies should take into account the need to evolve into ecologi-
cal and green, which also means ethical. There are several practical aspects that
should be considered, such as: improving packaging (less plastic), consolidating
packaging, improving and optimizing shipping processes to make them greener
and more efficient, introducing carbon efficient processes, working on consumers
awareness (e.g. explaining ecological costs of free returns), etc. [8]

On the other hand, this demand often leads to greenwashing - that is, busi-
nesses falsely claiming to be ethical or green when in fact they are not. A study
showed that up to 40% of “green businesses” are not as “green” as they claim to
be [50].

5 Conclusions

This paper has identified some of the major ethical challenges of e-commerce that
have been relevant before the pandemic, and the new ones, which had appeared
or become more significant in the context of the COVID-19 pandemic; thus, the
Research Questions 1 and 2 have been answered. The scale of those issues are
often closely related to the fact that millions of people have had no other choice
but to rely on digital services, in order not to lose their jobs, fail classes or starve.
Similarly, for businesses, turning to e-commerce has also ceased to be a choice;
they will simply perish if they do not adopt online strategies [2].
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Nonetheless, there are some reasons to stay optimistic, as we have reached a
stage where ethical issues in e-commerce, and the tech industry at large, can no
longer be ignored [38]. All the more, as shifting from the traditional, business-
centric view to a user-focused, ethical one, proves to be the best for the business
anyway [1]. The society also seems to be more and more aware of the ethical chal-
lenges surrounding e-commerce. In one study, 62% of the respondents claimed
the pandemic made them value the ethics of retailers to a greater extent [31].

There are many legal regulations which pertain to e-commerce and the related
activities. Many of these legislations overlap with ethical issues. In other words,
ensuring compliance with most of the regulations, at the same time guarantees
that the business operates ethically, too. Some of such regulations are GDPR
[15], the e-commerce Directive [14], the CAN-SPAM act [17], as well as data
compliance and privacy laws, regulations that are product-specific, and so on
[26]. On top of that, in the industry, where profit is directly related to collecting
and processing individuals’ personal information, any possible solutions to this
problem must be sought for in close cooperation of individuals, organisations
and governments [38]. As [6] notice, due to the nature of the situation there are
no “quick fixes”, though.

As it is the misuse of data which may lead to deepening inequalities, creating
mistrust, posing risks to national security, to eroding the democracy [48], or
spelling economic disaster [44], even though it is rather improbable for the e-
commerce to entirely outplace the unique experiences and social aspects that
traditional, physical shops offer [31], the ethical use of data should become the
driving factor of the post-pandemic recovery, not only in e-commerce [38]. The
pandemic did increase the risk of unethical behaviour; in the process of recovery,
there will be many chances to evolve for the better, though [22].
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Abstract. Synthetic data is emerging as one of the most promising
solutions to share individual-level data while safeguarding privacy. While
membership inference attacks (MIAs), based on shadow modeling, have
become the standard to evaluate the privacy of synthetic data, they cur-
rently assume the attacker to have access to an auxiliary dataset sampled
from a similar distribution as the training dataset. This is often seen as a
very strong assumption in practice, especially as the proposed main use
cases for synthetic tabular data (e.g. medical data, financial transactions)
are very specific and don’t have any reference datasets directly available.
We here show how this assumption can be removed, allowing for MIAs to
be performed using only the synthetic data. Specifically, we developed
three different scenarios: (S1) Black-box access to the generator, (S2)
only access to the released synthetic dataset and (S3) a theoretical setup
as upper bound for the attack performance using only synthetic data.
Our results show that MIAs are still successful, across two real-world
datasets and two synthetic data generators. These results show how the
strong hypothesis made when auditing synthetic data releases – access to
an auxiliary dataset – can be relaxed, making the attacks more realistic
in practice.

Keywords: Synthetic Data · Privacy · Membership Inference Attacks

1 Introduction

Data is crucial in statistical modeling, machine learning systems, and decision-
making processes, driving research and innovation. However, data often pertains
directly or indirectly to individuals and may contain sensitive information, such
as medical records and financial transactions, raising privacy concerns.
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Synthetic tabular data is a promising solution to share data while limit-
ing the risk of re-identification [4]. A synthetic data generator is a statistical
model trained on the original, private dataset and used to generate synthetic
records. The generated synthetic records would then not be linkable to any
specific individual while retaining most of the statistical utility of the original
dataset. Extensive research has been dedicated to exploring a wide range of
techniques for generating synthetic data [13,16,17,29,32]. Since, if truly anony-
mous, synthetic data would fall outside the scope of data protection legislation
such as the European Union’s General Data Protection Regulation (EU GDPR)
[1] or California Consumer Privacy Act [5], various sectors including finance
[3], healthcare [28], and research [11] have expressed significant interest in its
adoption in practice.

However, synthetic data alone does not necessarily preserve privacy. First,
it is long known that aggregation alone does not effectively safeguard privacy
[9,22]. Second, achieving formal privacy guarantees for synthetic data generation
models poses implementation challenges and currently comes at a cost in utility
[2,27].

Membership inference attacks (MIAs) have thus been used to evaluate the
privacy preservation capabilities of synthetic data in practice. An MIA aims
to infer if a specific target record is part of the generative model’s training
set. Recent work has shown that synthetic data is vulnerable to MIAs, with
state-of-the-art attacks relying on the shadow modeling approach [15,26,27].
This approach involves training a membership classifier to distinguish between
synthetic datasets generated from so-called shadow datasets with or without a
particular target record. Importantly, these attacks require the attacker to have
access to an auxiliary dataset that follows the same distribution as the original,
private dataset, from which the attacker will sample their shadow datasets.

We here argue that this is often a strong assumption in practice [24]. While
general datasets of images are widely available, medical datasets or datasets of
financial transactions – some of the main use cases for synthetic tabular data –
are not only not widely available but also very specific e.g. to certain geographies,
type of diseases, etc. The practical feasibility of an attack is also an important
criterion from a legal perspective when assessing what constitutes anonymous
data. Recital 26 of the EU GDPR [1] indeed states that “account should be
taken of all the means reasonably likely to be used, such as singling out, either
by the controller or by another person to identify the natural person directly or
indirectly.”

Contribution. In this work, we show how synthetic data can effectively
replace the auxiliary dataset when running MIAs, removing the strong assump-
tion made by attacks so far and making our attack –in our opinion– more rea-
sonably likely from a legal perspective.

First, we consider an attacker with black-box access to the synthetic data
generator, which is used to generate shadow datasets for running the MIA. We
evaluate the shadow modeling attacks of Houssiau et al. [15] and Meeus et al. [18]
on two real-world datasets, two synthetic data generators and across ten target
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records identified by the vulnerable record identification method of Meeus et al.
[18]. Our results show that MIAs based on synthetic data alone leak the mem-
bership of their most vulnerable records 65.5% of the time on average across
datasets and generators. This is 15.5 percentage points (p.p.) better than the
random guess baseline. We then compare the MIA performance to the traditional
setting that assumes access to an auxiliary dataset from the same distribution.
We find that our attacker only loses 11.6 p.p. when compared to this much
stronger assumption.

Second, we consider an even weaker attacker that exclusively uses the released
synthetic data to perform shadow modeling-based MIAs. This attacker obtains
an average accuracy of 62.8%. This result is especially meaningful as having
access to the released synthetic dataset is an assumption almost always met in
practice. Even here, we show the attack to still work 12.8 p.p. better than the
random guess baseline.

Third, we identify a potential double counting issue which might lower the
accuracy of an attack when using synthetic data to replace the auxiliary dataset.
We formalize the problem and propose an empirical setup, where we artificially
solve the double counting issue, to compute an upper-bound on the accuracy of
an attack using only synthetic data. We show the upper-bound to reach 85.8%,
8.7 p.p. higher than the auxiliary data scenario, emphasizing how synthetic only
attacks might in the future outperform what is today considered the risk posed
by a strong attacker.

MIAs are the main tool to evaluate the privacy-preserving capabilities of
synthetic data. However, the strong auxiliary data assumption they currently
rely on might lead some to question the practical risk posed by these attacks [8,
24] and whether they are ‘reasonably likely’. We here show how this assumption
can be relaxed, as attackers having solely access to the synthetic data generator
or even released synthetic data are still able to develop meaningful attacks.
We finally find that future attacks based on synthetic data might outperform
traditional attacks if the double counting issue can be resolved.

2 Background and Related Work

2.1 Synthetic Data Generation

Suppose that an entity (e.g. governmental institution, company) seeks to grant
a third party access to a private, tabular dataset D for analysis. This dataset
consists of a collection of records, each corresponding to an individual, which we
denote by D = {x1, . . . , xn}. Each record consists of F features, where a feature
is the value for a given attribute.

To address privacy risks, realizing that anonymizing record-level data often
fails [19], an increasingly popular approach involves training a synthetic data
generator and publishing a synthetic dataset [4]. Synthetic data is created by
(1) fitting a statistical model to the original data, and (2) using this model
to generate artificial (“synthetic”) records by sampling new values. Ideally, the
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synthetic data should preserve key statistical properties of the original dataset
D without disclosing private information of the individuals in D.

The statistical model employed for generating synthetic data is referred to as
the synthetic data generator φ, and we write Ds ∼ Φ, |Ds| = m to denote that
a synthetic dataset of m records is sampled i.i.d. from the generator Φ, fitted on
a dataset D. We write Φ = G(D) to say that a certain fitting procedure G (e.g.,
parameter fitting of a Bayesian network) was applied to the original dataset
D to obtain the generator Φ. The generator can take various forms, such as a
probabilistic model like Bayesian networks (BayNet) [32] and Synthpop [20] or
a generative adversarial network like CTGAN [29].

2.2 Membership Inference Attacks Against Synthetic Tabular Data

Membership inference attacks (MIAs) have become the standard to evaluate
the privacy of synthetic data, machine learning (ML) models, and aggregation
mechanisms more broadly. Given the output of an aggregation mechanism, e.g.,
a synthetic dataset or a set of aggregate statistics computed on a private dataset
D, the aim of an MIA is to infer whether a given target record xT was part of
D or not. Successful MIAs have been developed against aggregate statistics of
e.g. location data [22], genomic data [14,25], and against ML models [6,24,26].

For MIAs against synthetic tabular data, a first class of methods directly
compares the synthetic records to the original records, searching for exact or
near-matches [10,12,30,31]. Stadler et al. [27] argue, however, that the studies
relying on similarity testing severely underestimate the risk and instead propose
an attack using the shadow modeling approach. First introduced to evaluate the
privacy of ML models [26], the shadow modeling approach is now the state-of-
the-art in evaluating the privacy of synthetic data [15,18,27].

Shadow modeling typically assumes that the attacker has knowledge of the
model ΦT used to generate the synthetic data and has access to an auxiliary
dataset Daux that comes from the same distribution as the original dataset
(Daux ∼ D). The attacker then constructs multiple shadow datasets Dshadow

utilizing Daux. First, the attacker randomly samples |D| − 1 records from Daux,
to then add the target record xT to 50% of the shadow datasets, and a random
record xR to the other 50% instead. Next, by using the knowledge of the model
ΦT , the attacker will train multiple shadow generators Φshadow, which in turn
produce synthetic shadow datasets Ds

shadow. The attacker knows which Ds
shadow

have been derived from a shadow dataset containing the target record xT and
which were not. This enables the attacker to train a binary meta-classifier on
features extracted from the synthetic shadow datasets to predict membership.
Figure 1 illustrates how the shadow modeling technique is used to train the
meta-classifier. Lastly, the meta-classifier is evaluated on synthetic test datasets
that are similarly constructed (with 50% having seen the target record during
training), but on a disjoint set of records.

Different techniques have been proposed to extract meaningful features from
the synthetic shadow datasets to predict membership. Stadler et al. [27] proposed
to extract aggregate statistics, specifically the mean and standard deviation of
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Fig. 1. Illustration of the shadow modeling technique

the attributes, and correlation matrices and histograms. Houssiau et al. [15]
extended this work with a query-based feature extractor, using k-way marginal
statistics computed over the values of the target record for randomly selected
subsets of attributes. Lastly, Meeus et al. [18] developed the first trainable feature
extractor, which uses the synthetic dataset directly as input to an attention-
based classifier. The authors compared the two approaches, showing that the
query-based method is the state-of-the-art attack on tabular records.

In previous work, attacks against machine learning models using synthetically
generated data have been developed [7,26]. In one experiment, Shokri et al. [26]
assumed knowledge of the dataset marginals in order to generate synthetic data.
In another experiment, the same authors generated this data using local search
techniques but the method was shown to only be effective when applied to binary
records [24]. Finally, Cretu et al. [7] generated synthetic datasets using the copula
generative model that satisfy a subset of the correlations present in the private
training dataset D. Differently from these approaches targeting ML models,
our work concerns attacks targeting synthetic data and makes no additional
assumptions on the attacker’s knowledge about the original dataset.

3 Attack Scenarios

We exclusively consider state-of-the-art MIAs, which are based on the shadow
modeling technique. We assume that the attacker has access to the synthetic
dataset Ds ∼ φT (G(D)), where φT is referred to as the target generator. We
will refer to the size of the synthetic dataset as nsynthetic. The attacker aims
to infer whether a particular record, referred to as the target record xT , was
part of the original dataset, i.e., whether xT ∈ D or xT /∈ D. In line with the
literature, we consider the standard setting under which the attacker knows the
fitting procedure G used to train the statistical model on the original data.

To model the uncertainty of the attacker about the dataset, we consider
four attack scenarios. First, (S0) Auxiliary is the traditional setup where the
attacker has access to an auxiliary dataset sampled from the same distribution
as the private dataset. We then propose two new scenarios assuming a weaker
attacker: (S1) Black-box, where the attacker has access to the target generator
φT and can query the generator an arbitrary number of times to sample synthetic
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records and (S2) Published, where the attacker has only access to a released
synthetic dataset Ds of the same size as the private dataset. Lastly, as a fourth
scenario, we construct an artificial setup (S3) Upper bound to evaluate the
upper bound of MIAs against synthetic data while only using synthetic records.

3.1 (S0) Auxiliary

As a baseline, we consider the traditional attack scenario [15,27] where the
attacker has access to an auxiliary dataset Daux sampled from the same distri-
bution D as the private dataset D, i.e. Daux ∼ D. Daux is then used to construct
the nshadow shadow datasets by uniformly sampling records from Daux without
replacement. The meta-classifier is then trained to predict membership with as
input features extracted from the synthetic shadow datasets.

Next, the meta-classifier is evaluated on ntest synthetic datasets, synthesized
from test data that is disjoint from the data used for training. The binary mem-
bership prediction is then aggregated across all ntest synthetic datasets to a final
accuracy used as the MIA performance metric.

3.2 (S1) Black Box

Next, we remove the auxiliary dataset assumption. We consider an attacker who
is able to query the target generator ΦT for synthetic records, i.e. has black-box
access to the generator. This scenario could, for instance, arise when the end
user of the synthetic data would require access to more synthetic records than
there were present in the original dataset, e.g. to train ML models. The attacker
will here use the black box access to generate m synthetic records to directly
construct the shadow datasets.

Note that, unlike the baseline setting (S0) Auxiliary, the shadow datasets
and (consequently) the meta-classifier are now specific to the target generator
on which it is evaluated. In other words, this setup requires the attacker to
train nshadow × ntest generators and ntest meta-classifiers while in the standard
setting (S0), an attacker needs to train nshadow + ntest generators and only one
meta-classifier.

Again, an attacker will query the trained meta-classifier for one binary pre-
diction for membership per test dataset, which we aggregate to a final accuracy
across all ntest generators.

For computational reasons, we sample m > |D| synthetic records for every
target generator ΦT , which we use to sample the shadow datasets in our exper-
iments.

3.3 (S2) Published

In this scenario, we further remove the access to the target generator ΦT assump-
tion. The only knowledge about the original data available to the attacker
is the released synthetic dataset Ds. We here assume that the size of the
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released synthetic dataset is the same as the original, private set, formally
nsynthetic = |Ds| = |D|.

In this scenario, the attacker trains another generator ΦS , using the synthetic
dataset as training points, i.e., ΦS = G(Ds). With this new generator ΦS , the
attacker generates m new synthetic records to be used to construct the shadow
datasets.

We evaluate the MIA performance for this scenario in the same way as in
scenario (S1) Black box above.

3.4 (S3) Upper Bound

When an MIA against synthetic data for a particular target record is successful,
the meta-classifier is able to distinguish whether the target record was part of the
original dataset or not. In other words, the meta-classifier is able to detect the
effect of the presence of the target record in the original dataset on the generated
synthetic data. As shown by Meeus et al. [18], this effect is more significant for
records more distant to their closest neighbours.

In scenarios (S1) and (S2), the attacker uses this synthetic data to construct
the shadow datasets. When the target record xT was part of the target gen-
erator’s training dataset, we hypothesize that using these synthetic records to
construct the shadow datasets could deteriorate the performance of the meta-
classifier in two ways. First, as we use synthetic data that is likely impacted by
the presence of xT already to construct the shadow datasets, the two “worlds”
(presence or absence of xT ) in the shadow datasets are likely to be less distin-
guishable overall by the meta-classifier. Second, this could create a discrepancy
in the training (on the shadow datasets) and inference task (on the target gen-
erator) of the meta-classifier. We call both effects the double counting issue and
hypothesize that this could impact the attack performance.

We formalize this issue by first defining the concept of adjoining synthetic
datasets to then define the trace of xT .

Definition 1. Let D = (x1, · · · , xn) be a dataset, then an adjoining dataset
with respect to xT will be such that ∃ k | DT = (x1, · · · , xk,xT , xk+2, · · · , xn)
and xk+1 �= xT . We call adjoining synthetic datasets the resulting syn-
thetic datasets generated by the same generator model G trained on the respec-
tive datasets. Namely, Ds,T ∼ Φ = G(DT ) and Ds ∼ Φ = G(D) are called two
adjoining synthetic datasets.

Definition 2. Let Ds and Ds,T be two adjoining synthetic datasets with respect
to xT . Then, the trace of xT is defined as the impact of excluding (respectively
including) the target record in the training dataset D (D ∪ {xT } = DT ) of a
synthetic data generator Φ = G(D)(Φ = G(DT )) on the generated synthetic data
Ds ∼ Φ (Ds,T ∼ Φ), written |.|Φ. Formally, trace(xT ) = |Ds − Ds,T |Φ.

At inference time, the meta-classifier is expected to recognize the trace of xT

i.e. |Ds − Ds,T |Φ. When synthetic data is used to construct the shadow datasets
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and the target record has not been part of the training data for the target
generator, the meta-classifier has been trained to recognize this same trace and
hence, the attacker does not encounter the double counting issue.

However, when the target generator has seen the target record during train-
ing, the attacker uses the synthetic dataset Ds,T to construct shadow datasets,
each of which will contain xT with 50% probability as well. In other words, the
synthetic shadow datasets will now be either Ds

2 ∼ Φ = G(Ds,T ∪ {xrandom}) or
Ds,T

2 ∼ Φ = G(Ds,T ∪ {xT }) with 50% probability. The meta-classifier is hence
trained to recognize the trace of trace of xT i.e. |Ds

2 − Ds,T
2 |Φ, while at inference

time it is still expected to recognize the trace of xT , i.e. |Ds − Ds,T |Φ.
To avoid the double counting issue, we here design a hypothetical attack as a

slight modification from scenario (S1). We now artificially ensure that the target
xT is never seen during the training of the generator, to then use the same setup
as in (S1). Specifically, when the target is not seen during training, nothing
changes, and the attacker has black box access to Φ. In contrast, for a target
generator that has seen the target record during training (the target generator
will generate Ds,T with DT as training dataset), we ensure the attacker to have
access to an adjoining synthetic dataset Ds, by training the same generator Φ
on an adjoining dataset D of DT .

This scenario serves as an upper bound for an MIA with access only to
synthetic data, since now we artificially avoid the double counting issue. We
further evaluate this scenario in the same way as in scenario (S1).

4 Experimental Setup

In this section, we describe the experimental setup for the attacks: the synthetic
data generation models, datasets, the meta-classifier methods used and the exact
attack parameters.

4.1 Synthetic Data Generators

Synthpop has been introduced by Nowok et al. [20] as an R package for syn-
thetic data generation. It uses classification and regression trees to estimate
conditional probabilities from the training dataset, then used to generate syn-
thetic data. In our work, we utilize the Python re-implementation of Synthpop
[13] from the reprosyn repository [16].

BayNet uses a Bayesian Network to generate synthetic data. It repre-
sents the attributes of the training data as a Directed Acyclic Graph, captur-
ing causal relationships. Each node in the graph has a conditional distribution
P[X|Parents(X)] estimated from the available data. Synthetic data is generated
by sampling from the joint distribution obtained by multiplying the computed
conditionals. We also use the implementation from the reprosyn repository [16].



190 F. Guépin et al.

4.2 Real World Datasets

UK Census, or the 2011 Census Microdata Teaching File [21], was published
by the Office for National Statistics and consists of a random sample repre-
senting 1% of the 2011 Census output database for England and Wales. This
dataset comprises a total of n = 569, 741 records and includes F = 17 categori-
cal attributes.

Adult [23] is extracted from the 1994 US Census database. The dataset
comprises n = 45, 222 records with F = 15 attributes, 9 of which are categorical
and 6 continuous.

4.3 Meta-classifier Methods

We consider two previously proposed methods to extract features from the syn-
thetic shadow datasets and to train the meta-classifier.

Query Based. Introduced by Houssiau et al. [15], this state-of-the-art attack
uses k-way marginal statistics, or count queries, computed over subsets of the
attribute values of the target record from the synthetic dataset. We use 100, 000
randomly sampled count queries of the 2F possibilities and use a random forest
classifier with 100 trees and maximum depth of 10 to predict membership.

Target Attention. Introduced by Meeus et al. [18], this method takes as
input (part of) the synthetic dataset and is the first trainable feature extrac-
tor for MIAs against synthetic data. The method first computes record-level
embeddings. Next, through a custom attention mechanism, these embeddings
are aggregated to a dataset-level embedding, which is used to predict binary
membership. We use the exact implementation and parameters as laid out in
the paper [18].

Table 1. Parameters used throughout experiments.

Dataset Scenario |Daux| |Dtest| m nshadow ntest

Adult S0 10000 5000 1000 2000 100

S1 0 5000 20000

S2 0 5000 1000

S3 0 5000 20000

UK Census S0 50000 25000 1000 2000 100

S1 0 25000 20000

S2 0 25000 1000

S3 0 25000 20000
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4.4 Parameters of the Attack

Table 1 shows the parameters used throughout our experiments. Here, Daux

represents the auxiliary dataset and Dtest the dataset that is used to sample
the test datasets. Both are random and disjoint subsets of the entire dataset.
Further, m represents the number of synthetic records queried from the trained
generator, nshadow the number of shadow datasets used for training the meta-
classifier, and finally ntest the number of datasets used for testing.

Throughout our experiments, the size of the released synthetic dataset is
equal to the size of the private dataset D, i.e., nsynthetic = |D| = 1000, and
similarly for the shadow datasets, i.e. |Dshadow| = |Ds

shadow| = 1000. In scenarios
(S1) and (S3) where m > nsynthetic, we train the meta-classifier using shadow
datasets randomly sampled from the m synthetic records. At inference time, we
use a random subset of nsynthetic = 1000 synthetic records to query the trained
meta-classifier.

When constructing both the nshadow shadow datasets for training and ntest

datasets for testing, we ensure that the target record xT is present with 50%
probability. This ensures that the evaluation of the attack on the ntest datasets
is balanced, with a random guess baseline of 50% accuracy for binary prediction
of membership.

Lastly, for each dataset, we run the attack on 10 target records selected using
the vulnerable record identification method proposed by Meeus et al. [18]. For
each record in the original dataset, the method computes its vulnerability score
as the mean cosine distance, generalized across attribute types, to its five closest
neighbours. The records that are the most distant from their closest neighbours,
i.e. have the largest mean distance, are selected as vulnerable records.

5 Results

In this section, we evaluate how the performance of the MIA varies across our
attack scenarios over two synthetic data generators and two datasets.

(a) UK Census (b) Adult

Fig. 2. Comparison of MIA accuracy for the query based attack method across the
4 different scenarios (S0, S1, S2 and S3), for both generators Synthpop and BayNet.
Figure (a) shows results for UK Census, while figure (b) displays results for Adult.
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5.1 Query Based Attack

We first use the state-of-the-art, query based attack method as introduced by
Houssiau et al. [15] to compare the MIA performance across different scenarios.

We start by evaluating our weak attackers (S1) Black box and (S2) Published,
where the attacker has only access to the target generator ΦT or the released
synthetic dataset respectively.

Figure 2 and Table 2 show that, across datasets and generators, an attacker in
the (S1) Black box scenario achieves an average accuracy of 65.5%. This is 15.5%
better than the random guess baseline of 50%. This shows that the traditional,
strong assumption of having access to an auxiliary dataset can be removed while
still successfully inferring membership.

Next, we aim to make the attack as realistic as possible. To achieve that goal,
we weaken the assumptions for the attacker to only have access to the published
synthetic dataset ((S2) Published). Remarkably, we find that the MIA perfor-
mance remains fairly constant when compared to the (S1) Black box scenario.
Figure 2 shows that across datasets and generators, we achieve an average accu-
racy of 62.8%, which is only 2.7 p.p. lower than the (S1) Black box scenario.
These results show that MIAs against synthetic data can still be successful, i.e.
12.8 p.p. better than the random baseline, when the released dataset is the only
information available to the attacker. Given that releasing synthetic data instead
of the original dataset is often the ultimate goal of generating synthetic data,
we argue that scenario (S2) Published represents a minimal assumption that is
almost always met in practice. Our results show that even in this realistic case,
records detected by the vulnerable record identification method of Meeus et al.
[18] are at risk.

Table 2. MIA accuracy results (mean and standard deviation for 10 target records)
across datasets and generators, for the query based attack.

Scenario UK census Adult Average

Synthpop BayNet Synthpop BayNet

S0: Auxiliary 78.6 ± 3.5 % 78.4 ± 3.4 % 74.3 ± 6.2 % 77.0 ± 8.6 % 77.1 ± 5.4 %

S1: Black-Box 66.3 ± 3.0 % 64.6 ± 5.3 % 64.1 ± 6.6 % 67.2 ± 4.4 % 65.6 ± 4.8 %

S2: Published 61.9 ± 3.3 % 61.8 ± 3.3 % 63.1 ± 4.9 % 64.4 ± 5.1 % 62.8 ± 4.2 %

S3: Upper Bound 91.1 ± 4.0 % 89.3 ± 5.0 % 80.3 ± 5.1 % 82.5 ± 1.1 % 85.8 ± 3.8 %

We then compare the performance of our weak attacker (S1) Black-box to
the traditional strong attacker (S0), where we assume access to an auxiliary
dataset Daux of real records from the same distribution as the target dataset D.
Figure 2 shows that our (S1) attacker achieves an accuracy 11.6 p.p. lower com-
pared to the baseline scenario (S0), on average across datasets and generators.
This is expected for two possible reasons. First, the synthetic data might not be
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perfectly representative of the original distribution D. Thus, the training distri-
bution of the meta-classifier from scenario (S1), consisting of features extracted
from shadow generators trained on not perfectly representative data, might be
quite different from the one on which it is evaluated, leading to worse perfor-
mance. Scenario (S0) does not suffer from this issue, since the meta-classifier is
trained on features extracted from shadow generators trained on subsets of Daux,
which was itself sampled from the underlying distribution D. Second, there is
the potential double counting issue, which we investigate next.

Figure 2 shows that (S3) Upper Bound achieves an MIA performance of 20.3
p.p. more than (S1) Black Box. These results suggest that the double issue might
be significantly affecting the performance of the weaker attackers and that fixing
this issue could, in the future, bridge the gap between our weak attackers and
the (S3) Upper bound scenario.

Lastly, we find that on average, as reported in Table 2 across datasets and
generators, this attacker achieves an accuracy of 85.8%, which is 8.7 p.p. higher
than in the (S0) Auxiliary scenario. This suggests that synthetic data is represen-
tative enough to construct shadow datasets for a successful MIA, and potentially
more representative than an auxiliary dataset allowing to outperform scenario
(S0).

5.2 Target Attention Attack

In this section, we evaluate if our results and conclusion are consistent across
attack methods. To do this, we run the target attention attack method as pro-
posed by Meeus et al. [18] using the same generator and datasets, with the same
attack scenarios (S0-3). Figure 3 and Table 3 summarize the results.

(a) UK Census (b) Adult

Fig. 3. Comparison of MIA accuracy for the target attention attack method across
the 4 different scenarios S0, S1, S2 and S3, for both generators Synthpop and BayNet.
Figure (a) shows results for UK Census, while figure (b) displays results for Adult.

First, we find that the attacker from scenario (S1) is still successful using the
target attention attack. Across datasets and generators, the average accuracy
of the MIA lies at 63.3 %, which is 13.3 p.p. better than the random baseline.
This confirms that after removing access to the auxiliary dataset, records remain
vulnerable against MIAs, even when using a distinct attack method.
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Second, in scenario (S2), the MIA using the target attention method achieves
60.2%, a drop of 3.1 p.p. compared to scenario (S1). These results show that
the most realistic scenario, even across attack methods, can be considered as a
realistic threat with a performance significantly above the random guess baseline.

Next, we find that the difference between the baseline scenario (S0) Aux-
iliary and scenario (S1) is on par with the results for the query-based attack.
Across datasets and generators, the average accuracy drops by 8.5 p.p. while
still achieving an average score of 63.3%.

Finally, in scenario (S3), we confirm our findings that the double counting
issue is the main reason affecting the performance of the weaker attackers, also
when using the target attention method. The MIAs achieve an average of 81.2%
accuracy, which is 9.4 p.p. higher than (S0) and 17.9 p.p. higher than (S1).

The fact that our findings are consistent across two very distinct attack
methods suggests that even when new attack methods are developed, MIAs
against synthetic data using only synthetic data will be successful.

Table 3. MIA accuracy results (mean and standard deviation for 10 target records)
across datasets and generators, for the target attention attack.

Scenario UK census Adult Average

Synthpop BayNet Synthpop BayNet

S0: Auxiliary 75.4 ± 5.4 % 68.7 ± 7.9 % 73.2 ± 4.7 % 69.7 ± 10.3 % 71.8 ± 7.1 %

S1: Black-Box 61.5 ± 3.3 % 62.1 ± 6.3 % 64.1 ± 4.3 % 65.5 ± 6.2 % 63.3 ± 5.0 %

S2: Published 58.9 ± 3.0 % 56.4 ± 4.3 % 61.5 ± 3.3 % 63.8 ± 5.6 % 60.2 ± 4.1 %

S3: Upper Bound 88.9 ± 4.4 % 76.8 ± 5.2 % 82.0 ± 4.9 % 77.2 ± 13.0 % 81.2 ± 6.9 %

5.3 Robustness Analysis for Number of Synthetic Records m

In scenario (S1) Black Box, we assume the attacker to have black box access
to the target generator, i.e. the attacker can query the generator for synthetic
records an arbitrary number of times. In our experiments we set the number of
synthetic records m to 20, 000.

We now evaluate the effect of the value of m on the attack performance.
Across the two datasets, for the BayNet generator, Fig. 4 shows how the MIA
performance for scenario (S1) varies for increasing m.

Across datasets, the MIA accuracy remains fairly robust for varying number
of synthetic records made available to the attacker. For m varying from 5, 000 to
100, 000, the mean MIA accuracy does not change significantly. First, this shows
that m = 20, 000, as used in our experimental setup, is a good approximation for
black box access to the generator. Further, along with the MIA results for sce-
nario (S2) Published, this confirms that releasing a number of synthetic records
m larger or equal to the number of original records, allows the attacker to build
meaningful MIAs.
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6 Future Work

6.1 Impact of Releasing Less Synthetic Records

Intuitively, for a training dataset of fixed size, the more synthetic records we
generate, the more information the synthetic dataset might start leaking.

In scenarios (S0) and (S2), the attacker only has access to a limited number
of synthetic records m = |D|. As synthetic data is often used to replace the
original dataset, we argue that it is reasonable in practice to generate the same
amount of synthetic records as the number of training records.

(a) (b)

Fig. 4. Mean and standard deviation of MIA accuracy for scenario (S1) Black-Box for
varying number m synthetic records available to the attacker. Results for BayNet and
the query-based attack using (a) UK Census (b) Adult.

However, we hypothesize that releasing fewer synthetic records for a fixed
size of the training dataset, namely m < |D|, could reduce the accuracy of our
attack. Of course, releasing less synthetic records typically comes at a cost in
utility. We leave the evaluation of this potential trade-off between m and the
accuracy of our attack on the released synthetic data for future work.

6.2 Differentially Private Synthetic Generation Methods

As main contribution in this work, we show that it is possible to attack a syn-
thetic data generator based only on the generated synthetic data.

We leave for future work to confirm whether these effects translate to syn-
thetic data generators with formal privacy guarantees, such as differentially pri-
vate generators proposed in the literature [17,32]. Previous work has shown that
Differential Privacy (DP) comes at a cost in utility [2,27] and that the MIA
accuracy drops for decreasing value of the privacy budget ε [18]. We expect that,
while exhibiting similar trends, our findings would translate to DP generators.
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6.3 Bridging the Gap with the Upper Bound

Our results show that scenario (S3) achieves a significant MIA accuracy, namely
higher than scenarios (S1) and (S2), and even higher than scenario (S0). We leave
for future work to address the double counting issue we identified in practice, to
bridge the gap between scenarios (S1, S2) and the upper bound scenario (S3).

Potentially, an attacker could remove the synthetic records close to the target
record, prior to using the synthetic data to construct the shadow models. This
could reduce the impact of the double counting issue, but might also introduce
bias into the shadow datasets. Additionally, note that in scenario (S1) we cur-
rently train the meta classifier using shadow datasets randomly sampled from
m = 20000 synthetic records, to then infer a prediction on a random subset
of nsynthetic = 1000 synthetic records. An attacker could for instance infer the
prediction on multiple subsets of the m synthetic records to potentially make a
more optimal, ensemble prediction.

7 Conclusion

Sharing data plays a pivotal role in research and innovation. Increasingly, syn-
thetic data has been proposed to share privacy-preserving tabular data, by syn-
thesizing records that are not directly linkable to real records, while retaining
data utility.

Membership Inference Attacks (MIAs) are the standard to audit the privacy
preservation of synthetic data, and recent work has shown that these attacks
can successfully infer the membership of certain records in the private dataset.
State-of-the-art MIAs rely on shadow modeling, which traditionally assumes an
attacker to have access to an auxiliary dataset.

First, this auxiliary data assumption is hard to meet in practice. Second,
GDPR Recital 26 [1] states that, to legally meet anonymization standards, all
means reasonably likely for an attacker to possess should be considered.

We here proposed a more realistic attack by removing the auxiliary data
assumption. Across two real world datasets and two synthetic data generators,
we find that MIAs are still successful when only using synthetic data.

Specifically, we find that on average, an attacker with black box access to
the generator achieves 65.5% accuracy, while an attacker with only access to
the released synthetic dataset attains an accuracy of 62.8%. The latter result is
particularly significant as it demonstrates that an attacker can extract sensitive
information from released synthetic data without any additional information.

Moreover, we identify a double counting issue and establish an upper bound
for MIA accuracy against synthetic data when only synthetic data is available.
Using current state-of-the-art attacks, this upper bound stands at 85.8%, which
is, remarkably, higher than traditional attacks using auxiliary data. This finding
highlights the potential for future researchers to bridge the existing gap of MIA
performance between realistic scenarios and the upper bound.
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Our results provide compelling evidence that MIAs against synthetic data
pose a realistic threat in practice. We hope this helps researchers and practi-
tioners to better evaluate risks associated with releasing synthetic data, while
encouraging the development of methods to address these concerns.

Acknowledgements. We acknowledge computational resources and support pro-
vided by the Imperial College Research Computing Service (http://doi.org/10.14469/
hpc/2232.).
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Abstract. The exponential growth in the digitisation of services implies
the handling and storage of large volumes of data. Businesses and ser-
vices see data sharing and crossing as an opportunity to improve and
produce new business opportunities. The health sector is one area where
this proves to be true, enabling better and more innovative treatments.
Notwithstanding, this raises concerns regarding personal data being
treated and processed. In this paper, we present a patient-centric plat-
form for the secure sharing of health records by shifting the control
over the data to the patient, therefore, providing a step further towards
data sovereignty. Data sharing is performed only with the consent of the
patient, allowing it to revoke access at any given time. Furthermore, we
also provide a break-glass approach, resorting to Proxy Re-encryption
(PRE) and the concept of a centralised trusted entity that possesses
instant access to patients’ medical records. Lastly, an analysis is made to
assess the performance of the platform’s key operations, and the impact
that a PRE scheme has on those operations.
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delegation · e-health · PHR

1 Introduction
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ing interest in data crossing and sharing to improve processes, services, and
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achieve new business opportunities, raises concerns regarding how data is han-
dled and processed. In the healthcare sector, data sharing is not only beneficial,
but also needed to provide the best care possible to the patients. However, this
data is also highly sensitive, which requires special care. Several governmental
measures have already been taken to improve and standardise the way in which
data is shared, such as the European Data Governance Act [6], GDPR1 and,
more specifically, in personal health information, HIPAA2 and HITECH3. These
directives instigate a user-centric paradigm, granting individuals sovereignty over
their data.

Several approaches have been proposed for ensuring security and privacy
in e-health systems. Conventional encryption techniques based on symmetric
and asymmetric encryption like AES and ECC are commonly used [4]. How-
ever, these techniques become problematic when data needs to be shared among
multiple entities due to redundancy and computational burden [5]. Alternative
approaches that incorporate policy constraints, such as Attribute-Based Encryp-
tion (ABE), are potential solutions [5], but they come with their own complexi-
ties and limitations, such as managing attribute-based keys and overriding poli-
cies in emergencies [7]. ABE also lacks the fine-grained access control necessary
for a patient-centric sovereign approach.

Proxy Re-Encryption (PRE) is a cryptographic solution for secure data shar-
ing without prior knowledge of the recipient. Unlike ABE, it does not rely on
policies or attributes. PRE converts a ciphertext to a recipient’s key without
revealing the plaintext to the intermediary entity. It is particularly useful in
semi-trusted cloud environments [17]. In e-health, PRE has already been used
to securely share medical records [19,20,23,26], including in emergency sce-
narios [19]. However, challenges remain in terms of revocability, computational
effort, and safeguarding emergencies [26]. Existing solutions for emergency sce-
narios are limited and rely on assumptions that may impact efficiency and reli-
ability.

In this context, it is necessary to develop a platform that addresses the afore-
mentioned concerns. This includes enabling more control over the data by the
patient while ensuring the safety of that data, even in semi-trusted environments.
This contributes to the collaborative aspect of e-health and thus enables better
treatments and advancements in the healthcare sector.

In this paper, we present a platform that leverages PRE to enhance health
data sharing. Umbral’s PRE [16] is used as the foundation for re-encryption pro-
cesses, through which we achieve unidirectionality and non-interactivity, ensur-
ing secure re-encryption from the patient to the data user (e.g., practitioners
or health centres) without requiring the data user’s private key. This approach
centres on the expressed consent of the patient to data sharing, eliminating the
need for prior identification of authorised parties - a drawback identified in pre-
vious solutions. Additionally, our platform offers revocability options, such as

1 https://data.europa.eu/eli/reg/2016/679/oj.
2 https://www.cdc.gov/phlp/publications/topic/hipaa.html.
3 https://www.hipaajournal.com/what-is-the-hitech-act/.
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time-based access limits and patient-initiated access revocation. Importantly,
the revocation of access does not require changes to the encrypted healthcare
database, distinguishing our platform from the ones that rely on identity and
attribute-based PRE schemes.

Furthermore, in the context of healthcare, it is crucial to ensure data sharing
in emergency situations when explicit patient consent may not be possible. Our
platform addresses this challenge by incorporating a trusted entity for data access
when patient authorisation is infeasible.

In summary, our main contributions are:

– A patient-centric platform, that empowers patients with sovereign control
over their health data, enabling granular access control and facilitating the
sharing of health records only with explicit consent.

– Robust data protection using Umbral’s PRE, ensuring secure and encrypted
health data sharing without compromising the data user’s private key.

– A robust access revocation mechanism that enables time-based access limits
and supports manual revocation by the patient at any time and with imme-
diate effect.

– A break-glass mechanism to ensure seamless emergency data access.

The remainder of this paper is organised as follows. Section 2 introduces basic
concepts and definitions, as well as the classification and properties of PRE
schemes. Furthermore, an analysis is made concerning the framework on which
the access delegation mechanism is based. Section 3 presents the current picture
of the PRE and the advancements regarding break-glass scenarios. Section 4
details the proposed solution and its implementation. Section 5 is concerned with
the performance test, respective results, and discussion. Lastly, Sect. 6 presents
the conclusions and future work.

2 Proxy Re-Encryption

PRE is a cryptographic technique that enables a third-party entity, named proxy,
to delegate access to encrypted data, without being able to infer the plaintext
content of that data. This is achieved by transforming a ciphertext encrypted
under one key into a ciphertext encrypted under a different key.

2.1 Syntax and Basic Definitions

Since PRE can be seen as a way to delegate decryption rights to a party, it is
possible to categorise the different entities according to the delegation relation
they possess with each other. The delegator is the entity that owns the data
and delegates decryption rights. The proxy is the intermediary entity in the
delegation process, which uses a Proxy Re-encryption Key (PRK) to transform
the ciphertext encrypted under the delegator’s public key into a ciphertext that
can be decrypted only by using the delegatee’s private key. Finally, the delegatee
is the entity that accesses the information through delegation of decryption rights
by the delegator.
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Definition 1 (PRE). A PRE scheme can be defined based on five different
algorithms:

– KeyGen — On input of a security parameter n, the key generation algorithm
KeyGen outputs a public/private key pair (pkA, skA) for a given user A.

– ReKey — On input of a public/private key pair (pkA, skA) for user A and
a public/private key pair (pkB, skB) for user B, a PRK rk A→B is computed.

– Encrypt — Given the input of a public key pkA and a message m ∈ M , the
encryption algorithm outputs a ciphertext cA ∈ C1.

– ReEncrypt — On input of a ciphertext cA ∈ C1 and a PRK rk A→B, the
re-encryption algorithm ReEncrypt transforms a ciphertext cA ∈ C1 into a
ciphertext cB ∈ C2.

– Decrypt — Given a private key skA from user A and a ciphertext cA ∈
CS (S ∈ {1, 2}) from user A, the same executes the decryption algorithm and
outputs the original message m ∈ M .

According to Qin et al. [18], a PRE scheme can be classified based on its
abilities. For example, regarding its directionality, we say that the scheme is
unidirectional if it enables the delegator’s ciphertext to be re-encrypted into the
delegatee’s ciphertext but not vice versa. Otherwise, we call it bidirectional. The
multi-use/single-use classification focuses on the number of times the PRK can
be used to re-encrypt data. In multi-use schemes, the PRK can be utilised to
perform several re-encryptions. In the case of a single-use scheme, the PRK can
only be used to perform a single transformation. Interactivity dictates whether
the re-encryption is computed using just the public key from the delegatee (non-
interactive scheme) or both the public and private keys (interactive scheme).
Depending on the scenario of utilisation, some properties may be more desirable
than others.

Other authors classify PRE schemes according to their way of function-
ing [9,10]. For example, an Identity-Based PRE (IB-PRE) scheme derives public
keys from identity attributes (e.g. email). The messages are encrypted using an
identity string from the delegatee. Attribute-Based PRE (AB-PRE) schemes
allow transforming a ciphertext defined by a set of attributes or access policies
into another ciphertext with a different set of attributes.

2.2 Umbral’s PRE Scheme

The Umbral PRE scheme is, in its essence, a threshold PRE scheme. This scheme
features an Elliptic Curve Integrated Encryption Scheme (EICS-KEM) inspired
in ANSI X9.63 [1] and proposes several improvements over the original PRE
scheme proposed by Blaze et al. [3], namely unidirectionality, non-interactivity,
and verifiability. It relies on the concept of semi-trusted proxies, also known as
ursulas. Being a threshold PRE scheme, it splits the PRK according to shares.
The threshold portion of the scheme dictates the minimum number of those
shares required to decrypt the information.
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Splitting the PRK across multiple proxies brings some benefits namely elim-
inating a single point of failure, in case of a malfunction or compromise of one
of the proxies the PRK is still safeguarded.

The re-encryption processes in our platform are supported by pyUmbral [15],
a Python-based implementation of Umbral.

Figure 1 presents an overview of the main processes and data flows involved
in the Umbral PRE scheme. This system beholds seven main processes: Encapsu-
lation, Encryption, Generate PRK fragments, Re-encapsulation, Decapsulation,
and Decryption. These processes are supported by three major cryptographic
methods: Key Encapsulation Mechanism (KEM), Data Encapsulation Mecha-
nism (DEM), and Shamir Secret Sharing (SSS) [21].

Fig. 1. Procedural overview of pyUmbral PRE scheme

The first step in this process is Encapsulation. This is achieved through the
use of a Key Encapsulation Mechanism (KEM), in this case, a loosely inspired
implementation of ECIES-KEM introduced by Shoup [22]. The KEM is fed with
Alice’s public key pkA and outputs a symmetric key K and a capsule.

With the capsule and the symmetric key K, the Encryption process is per-
formed using a Data Encapsulation Mechanism (DEM) which uses Authenti-
cated Encryption with Additional Data (AEAD). This outputs a ciphertext
encrypted with the symmetric key.

When the data is encrypted and stored in the cloud, in order for the access
delegation to occur, there is a need to generate a PRK. This is performed by
the Generate PRK fragments process resorting to the notions present in Shamir
Secret Sharing [21], Alice’s private key and signing key signkA, and Bob’s public
key pkB . This enables the generation of the PRK fragments or kFrags. The
number of fragments is defined by the number of shares.

The kFrags are stored by the proxy for further use in the Re-encapsulation
process. This process is responsible for generating the cFrags which enables Bob
to gain access to the file at a later stage. To generate the cFrags just the capsule
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and the kFrags are needed. This is due to the fact that this PRE scheme performs
the re-encryption over the capsule.

Lastly, once Bob wants to retrieve a file, the Decapsulation process needs to
happen. This process resorts to SSS in order to reconstruct the symmetric key k.
To do so, Alice’s public key, Alice’s verifying key vkA for signature verification
of the cFrags, Bob’s private key skB , and the capsule are needed. Through the
use of a Key Derivation Function within the KEM, it is possible to derive the
symmetric key K which together with the ciphertext is passed to the DEM. The
DEM performs the Decryption process and outputs the plaintext content of the
file that Bob can now use.

3 Related Work

The notion of PRE made its first appearance in 1998 when Blaze et al. [3] intro-
duced the concept of bidirectional and multi-use PRE. Several works have been
published since then with new PRE schemes providing new functionalities and
relying on different mathematical assumptions. For example, both Hanaoka et
al. [8] and Kirshanova [11] proposed a unidirectional, single-use PRE scheme,
but the first relies on threshold PKE, while the second is based on lattice-
hardness problems. In 2015, Liang et al. [14] also proposed a unidirectional
and single-use PRE scheme, which can be classified as attribute-based. Later, in
2017, Nuñez [16] presented a unidirectional, non-interactive, and verifiable PRE
scheme which is threshold-based.

In the context of healthcare data sharing, PRE has also been widely explored.
In fact, several works address security, privacy, and confidentiality when it comes
to the design and implementation of e-health systems. However, there is still a
lack of development concerning safeguarding emergency scenarios in the con-
text of e-health systems [26]. Works that address this kind of scenario in its
design, refer to this as break-glass approaches. In 2017, Au et al. [2] proposed
a framework for the secure sharing of Personal Health Records (PHRs) that
relies on attribute-based PRE and which addresses emergency scenarios. The
break-glass capabilities are provided with ABE. In this scheme, the emergency
department attribute is always appended to the policy that encrypts the patient
PHR, thus providing instant access to the entity from the moment the same is
uploaded. The problem with this approach, and in general with ABE approaches,
is that they present some caveats, namely key management and resorting to other
mechanisms in break-glass approaches. This is due to the fact that emergency
normally means an exception to a policy and, thus, overriding that same policy
might be a hefty task in some implementations. In 2019, Yang et al. [25] also
proposed an approach that is based on an attribute-based PRE, and provided
self-adaptive access control, meaning that the system can automatically adapt to
normal or emergency situations. However, their break-glass mechanism resorts
to a password-based paradigm. This approach raises some concerns, namely in
the assumption that the individual that stores the password has the necessary
means to ensure its secrecy. More recently, in 2022, Li et al. [13] proposed a
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system for IoT sensors combining PRE and PKE with equality test, permitting
searches under different public keys and secure data sharing. However, it does
not discuss emergency situations. In the same year, Ren et al. [20], proposed a
non-interactive, multi-use, certificateless PRE for sharing health data in a cloud
environment. Even though their approach gives full control to the data owner,
it has two important drawbacks, namely it is interactive and does not propose a
break-glass mechanism. Also in 2022, Xue [24] published a secure data sharing
and authorised Searchable framework for e-healthcare systems. This framework
lies on a conditional and unidirectional PRE scheme with keyword search. It is
also idealised for managing sensible data from medical wearable devices. This
platform has some disadvantages namely regarding the PRK generation perfor-
mance. Also, this work does not address emergency situations. Finally, in 2022,
Li et al. [12] propose a framework which is also based on attribute-based PRE
that features break-glass capabilities. However, it leaves open the possible solu-
tion for revocability. That being said, there is a need to develop a solution that
can cope with all the aforementioned concerns and that contributes to a more
reliable and robust break-glass approach.

4 Patient-Centric Health Data Sovereignty

In this section, we introduce the envisioned solution for a patient-centric plat-
form that enables health data sovereignty through PRE. The subsequent section
presents the architecture of the solution, followed by a description of the pro-
cesses involved in the key operations for access delegation.

4.1 Proposed Solution

The proposed solution consists of four main nodes: the client, the resource server,
the proxy server, and the authorization server, as depicted in Fig. 2.

The client node hosts the client-side application developed with Next.js4.
This client node communicates with the server nodes via Representation State
Transfer (REST) and the Hypertext Transfer Protocol (HTTP). The business
logic is divided between the resource and proxy server nodes. The resource server
is based on the FastAPI framework5 running in a Python environment. This
server is trusted by the data delegator and it is responsible for assisting the
client-side operations, namely feeding the data the client node needs to display
the information to the user. The resource server node also performs some core
operations such as the initial encryption and final decryption of the Electronic
Health Record (EHR) stored in the database server node hosted in a cloud
environment (MongoDB6) as well as the management of delegation requests
(accept or decline). Some other complementary operations are also performed
such as the generation of the PRK which is stored afterwards by the proxy
4 https://nextjs.org/.
5 https://fastapi.tiangolo.com/.
6 https://www.mongodb.com/.

https://nextjs.org/
https://fastapi.tiangolo.com/
https://www.mongodb.com/
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Fig. 2. Deployment diagram of the architecture

server node, and the signature verification of the PRK fragments and capsule
fragments.

The proxy server is solely responsible for the process of EHR delegation,
being used for the re-encryption of the capsules and the storage of the PRK.

The authorisation server is responsible for performing the authentication of
the different users of the platform as well as the issuing and claims verification
of the authorisation tokens. These tokens are subsequently used to consume the
APIs provided by the resource and proxy server nodes. This node is also asso-
ciated with two persistence nodes. An in-memory database (REDIS7 instance)
for persisting and performing the lookup of the refresh tokens and a MongoDB

7 https://redis.com/.

https://redis.com/
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instance for storing general purpose user information such as name, email, pass-
word, public and verifying keys and roles.

4.2 Authentication/Authorisation

The authorisation is performed by resorting to JSON Web Tokens (JWT) which
are signed using HMAC SHA256. This ensures the tokens can not be tampered
with or changed, thus enabling secure transmissions between parties.

The authentication flow comprises a traditional email/password authentica-
tion, where each user needs to provide a valid email and password. In case of
successful authentication, a pair of tokens are issued (access/refresh token) con-
taining some claims needed to support the client-side application. These claims
follow the standards and restrictions defined in Request for Comments 75198.
Besides the pair of tokens, a Cross-site Request Forgery token is also sent for
further protection in requests that require cookies. The refresh token is also
sent in a cookie configured with the secure and httpOnly flags to ensure it is
only transmitted through HTTPS and not available to JavaScript in case of a
Cross-site Scripting vulnerability in the client-side application.

Since JWT tokens are self-contained, there is no natural way of revoking
them. In order to tackle this problem anti-theft mitigation techniques were imple-
mented: refresh token rotation and token reuse detection.

4.3 Access Delegation Scenario

Access delegation is the core problem tackled in this work. The next sections
dissect the access delegation flow from the moment the file is uploaded by
the patient to the moment the plaintext content is retrieved by the health-
care provider. For demonstration purposes, the step-by-step process between
two entities, Alice (delegator) and Bob (delegatee), is presented.
Upload of an EHR. The access delegation starts with the upload of an EHR
by Alice. When Alice uploads a new EHR, which can be a Portable Document
Format (PDF) or an image, the resource server encrypts the file using a sym-
metric key resulting from the encapsulation process and stores it together with
the capsule, resulting from the encapsulation process, and an associated userId.

Another process that is also performed in this step and further detailed in
Sect. 4.4 is the safeguarding of emergency situations. Besides the persistence of
the file in the database, a PRK is also generated in order to provide access
to the predefined trusted entity. This ensures that the trusted party possesses
the means to access the file from the moment it is uploaded and that no extra
input from the user is needed in this regard. This PRK is sent to the proxy for
subsequent use.
Bob Requests Access to an EHR. When Bob wants to access Alice’s
uploaded EHR, he needs to formalise his intentions by issuing a share request
to the resource server containing the EHR’s resourceId. In this step, the system

8 https://datatracker.ietf.org/doc/html/rfc7519#section-4.

https://datatracker.ietf.org/doc/html/rfc7519#section-4
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checks if Bob is the owner of the EHR. This prevents a user from performing a
share request to itself, something that violates the business rules of the platform
since if the file is owned by a given user, it automatically has access to it and no
share request is needed.

Once this validation is performed, and provided with the resourceId, the
resource server generates a share request that includes the resourceId, the dele-
gatorId and the delegateeId, as well as a status that is set to pending by default.
Alice Answers the Share Request. Now that Bob asked Alice for access to
the EHR, Alice is now capable of answering the share request. Depending on
Alice’s answer, the execution flow might have two outcomes:
Accept Scenario. — In case of an acceptance, Alice needs to generate the
PRK required to re-encrypt the capsule and further enable Bob to have access
to the plaintext content of the EHR. To achieve such a feat, Alice requires her
secret key and signing key pair, needed to verify the signature of the kFrags
and cFrags at a later stage, as well as Bob’s public key. Notice that just the
public key is needed, due to the non-interactivity property of this PRE scheme.
Lastly, since the underlying scheme of the access delegation mechanism is a
threshold PRE scheme, there is also the need to provide a threshold which defines
the minimum number of shares needed to decrypt the capsule and the number
of shares which dictates the number of outputted PRK fragments. This last
aforementioned operation outputs the kFrags, which are sent to the proxy along
with a shareId binding the PRK to a specific share request. Both attributes are
persisted by the proxy for further use once Bob retrieves the EHR.

The share request operation ends with the status update of the share request,
which is defined as accepted, together with an arbitrary expiration date defined
by Alice. This expiration date is optional, being possible to share an EHR indef-
initely or temporarily, in which case the share request is automatically revoked
through a cron job once that date is transposed. This ensures the time-based
access delegation aspect that this work contributes to.
Decline Scenario — In case Alice declines the share request, the status is
updated accordingly and no other action is performed.
Bob Retrieves the EHR. Now that Alice explicitly delegated access to the
EHR, Bob is now capable of retrieving it. To do so, Bob performs a request to
the resource server, which requires Bob’s secret key and the resourceId, which
uniquely identifies the EHR. A file ownership verification is also performed since
the decryption steps are different for a delegator and a delegatee, where the
former does not have the need to re-encrypt the capsule.

As stated previously, ownership trails different paths regarding execution
flow. With that said, the following can happen whether the user is or not a data
owner.
Data Owner. — In case the user that requests the file is a data owner, a hybrid
decryption scenario is performed where the data owner’s private key is used to
decapsulate the private key used to initially encrypt the file being retrieved, thus
no re-encryption takes place.
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Not a Data Owner. — If the user is not the data owner, meaning they are
a delegatee, a collaborative operation between the resource and proxy servers is
required to take place. For this specific scenario, Bob needs to ask the proxy to
re-encrypt the capsule using the previously generated PRK. To that purpose,
the resource server retrieves the EHR details and sends the capsule to the proxy
server. The proxy, equipped with the capsule and the PRK fragments kFrags,
performs the re-encapsulation process outputting the cFrags. These cFrags are
sent back to the resource server, which validates their signature through Alice’s
verifying key. Once the capsule fragments are validated, Bob decrypts the file
by opening the capsule. This last step encompasses Bob’s private key, Alice’s
verifying key, and the verified cFrags. With the plaintext content of the EHR,
Bob is now capable of accessing the information.
Some important remarks to highlight are that the secret key used in the
sharing process is never shared with the intermediary entity or proxy, making
it semi-trusted. Additionally, the proxy only stores the PRK, which alone does
not grant it the capability to decrypt the file. Furthermore, even if the stored
information such as the capsule, PRK, and ciphertext were to be leaked from
the database, the safety and integrity of the EHRs would still be preserved, as
they are not sufficient for decrypting the EHRs.

4.4 Break-Glass Approach

Safeguarding emergency scenarios is of paramount importance in a health-related
platform. Therefore, we adopted an approach that features a central trustworthy
entity responsible for managing the authorisation in emergency scenarios. This
trustworthy entity is seen as a government entity that is responsible for managing
such issues and has full access to the files submitted in the platform.

The implementation is similar to what is described in Sect. 4.3 regarding
Alice accepting the share request. However, in this case, there is no explicit
acceptance of the share request. When an EHR is uploaded, the trusted entity
user is retrieved from the database and a PRK is generated. An accepted share
request is automatically created for the trusted entity, which links the PRK to
the share request between the patient and the trusted entity.

Regarding the process of retrieving the EHR, it follows a similar procedure
as depicted in Sect. 4.3. Just like in a regular file retrieval, since the share request
is automatically accepted and the proxy possesses the PRK, the trusted entity
requests the proxy to re-encrypt the capsules, enabling the final decryption to
take place.

This approach vastly reduces the dependency on external actors, increasing
the reliability and availability of the idealised break-glass approach. Having a
dedicated entity for this purpose enables instant and swift access to the infor-
mation if needed.
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5 Performance Analysis

In this section, we present the performance tests conducted to evaluate our
platform. Given the common concerns of limited hardware infrastructures and
sub-optimal conditions in governmental adoption cases, it is important to assess
the responsiveness of the key operations offered by the platform. Our main goal is
to quantitatively analyze the performance of the most computationally intensive
operations and assess the impact of the PRE scheme. As there are no specific
regulations, indications, or suggestions regarding performance for this type of
platform, our tests are purely quantitative and based on known factors and
conditions.

The performance tests were carried out on a deployed version of the platform,
hosted in Microsoft Azure using a Free F1 tier running Linux and Python 3.10.
While these specifications may be basic, they are sufficient to simulate a sub-
optimal environment. In real-world scenarios, it is common for governments to
have financial restrictions, making it likely that the platform would be deployed
on infrastructure with modest specifications. The tests were conducted using
Apache JMeter as the tool of choice.

In the rest of this section, we present the results related to the three most
crucial operations of the platform and which involve the use of PRE: file upload,
accepting a share request, and file retrieval. Additionally, a brief analysis of the
results is also presented.
File Upload. The performance tests depicted in this section aim to evaluate
how the different file sizes impact the upload performance of files.

Since the size of EHRs depends on various factors, such as the patient’s
medical history, the image resolution of the machines used for exams, and the
content of the file itself, determining an average file size becomes challenging.
Therefore, we conducted our experiments using two different file sizes: 1 MB and
10 MB.

Figure 3 illustrates the results obtained from a series of twenty runs performed
for each file size.

It can be observed that a tenfold increase in file size reflected an average
increase of 2715 milliseconds(ms) when comparing file sizes of 1 MB and 10 MB
respectively. The former took an average of 1154 ms and the latter an average
of 3870 ms.

Despite a time of almost four seconds, and considering this is not an ideal
response time for a REST API, it should be taken into account the complexity
of the operations performed. Since this is not a critical operation when it comes
to performance, these values are acceptable.
Accepting a Share Request. The acceptance of a share request is a key
operation in the platform described in this paper. Although its performance
does not possess a high impact on the efficiency of the platform, it does provide
valuable information regarding the PRE process. In this operation, the PRK is
generated and sent to the proxy for persistence purposes. Notice that, in this
case, there was no need to perform the tests for both file sizes since the PRK
generation only depends on cryptographic keys.
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Fig. 3. Performance Tests - File Size Uploads Bar Chart

Regarding the results of these tests, the average time obtained in 20 runs
was 869 ms. This quick response was expected since the generation of the PRK
fragments is a relatively simple operation that depends on the cryptographic key
from both ends, the signature, and the number of shares. Additionally, there was
not a significant variation among the twenty runs that were performed. This is
supported by the low standard deviation of just 188 ms.
File Retrieval. This set of tests aims to assess the impact of file sizes and the
use of PRE on a file retrieval scenario. The tests were conducted for both regular
decryption and PRE decryption. To evaluate the impact of file sizes, the tests
were performed for both 1 MB and 10MB file sizes.

Moving on to the obtained results (Fig. 4), a 1 MB file took an average
of 903 ms to be retrieved while the 10 MB one took an average of 2529 ms.
Regarding file retrieval with PRE, the 1MB file took an average of 1245 ms and
2877 ms for the 10MB file.

We have also evaluated the impact of re-encryption on file retrieval operations
(Fig. 5) by directly measuring the difference between regular decryption and PRE
for each file size. This resulted in an average difference of 342 ms for the 1 MB
file and 348 ms for the other one.

The results of our tests indicate that there is a similar average difference
between regular and PRE decryption for both file sizes. This similarity can be
attributed to the fact that the re-encryption process only affects the capsule,
not the actual file. Since the sizes of the capsule and cryptographic keys are
similar in both scenarios, it is expected that the results would be similar as well.
The file size does not significantly impact the re-encryption of the capsule, but
rather affects the overhead associated with fetching the file from the database
and delivering it in the response.

Regarding the obtained results, they were deemed satisfactory since most
operations do not possess restrictive requirements when it comes to performance.
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Fig. 4. Performance Tests - Average Time Taken for File Retrieval

Fig. 5. Performance Tests - Average Impact of PRE in Same Sized Files

Regarding more critical operations such as file retrieval, considering the com-
putational effort and infrastructure complexity required to ensure full correctness
with the underlying threshold PRE scheme, the results were deemed satisfactory.
It is important to note that these tests were conducted in a shared infrastruc-
ture with modest specifications. Thus, it was not possible to control the current
workload of the servers during the tests, which may have impacted negatively
the aforementioned results.

6 Conclusion

In this paper, we present a PRE-based platform for the secure sharing of e-
health, considering a sovereign approach focused on the patient. This approach
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is achieved by ensuring that the patient’s data is only shared with their explicit
consent. Furthermore, it also enables robust revocability by the patient, without
requiring updates on the encrypted EHR database, further contributing to a
user-centric approach. Non-interactivity is also a key characteristic of our plat-
form, which does not require sharing user’s private key for the re-encryption
process to occur. Another key achievement of our work is the proposed break-
glass mechanism. Since some implementations fall short in terms of revocability,
and only a few contemplate PRE in emergency scenarios, our solution uses a
central trusted entity to which the proxy delegates access from the moment
the EHR is uploaded to the platform. This eliminates the need to trust exter-
nal actors in the system, increasing reliability and allowing swift access to the
information in critical situations. There are other key characteristics of our plat-
form worth highlighting. Firstly, it uses symmetric encryption to encrypt the
EHR, which is faster than PKE. Secondly, the re-encryption process is per-
formed over the capsule, which tends to have a much smaller size compared
to a PHR. The tests that were conducted and our results show that the most
demanding task is the upload of the EHR, as expected, because it requires the
encapsulation process to occur and the encryption of the EHR. However, the
re-encryption process does not show a significant increase when the size of the
uploaded files increases. This is because the re-encryption does not involve the
EHR. Our platform provides a solution to the sharing of medical data that incor-
porates key functionalities not covered together in previous literature, such as
unidirectionality, non-interactivity, revocability, and a mechanism to deal with
emergency situations. This solution contributes to the collaborative aspect of
e-health and enables better, and more informed treatments supported by the
increased exchange of information between providers.

Regarding future work, it would be beneficial to extend the architecture to
accommodate multiple proxies instead of using just one. This could be achieved
by utilising a decentralised approach where the proxies work together to re-
encrypt the capsules, thus enabling all the benefits that a threshold-based scheme
has to offer. Furthermore, additional tests could be performed using different
environments and network conditions to cover more use case scenarios.
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Abstract. Privacy policies and the use of cookies on websites serve
important functions but also raise concerns regarding user privacy and
tracking. In order to address these concerns and adhere to legal require-
ments, web service providers utilize pop-ups to obtain user consent based
on the notice-and-choice principle. However, a significant issue arises
when users accept all policies without thoroughly reading or compre-
hending them, resulting in difficulties in managing and recalling accepted
policies across various websites. To tackle this challenge, we propose Pri-
vacySmart: an innovative system that handles privacy and cookie policy
pop-ups for users as they navigate and access online services, all while
taking their privacy preferences into account. The system comprises two
essential components: a plug-in that necessitates installation on users’
browsers and a smartphone application that consolidates all accepted
policies from different plug-ins. This system empowers users by granting
them control over the policies they have agreed to and the correspond-
ing websites, while avoiding them the policies management overhead. By
implementing the tool as a Firefox extension, we have conducted thor-
ough evaluations and obtained promising results from the experiments.

Keywords: Privacy and cookie policies · GDPR · Blockchain and
Smart Contracts · Browser plug-in

1 Introduction

Typical income source of web Service Providers (SPs) comes from the ads shown
while users access to the provided services and from users’ personal data collected
while using the service. This personal data, can be sold to third parties which
will process it and obtain some benefit, or used to create profiles allowing a
personalized advertising [8,12].

Although this information processing enables free online services, it may
result in extraction of sensitive data which may jeopardize the individuals’ pri-
vacy. This fact raised serious concerns about the technical, commercial, political,
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and ethical aspects of personal data collection and analysis by platform owners
such as Facebook and other third parties.

In light of the above, the European Union drafted and approved the Gen-
eral Data Protection Regulation (GDPR) [21] to mitigate the abuse of massive
collection and processing of the individuals’ personal data and, hence, keeping
any data-hungry technology company at bay. The main objective of the GDPR
is to guarantee specific privacy rights to Data Subjects (natural person to which
personal data belongs), ensuring that their personal data “can only be gathered
legally, under strict conditions, for a legitimate purpose”; as well as bringing full
control back to the data owners.

The scientific community has already paved the way to manage the data
processing consent between users and SPs in a GDPR compliance way. In this
regard, some authors have already introduced the use of Smart Contracts (SCs)
implemented over the blockchain technology (BC) to design and create general-
purpose data management and storage schemes which promise to offer features
such as transparency, traceability, non-repudiation, integrity, immutability, and
decentralization [1,5,6,9,13,16,20,23,28]. However, although these works grant
users full control of what is done with their data and solves the lack of trans-
parency [2] issue in the current paradigm, they do not offer a practical solution
to perform this management in a comfortable way by the user.

In order to fulfill current regulation, online SPs, according to a study carried
out on European websites [7], almost two years after the GDPR came into force,
81% of the reviewed sites use pop-up notifications to inform users about their
privacy and cookie policies. These privacy and cookie policies pop-ups must gen-
erally be managed before accessing the service, thus annoying users and slowing
down browsing. Furthermore, a regular Internet user must manage the privacy
and cookies preferences of almost every website she visits at least once a year,
since according to the ePrivacy Directive1, persistent cookies should expire after
12 months. Apart from the amount of privacy and cookie policies pop-ups inter-
action users must perform, they can have some issues when trying to reject most
personal data collection and usage policies from SPs. Many websites make the
process relatively complicated, making rejecting cookies a matter of performing
several clicks, while others directly do not offer the possibility of rejecting them.
With all this, users usually end up accepting all cookies usage because it is the
easiest and fastest option. In addition, the volume of manually managed pri-
vacy and cookie policies is so high that they end up forgetting what have been
accepted and on which websites.

1.1 Related Work

As it has been stated, privacy policies and cookies usage management is a tedious
and uncomfortable process for users who just want to access to some service
in the web [15]. In order to address this, some works have been proposed to
facilitate this management. On the one hand, there are proposals that address

1 GDPR Cookies https://gdpr.eu/cookies/.

https://gdpr.eu/cookies/
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the consent management between users and Service Providers through the use
of smart contracts and the blockchain technologies. On the other hand, some
tools have been proposed to facilitate this privacy policies and cookies usage
management by simply performing their automatic acceptance or rejection.

There are several proposals in the literature that fall into the first cate-
gory, systems for the GDPR compliance of the consent management, some rele-
vant examples are [1,5,6,9,13,16,20,23,28]. These schemes follow a similar app-
roach. In particular, they combine a decentralized storage system, the Ethereum
blockchain, and smart contracts, in order to provide a dynamic consent manage-
ment system that targets personal data usage under the GDPR. More specifi-
cally, these scheme systems allow individuals to control the collection and usage
consent of their personal data throughout the data life-cycle. An example can
be found in [5], where authors propose a blockchain-based GDPR-compliant
personal data management system that, first, it provides mechanisms for Data
Subjects to control and manage their personal data; and, second, it provides pub-
licly accessible and immutable evidences which are useful for a Service Provider
to prove the agreements made between a Data Subject and her about the Data
Subject’s personal data. These evidences might be then used by a Supervisory
Authority that performs an auditing procedure on the Service Provider to verify
that this entity is doing the data processing exactly as agreed with the affected
Data Subjects. However these proposals do not provide a practical solution for
users to manage their personal data consent when they access different services
on the web, specifically they do not take into account privacy policies and cookies
usage pop-ups paradigm which is currently established now.

Focusing on solutions that address automatic management of users’ privacy
and cookie policies, Vyas et al. propose in [22] a framework for automatically
producing privacy policies for users’ personal web contents based on a small
amount of annotation information. However, this work is limited to the gen-
eration of individual policies for each content published into a social network,
they do not consider general consent given when accessing different web services
that request users’ data collection. In a more general ambit, authors in [26,27]
present CookiePicker, a system that automatically validates the usefulness of
cookies from a Web site and set the cookie usage permission on behalf of users.
This system identifies those cookies that cause perceivable changes on a web
page as useful, while simply classifying the rest as useless, thus enabling useful
cookies and disabling the rest. However, this system does not take into account
current paradigm where web service providers do not limit data collection from
cookies but from other sources, making the users also to accept their privacy
policies. Finally, authors in [14], present a concept for a privacy-friendly cookie
setting interface that tries to help users during cookies preferences configura-
tion. Their concept uses an assistant that guides the user to configure their
privacy preferences via a series of questions. These preferences will be applied
in the cookies configuration to all visited websites. However, the interface just
manages the functionalities available in the cookie settings of common browsers,
it does not consider available configurations on individual websites, neither the
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privacy policies that must be accepted on these websites. If a user wants a specific
privacy and cookie policies configuration according to her privacy preferences on
each website, it must be done manually.

A part from the scientific works trying to address the aforementioned issue
with the automatic and transparent management of privacy and cookie policies,
modern web browsers also provide users with some solutions. A user can set
detailed cookie privacy options for web sites before or during visiting these sites.
However, these cookie privacy options use to fail when are used in practice, as
they are confusing for regular users [10].

On the other hand, we can find some commercial cookie management soft-
ware for regular web browsers. While analyzing these tools, we have observed
that although they all manage some cookie pop-ups and are convenient to use,
they are not so versatile in terms of the number of web pages with which they
can interact. For example, Polish Cookie Consent [11] automatically accepts
cookie policy/GDPR on websites. On the other hand, Ninja Cookie [4] and
Auto Cookie Output [3] have a more restrictive policy by removing cookie ban-
ners and rejecting the use of non-essential cookies. Finally, Super Agent [19]
automatically fills out website’s cookie consent forms on user’s behalf based on
their preferences. This tool splits optional cookies into three categories (Adver-
tising, Functional and Performance), thus automatically opt out of cookies that
are not clearly within any of these categories and let users control the remaining
three. Although a combination of these tools could be efficient in terms of cook-
ies acceptance/rejection, they do not offer cookies management, as none offers
the possibility of consulting the consent they manage neither take into account
privacy policies that also must be managed along with cookies.

After evaluating the available proposals pertaining to privacy policies and the
administration of cookie usage, we have come to recognize two main trends. On
one hand, there are proposals aimed at addressing consent management between
users and service providers, but these often lack practicality. On the other hand,
there are tools designed to streamline the management of privacy policies and
cookie usage by employing automatic acceptance or rejection mechanisms. How-
ever, these tools limit users’ ability to maintain comprehensive control over the
consents they grant. In light of these findings, there is a clear necessity for a prac-
tical solution that enables users to effortlessly and transparently handle privacy
policies and cookie usage while retaining full control over all granted consents.

1.2 Contribution and Plan of This Paper

This paper presents the development and deployment of PrivacySmart, a sys-
tem aimed at effectively handling privacy and cookie policies pop-ups for users
engaging with online services. Our system offers an automated and transparent
approach to managing these policies, ensuring a seamless user experience during
navigation, and registers the provided consent on a Smart Contract deployed
on the blockchain. The system comprises two essential components: a plug-
in responsible for managing the policies, and a smartphone application that
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empowers users to exercise control over the acceptance of policies across various
websites.

Given a privacy level provided by the user, the designed plug-in must:

– Perform an automatic acceptance of the cookies, according to the privacy
level specified by users, thus allowing an easier and faster browsing of the
web.

– Register the given consent on each website through a Smart Contract, that
will be deployed in the blockchain.

– Be compatible with the main websites privacy and cookie policies pop-ups.

The rest of the paper is organized as follows. First, we introduce and describe
our proposed system (Sect. 2). In Sect. 3 we provide the analysis and discussion
about the system. Last section (Sect. 4) summarizes the conclusions and future
work.

2 Proposal Description

In this section we describe our system for the automatic management of the
cookies and personal data usage policies, that compress the agreements between
Data Subjects and Service Providers about DSs’ personal data, automatically
and transparently to the users while they navigate and access to online services.

The plug-in offers several key functionalities. Firstly, it automatically accepts
cookies and privacy policies configurations based on user-specified privacy levels,
enabling easier and faster web browsing. Secondly, it registers user consent on
each website using a Smart Contract, ensuring a secure record of the provided
consent. Additionally, the plug-in is compatible with cookie pop-ups from major
websites. By effectively identifying cookie and privacy policies configuration pop-
ups, the plug-in determines the appropriate selections to align with the user’s
privacy preferences. This process includes deploying a Smart Contract on the
blockchain to record the provided consent, allowing the user to have control and
manage accepted privacy and cookie policies for each visited website.

In addition, we provide a smartphone application that consolidates all privacy
and cookie policies managed by the plug-in. This application empowers users
with complete control over their personal data, giving them a clear overview of
the management of their privacy preferences.

2.1 System Architecture Overview

As shown in Fig. 1 we can identify four components on our working environ-
ment: our proposed plug-in, the provided smartphone application through which
the user has full control of the accepted policies, the blockchain where SCs are
deployed, and the web browser where the plug-in is installed and the user uses
to access to different websites. The plug-in consists of three main modules: the
core module, the pop-up interaction module and the configuration module. First,
the core module, consists of a program responsible of identifying the pop-up of
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the visiting web site, initialize the module responsible of directly interacting
with the pop-up and deploy a new SC with the cookies and privacy policies
accepted. Then, there is the pop-up interaction module, which consists of a set
of scripts, each designed specifically for a concrete pop-up, responsible of accept-
ing/rejecting the cookies and privacy policies on the pop-up and return the con-
figuration set to the main program. Finally, the configuration module allows the
user to set-up her privacy preferences, configure the keys used for interacting
with the blockchain and manage all consents given by the plug-in trough a UI.
On the other hand, the smartphone application plays a crucial role in enhanc-
ing user control and convenience. It seamlessly downloads all the consent Smart
Contracts (SCs) deployed on the blockchain, effectively summarizing all policies
that have been accepted by the plug-ins installed across users’ browsers. This
consolidated view provides users with a comfortable and user-friendly experi-
ence, allowing them to conveniently access and review the collection of accepted
policies.

Fig. 1. System Architecture Overview

2.2 User Privacy Preferences

Privacy policies state who will be able to use users’ collected data, for which pur-
pose this data can be used and for how long this data can be kept. These policies
can be represented at different levels of specification and data granularity like a
formal notice or a more structured notice using templates. Formal notice allows
Service Providers to set up a more customized privacy policies thus being able
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to arbitrarily create rules that describe how data will be managed. These policy
notices are difficult to interpret, read and perform some automatic matching due
to the flexibility on rules description and terms with different names used among
different companies. A clear example of this kind of policies are the Terms and
Conditions a user must accept when signing up to certain services. On the other
hand, on the web environment Service Providers have opted for more structured
notice, such as cookies and privacy policies configuration pop-ups. These pop-
ups consist of templates provided by some “cookies providers” which are easier to
interpret and perform an automatic management over them. According to this,
in our work, we focus on the management of these web policy pop-ups according
to the user’s pre-established privacy preferences.

To enhance flexibility and facilitate the policy specification process, we con-
sider using policy templates, as suggested in [18]. These templates represent
different privacy levels, defined according to the configuration alternatives that
offer the studied pop-ups. These privacy levels can be divided into four main
categories, where level one has the most restrictive configuration and level four
is the most permissive one:

1. Reject all: all cookies or all non-essential cookies are rejected.
2. Reject profiling cookies and third parties: this configuration rejects the use of

cookies for profiling interest. Furthermore, it rejects the use of the collected
data by third parties or web site partners.

3. Reject third parties: this option just rejects the use of the collected data by
third parties or web site partners.

4. Accept all: all cookies are accepted.

In order to set up this privacy preferences value, the user must be requested
to select one of the provided options when the plug-in is installed in the web
browser.

2.3 Pop-Up Interaction Module

In the current model, websites offer management of their privacy and cookie
policies through pop-ups. In order to cover this need, there are companies, pri-
vacy and cookie policies banner providers, that are dedicated to the design of
these cookie management pop-ups and provide these tools to other companies
which can use them in their websites. In this way, website providers can comply
with the GDPR thus presenting the users their privacy policies and a way to
grant them.

Each website provider can modify the visual section and the content of the
pop-up, by specifying which types of cookies will be used, which data can be
collected and which third parties will process the collected data. The main inter-
operability issue here is that each cookies provider makes its own standard, so
the solutions to manage the forms on each website can be very different.
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In order to decide which privacy and cookie policies banner providers take
into account, we have considered the most used ones according to a study per-
formed by Wrappalyzer [24], where they have analyzed over 1.200.000 websites.
The selected ones on this study are Didomi2, CookieYes3, CookieNotice4 and
OneTrust5. For each of these providers we have implemented a script in the
pop-up interaction module responsible of interacting with the banner and man-
age the consent on users’ behalf. The result of the operation is sent back to
the Core module, which will record it into an SC. In the case some privacy and
cookie policies pop-up does not allow the consent management using a privacy
level lower than the one set by the user, the pop-up interaction module, hides
the banner without accepting anything, in such a way that the user can access
to the web content without being annoyed. This modularity of the system allows
the tool to be able to work with more privacy and cookie policies banners of
other providers by simply adding specific scripts for them to this module.

2.4 Consent Smart Contract

The Consent SC is responsible for storing the consent managed by the plug-in
when it interacts with the web browser pop-up. The SC consists in a single class
that holds:

– Web service url: Uniform resource locator of the web page where consent has
been managed through the plug-in (url argument).

– Privacy level: Integer value that indicates the privacy level established by the
user and the one used by the plug-in to perform the acceptance of policy
cookies (privacyLevel argument).

– Consent validity period: This indicates the dates from which the consent is
valid(beginningDate and expirationDate arguments).

Once the Consent Smart Contract instance is created, the following methods
can be used to interact with it:

– whichWeb() method returns the url value stored in the SC.
– whichPreference() method returns the privacy level value stored in the SC.
– isValid() method checks that the consent lifetime period has not expired.

2.5 Workflow

The proposed plug-in workflow can be divided into three main phases: the set-up
phase, where the plug-in is installed on the web browsers and the user indicates
her privacy policy preferences; ii) the navigation phase, when the user accesses
to different web pages, and; iii) the control phase, where the user can manage
all cookies and privacy policies accepted by the plug-in.
2 Didomi: https://www.didomi.io/es/.
3 CookieYes: https://www.cookieyes.com/.
4 Cookie Notice: https://cookiesnotice.com/.
5 OneTrust: https://www.onetrust.es/.

https://www.didomi.io/es/
https://www.cookieyes.com/
https://cookiesnotice.com/
https://www.onetrust.es/
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1. Set-up phase
User

(a) Install the plug-in on the web browser.
(b) Configure the plug-in.

i. Introduce her privacy policies preferences in the plug-in using the UI.
ii. Select if she wants to use and existing key pair for the deployment of

the SCs or generate a new one. In the first case, the user must input
the mnemonic words associated to that key pair and move to step 1d;
otherwise, the workflow continues as stated.

Plug-in
(c) Execute the BIP-39 protocol [17], such generating 24 mnemonic words

and a 512 bits seed, the BIP-39 seed.
NOTE: The user must keep these mnemonic words in a safe place, without
them she will not be able to recover the keys or use the same account into
another web browser or the smartphone application.

(d) Execute the BIP-32 protocol [25] using the BIP-39 seed as input. This
process generates user’s Secret Key (SKu).

(e) Derives user’s Public Key (PKu) by means of SKu.
(f) Create a local consent lookup list. This list is internally used by the

plug-in in order to check if privacy and cookie policies have already been
managed on a particular website.

2. Navigation phase
User

(a) Access to a web page with cookies and privacy policies configuration ban-
ner.
Plug-in - Core module

(b) If the cookies and privacy policies have already been managed on this
web and the consent is valid (isValid() method of the Consent SC returns
True), no banner will appear so the process ends. Otherwise, if the cookies
and privacy policies have already been managed on this web but the
consent is not valid (isValid() method of the Consent SC returns False),
cookies are removed from the browser and the process follows as if the
consent has not been manged yet.

(c) Detect the emerging pop-up and identifies the script in the pop-up inter-
action module responsible of managing it.

(d) Initialize the pop-up interaction module script, indicating user’s privacy
policies preferences.
Plug-in - Pop-up interaction module

(e) The script interacts with the pop-up and performs the cookies and privacy
policies configuration management, and returns the result to the core
module.
Plug-in - Core module

(f) The core module deploys a new Consent SC on the blockchain, using the
key pair (PKu, SKu), indicating the consent granted and the lifetime of
the consent. This process returns an identifier of the SC.
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(g) The core module adds the web url along with the SC’s identifier to the
consent lookup list.

3. Management phase
User

(a) Requests the consents managed by the plug-in through the UI.
Plug-in

(b) The plug-in displays the consent lookup list with all consents managed.
(c) In the case the user wants to see the details of a given consent, selects it

on the display.
(d) The plug-in gets the consent selected details from the blockchain and

displays it to the user.

The provided smartphone application empowers the users with complete con-
trol over all privacy and cookie policies managed by various plug-ins installed
across their browsers. To ensure a comfortable and user-friendly experience, the
application offers these simple functionalities:

1. Add new key pair: This allow users to add a new key pair (PKi, SKi) through
introducing the mnemonic words provided by the different plug-ins during
the set-up phase. By using this mnemonic words, the app will execute BIP-
39 and BIP-32 protocols, as in the plug-in Set-up phase, thus recovering the
cryptographic keys. After adding a new key pair the app will have full access
to all SCs containing the managed policies.

2. Access and Review: Users can conveniently access and review the entire col-
lection of accepted policies through the application. This allows an easy mon-
itoring and management of privacy preferences.

By providing these functionalities, the smartphone application ensures that
users have a seamless and user-friendly experience, enabling them to exercise
complete control over their privacy and cookie policies across different plug-ins
installed on their browsers.

3 Discussion

After implementing the described proposal, we have validated its efficacy through
live experiments.

3.1 Implementation

We implemented our plug-in as a Firefox extension coded in JavaScritp6, HTML7

and css8 (source code available in Github9). We have chosen Firefox because is
6 JavaScript: https://developer.mozilla.org/en-US/docs/Web/javascript.
7 HyperText Markup Language: https://developer.mozilla.org/en-US/docs/Web/

HTML.
8 Cascading Style Sheets: https://developer.mozilla.org/en-US/docs/Web/CSS.
9 Source Code: https://github.com/EduardBel/PrivacySmart.

https://developer.mozilla.org/en-US/docs/Web/javascript
https://developer.mozilla.org/en-US/docs/Web/HTML
https://developer.mozilla.org/en-US/docs/Web/HTML
https://developer.mozilla.org/en-US/docs/Web/CSS
https://github.com/EduardBel/PrivacySmart
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one of the most used ones, is very extensible and allows programmers to add
new or modify existing features. Also scripts in the pop-up interaction module,
each responsible of managing the privacy and cookie policies of each banner
provider, are coded in JavaScript. Concerning the deployment of the Consent
SCs, we have used web3.js library10, so the plug is able to connect into an exist-
ing blockchain. Summarizing, our plug-in is on the browser as an add-on not
modifying Firefox’s source code. We omit further details on the tool implemen-
tation and only describe plug-in’s main interfaces (Fig. 2): the plug-in Configura-
tion module main interface and the consent display interface. The configuration
module interface, shown in Fig. 2a, allows users to i) manually modify the key
pair used to deploy the SCs where the consent is registered; ii) recover an old key
pair using the mnemonic words set; iii) change user’s privacy preference param-
eter, and; iv) manage the consents given by the plug-in on the different web sites
the user has visited. In order to update the new values for the new key pair or
the privacy preference parameter, after adding the new values, the user has to
click the “Apply Changes” button. On the same way, if the user wants to see
all consents given by the tool, she must click the “Consents Query” button, and
the consent display interface will pop-up. Finally, if the user needs to recover an
old key pair, she must click the “Recover Wallet” button, and a new interface
will appear to introduce the mnemonic words. This UI also shows the user the
consent given in the current web site, if any.

The consent display interface shows all privacy and cookie policies managed
by the plug-in on the different websites the user has visited. As shown in Fig. 2b,
it displays each of the sites, along with the privacy level used on that site and
a button in the case the user wants more detailed information of the consent
given.

Concerning the smartphone application, it has been coded using Java and
web3j library for blockchain interactions. Figure 3, shows the main display inter-
faces of the application. On the one hand, Fig. 3a shows how the application
displays on which websites the policies have been managed by a selected a plug-
in (the plug-in has been selected in a previous layout, and these plug-ins are
added to the app by specifying the key pair used for deploying the Consent SC).
On the other hand, after a user selects a specific website, all information about
the consent given is shown as in Fig. 3b.

3.2 Evaluation

We installed our proposed plug-in on a Firefox web browser and used Ganache11
for the simulation of a public blockchain in order to perform our experiments.
On the experiments carried out, although key management system is already
implemented, we have used the keys provided by Ganache for the deployment of
the ConsentSCs in the blockchain.

10 Web3.js: https://web3js.org/#/.
11 Ganache: https://trufflesuite.com/ganache/.

https://web3js.org/#/
https://trufflesuite.com/ganache/


PrivacySmart: Automatic and Transparent Management of Privacy Policies 227

(a) Plug-in configuration module main in-
terface.

(b) Consent display interface.

Fig. 2. PrivacySmart: browser plug-in main interfaces.

(a) Interface for selecting a consent man-
aged from a browser plug-in.

(b) Interface for viewing managed consent
information.

Fig. 3. PrivacySmart: smartphone application main interfaces.
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In order to determine the correctness of the proposed plug-in, we have eval-
uated its performance on some websites that use a pop-up offered by the most
used privacy and cookie policies banner providers according to [24]. Here we have
used different user’s privacy parameter values and we have taken into account i)
if the plug-in is able to manage the pop-up transparently and on users behalf,
so the user does not even notices it, and; ii) if the consent has been performed
according to user privacy preferences. In the first parameter (Transparent Man-
agement, third column in Table 1), our evaluation primarily revolves around
the plugin’s capability to handle the pop-up discreetly, ensuring that the user
remains unaware of its presence. We consider the scenario wherein consent can-
not be managed in accordance with the user’s specified privacy parameters, and
in such cases, the plugin should adeptly conceal the pop-up, preventing any dis-
ruption or annoyance to the user. According to the second parameter we evaluate
if the consent has been managed according to the user’s privacy preference, and
the Consent SC has been deployed correctly.

Results obtained, summarized in Table 1, show that our plug-in works per-
fectly with pop-ups provided by Didomi and OneTrust, allowing users to decide
between different privacy preference levels. On the other hand, results obtained
in relation to the management of the CookieYes and CookieNotice banners, show
that there are pages that do not offer consent management beyond accepting all
privacy and coolies policies. If user’s privacy preference is set to level 4, it accepts
the policy, on any other case the plug-in just hides the pop-up without accepting
anything.

4 Conclusions and Future Work

This paper introduces, PrivacySmart, a system designed to seamlessly and trans-
parently manage privacy and cookie policies pop-ups for users during their nav-
igation and access to various online services. The system comprises two com-
ponents: a plug-in that needs to be installed on each browser used by the user,
and a smartphone application that empowers the user to maintain control over
the accepted policies across different plug-ins and websites. By using this sys-
tem, users can navigate the web with ease, as the plug-in automatically handles
privacy and cookie policies pop-ups. The smartphone application serves as a cen-
tralized tool, enabling users to monitor and manage the acceptance of policies
on a per-plug-in and per-website basis. This approach ensures transparency and
allows users to maintain control over their privacy preferences throughout their
online experiences. We have implemented our design as a Firefox extension and
we evaluated its performance on some websites that use a pop-up offered by the
privacy and cookie policies banner providers considered in this work. Results
show that, although our plug-in has some issue to manage the consent on some
websites depending on user’s privacy preferences due to the service provider, the
tool is able to manage all pop-ups transparently and on users behalf.

Regarding future work, we aim to manage the privacy and cookie policies ban-
ners of more service providers and implement the tool for other web browsers to
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Table 1. Results of tool performance on websites that use a pop-up offered by the
studied privacy and cookie policies banner providers.

Provider Website Transparent Management Privacy level used Consent Correct

Didomi marca.com � 1 �
as.com � 1 �
elpais.com � 2 �
giphy.com � 2 �
reverso.net � 3 �
elmundo.es � 3 �
bfmtv.com � 4 �
societe.com � 4 �

CookieYes wpmet.com � 1 �
sliderrevolution.com � 2 �
tympanus.net � 3 �
wpdatatables.com � 4 �
bezkoder.com � 3 �
wpthemedetector.com � 4 �

2 X
styde.net � 4 �

1 X
CookieNotice gpldl.com � 1 �

2 �
mailtrap.io � 1 X
osxdaily.com � 2 X
searchengineland.com � 3 X
booster.io � 3 X
wpbuffs.com � 3 �

4 �
OneTrust fiverr.com � 1 �

gitlab.com � 2 �
app.slack.com � 3 �
freepik.com � 4 �
udemy.com � 1 �
upwork.com � 2 �
open.spotify.com � 3 �
elementor.com � 4 �

increase the number of its users. On the other hand, the proposal that has been
presented in this work is a first version of an end user tool for the management
of web privacy and cookie policies, we plan to extend the system for the man-
agement of general consent under GDPR as stated in [5]. Furthermore we will
perform a more in deep discussion taking into account usability of the proposal,
a threat analysis of the code and an economic study evaluating over which net-
work the system will be built (Ethereum, Consortium BC, Private BC...) and
who will pay for the gas used to deploy the SCs.
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Abstract. The use of augmented reality (AR) technology for virtual
try-on (VTO) in online shopping is on the rise but its current state of
privacy is not well explored. To examine privacy issues in VTO websites
and apps, we analyze 138 websites and 28 Android apps that offer VTO.
By capturing and analyzing the network traffic, we found that 65% of the
websites send user images to a server: 8% to first-party (FP) servers only,
and 57% to third-party (TP) servers only or both FP and TP. 18% of
apps send user images to a server: 4% to FP servers only, and 14% to TP
servers only or both FP and TP. Additionally, 43 websites and 2 apps are
confirmed to get the users’ images stored, either by the FP website or a
TP. 37% of websites are confirmed to use VTO providers which extract
facial geometry from received users’ images. We also found that 11%
of websites featuring VTO violate their own privacy policies, and 25%
use a VTO provider that violates its own privacy policy. Privacy policy
violations include sharing the user’s image to a website’s own server, or to
a TP server, despite denying so in the privacy policy. Furthermore, 22% of
websites use disclaimers that mislead users about what happens to their
data when using VTO. We also found 1446 and 931 TP tracking scripts
and cookies, respectively, in the analyzed websites. Finally, we identified
security vulnerabilities, such as broken authentication, in a VTO provider
that can compromise its merchants. These findings underscore the need
for greater transparency and clarity from companies using VTO features,
and highlight the potential risks to user privacy, even from top brands.

Keywords: virtual try-on · VTO · augmented reality · privacy ·
security

1 Introduction

According to market research firm Technavio.com, the virtual reality (VR), aug-
mented reality (AR), and mixed reality markets are set to grow by US$162.71
billion, between 2021 and 2025 [24]. These technologies enhance the online shop-
ping experience by allowing customers to interact with the product virtually,
e.g., to virtually try on clothes [26], visualize products in their own space, and
interact with products in a more immersive and realistic way. In June 2020, a
survey of U.S. retailers revealed that 20% planned to invest in AR or VR for
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. Katsikas et al. (Eds.): ESORICS 2023 Workshops, LNCS 14398, pp. 232–248, 2024.
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their online stores, up from 8% six months earlier [3]. AR shopping via VTO
can also provide benefits for retailers, including increased sales, reduced costs,
and improved customer engagement. VTO on websites/apps is very accessible
as it does not require expensive headsets; just a web/phone camera. While the
popularity of this technology continues to grow, we know little about the cur-
rent state of privacy and security of such solutions. Feng et al. [6] examined
consumers’ responses to VTO apps. The results of their study demonstrate that
when users have high levels of privacy concerns, they tend to show higher levels
of perceived intrusiveness and more negative attitudes towards the app when
viewing themselves trying a product using VTO than when viewing professional
in-app models wearing the product. This perceived intrusiveness is justified con-
sidering that personal data such as user’s facial images, body images, or room
images become the subject of interest (we refer to any of those types of images
as user’s image in this study). If these users’ images fall into the wrong hands,
e.g., by means of leakage, selling, or otherwise, they can be used in nefarious
ways such as in fake or depictive videos/images, especially with the advance-
ment of deepfake technologies. Biometric data such as face geometry, which can
be obtained from facial images, is particularly used in facial recognition to iden-
tify individuals [10]. Additionally, face geometry can be used to extract other
information such as age, gender, and health attributes of the individual [14].

Furthermore, it is not well established whether VTO websites and apps are
in line with their privacy policies, or if they receive users’ images on their servers,
process them, or share them with third parties. Previous work such as [23] inves-
tigated security and privacy aspects of AR applications and their supporting
technologies. They identified some issues, such as the possibility of deception
attacks, overload attacks, access control for sensor data, and bystander privacy.
Other work [19] investigated authentication mechanisms for AR/VR devices.

In this work, we present a framework (see overview in Fig. 1) for measuring
the privacy of websites and Android apps featuring VTO, as well as testing the
security of VTO service providers. We analyze 138 websites and 28 Android
apps featuring VTO, and we analyze 3 VTO service providers. For the websites
featuring VTO, we check if users’ images or videos are shared while using the
VTO feature, and we check if the observed behavior is in line with the website’s
privacy policy. In addition to addressing the privacy aspect of the VTO feature,
we quantify and classify the third-party cookies and scripts present on each
website using an extension that we created and released1 for the web privacy
measurement framework, OpenWPM [5]. We do the same for the apps, but
instead of the quantification and classification of cookies and scripts, we check
for the presence of tracking libraries. We also test the VTO service providers for
security issues such as broken authentication, unauthorized access, and Cross-
Site Request Forgery (CSRF). We also check if there are any misconfigurations
which can leak users’ data.

1 https://github.com/virtualtryon2023/openwpm-cookies-and-scripts-extension.

https://github.com/virtualtryon2023/openwpm-cookies-and-scripts-extension
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Contributions and Notable Findings

1. We develop a framework to evaluate the privacy of VTO websites and apps
(including top brands), and to test the security of VTO service providers.

2. 90 out of 138 (65%) of the tested websites send the user’s image to a server
when using the VTO feature, and 79 out of 90 particularly to TP servers
including VTO providers, analytics services, and session replay services. For
43 out of 138 (31%) of the websites, the user’s image is stored during the
VTO. 10 user images are still accessible, with 3 of them still accessible over
2 months after testing. 15 out of 90 (17%) of websites - that send the user’s
image to a server - violate their own privacy policy and 35 out of 90 (39%)
use a VTO service provider that violates its own privacy policy.

3. 6 out of 90 (7%) of websites that send the user’s image to a server showed
a misleading and false disclaimer that denies the processing, storage or col-
lection of the user’s image, or claims that the user’s image is not shared and
remains on the local device, despite the reality being the opposite. For exam-
ple, Prada.com states“Your Image will not be communicated to PRADA or
anyone else and will not be stored by Luxottica. The Image is processed live.”,
even though it sends the user’s image to Adobe Ads.

4. 51 out of 138 (37%) of websites are confirmed to use VTO providers which
extract face geometry from received users’ images.

5. 1446 out of 2609 (55%) of TP scripts found in 138 websites are trackers.
Popular brands such as Elfcosmetics.com had the largest number of TP
tracking scripts: 29. 931 out of 2487 (37%) of TP cookies found in 138 websites
are trackers. E.l.f Cosmetics had the largest number of TP tracking cookies:
40. 55 out of 931 (6%) of cookies are set to the year 9999, and 403 out of 931
(43%) to more than 1 year but less than 5.

6. 5 out of 28 (18%) of tested apps with an overall of 20.5+ million downloads
are found to send the user’s image to a server, and 4 out of 28 (14%) send it
to a TP server. 2 out of 28 (7%) apps get the user’s image stored on a server
when using the VTO feature. 2 out of 5 of apps that send the user’s image
to a server violate their own privacy policy.

7. The VTO service provider Vossle.com is found to suffer from broken authen-
tication and authorization, where an attacker can get personal information
of all merchants using the platform, and can modify the VTO collection of a
victim. On sign-up, the user’s email and password are leaked to sentry.io
session replay service.

2 Related Work

Augmented and Virtual Reality. Liebers et al. [12] investigated the use
of gaze behavior and head orientation for implicit identification in virtual real-
ity. The personal identifiability of user tracking data during observation of VR
videos has also been studied [13,18]. Trimananda et al. [25] focused on Ocu-
lus VR (OVR) and provided the first comprehensive analysis of personal data
exposed by OVR apps and the platform itself, from a networking and privacy
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policy perspective. By comparing the data flows collected from the network traf-
fic of 140 apps with statements made in the apps’ privacy policies, they found
that 68% of OVR data flows were inconsistently disclosed in the privacy policy.
Furthermore, they extracted additional context from the privacy policies, and
observed that 69% of the consistent data flows have purposes unrelated to the
core functionality of apps (i.e., advertising, analytics, marketing, and additional
features). Lebeck et al. [11] conducted a qualitative lab study with an immersive
AR headset, the Microsoft HoloLens. Through semi-structured interviews, they
explored participants’ security, privacy, and other concerns.

Virtual Try-On. To the best of our knowledge, this is the first measurement
study to look into the privacy and security of websites and apps featuring VTO.
Past literature focused on users’ perception of VTO technology when shopping
online. Feng et al. [6] studied the effect of the users’ privacy concerns on their
perceived intrusiveness of VTO features, and how it affects their attitude towards
VTO apps. Smink et al. [22] studied the perceived informativeness and enjoyment
when using VTO in online shopping. Ivanov et al. [9] examined the impact of
users’ privacy concerns on the intent of adoption of VTO for clothes. They found
that a majority of their participants (110 out of 192) “would ideally use their
own avatar, but choose not to due to privacy concern”.

3 Methodology

3.1 Collection of VTO Providers, Websites and Apps

In this section, we outline how we collect our list of VTO service providers’
websites, websites featuring VTO, and Android apps featuring VTO. By VTO
service provider’s website, we mean the website of the company providing VTO
technology for other websites (clients) to use. A website/app featuring VTO is a
website/app making use of the VTO feature that is used by end-users. In some
cases, some VTO providers have a demo on their website which allows end-users
to use the VTO feature. We count such cases under websites featuring VTO too
and we analyze them as such.

VTO Service Providers. Despite the increasing popularity of VTO, it is still
not as ubiquitous, and there are not many VTO service providers. We collect
our list of VTO service providers manually using search queries (e.g.,‘virtual try
on solution’) on Google. In total, we find 18 providers. However, we test the
security of 3 only because they were the only ones which offer a free trial.

Websites Featuring VTO. In addition to using Google search queries, we see
the list of clients on VTO service provider’s websites to collect websites featuring
VTO. We collect a non-exhaustive list of 138 websites which mostly either offer
glasses VTO or makeup VTO. A few websites offered other VTO such as hair
and fingernail VTO. We also count websites with features to evaluate skin health
- by capturing a user’s facial image - as websites featuring VTO.
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Android Apps Featuring VTO. To collect Android apps featuring VTO, we
query Google’s Play Store with relevant keywords (e.g., try on, virtual try on, AR
glasses, AR furniture). We also look into the related apps section on the app’s
page, and the list of apps by the same developer. For apps, we look beyond
glasses and makeup stores. For example, we also count in apps with clothes
try-on, tattoo try-on, furniture AR visualization, hair try-on, shoes try-on, and
jewelry try-on. Only apps with at least 1 thousand downloads are considered.
We also classify apps to be either pure VTO or not.

Fig. 1. Overview of analysis framework.

3.2 Analyzing the Sharing of Users’ Images on VTO Websites/Apps

We identify 3 different modes through which customers can use the VTO feature.
First is live mode, where as long as a user’s camera is open, virtual products are
placed on their face/body or in the room in real-time. The second mode is image
capture, where an image is first captured, then the virtual product is applied.
The third mode is image upload, where the user uploads their image from their
device before applying the product. We also identify an option to the second
and third modes: download/share image, where a user clicks a download/share
(to Facebook, WhatsApp, etc.) image button, after applying the VTO effect.
We set up a man-in-the-middle-proxy to capture and decrypt HTTP/HTTPS
traffic while using the VTO feature in a website/app. For each available mode
in a website/app, we capture the network traffic, then analyze the requests and
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responses. Throughout the experiment for websites, we did not sign-up/in to
the website, as it is not required; the VTO feature is available for use without
signing in.

To confirm the sending of the users’ image, we analyze every request to see
if the payload contains the user’s image. The payloads containing images are
either in JSON format or multi-part file (form-data) format. We look for the
strings ‘image/jpeg ’ and ‘image/png ’ in the payload. These strings indicate the
beginning of an image encoded in base64 in the case of a JSON payload, and they
indicate the field for an image in the form-data payload. To verify it is indeed
the user’s image, in the case of an image in base64, we convert it to JPEG/PNG
format respectively using online tools [15,16]. If the image is in a form-data type
of payload, we just save the binary bytes to a JPEG/PNG file. If the image is
found to be of the user, then it is confirmed that the user’s image is sent to
a server. In several cases, the entire request payload is encoded in gzip or zlib
format. For gzip, we use Burp Suite’s decoder module to decode the payload. In
the case of zlib, we use the open source tool zlib [1] to decode the payload. A
limitation of our method is that although it considers payloads encoded in gzip
and zlib, it does not consider other cases such as where the payload is encrypted,
in another encoding method, or in other device dependent formats.

We consider that a user’s image has been stored in a server in two cases. The
first case is when any of the captured outgoing requests (which do not contain
the user’s image) retrieves the user’s image in the response. In the second case,
we analyze responses to captured requests after the user’s image has been sent
to the server for the first time. If any response payload contains a link enabling
the viewing or downloading of the user’s image or a modified version of it, we
infer that the user’s image is stored on a server. We do not consider cases where
the user’s image is obtained from the browser’s cache as storing the user’s image
on a server.

Test Setup. For testing websites, we set up the Burp Suite proxy on a Windows
11 machine, and use Google Chrome to test the websites. For testing Android
apps, we use a rooted Samsung Galaxy M02 phone running on Android 13.
Communication is established between the Windows 11 machine and the phone
via USB connection and ADB (Android Debug Bridge). Burp Suite proxy is
used for traffic interception. We use the dynamic instrumentation toolkit Frida
[7] to execute scripts to attempt bypassing SSL-pinning where needed.

3.3 Analyzing Privacy Policies w.r.t VTO Feature

Based on our observation while testing the VTO feature of websites/apps, we
analyze their privacy policy to see if there is any inconsistency or violation. We
classify the standing of a website/app with respect to its privacy policy into
not violated, vague, ambiguous, or violated. We consider that a website has not
violated its privacy policy if the user’s image is not detected to be shared at all,
or if no criterion mentioned below is matched. A website with a vague standing
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still does not violate the privacy policy, but there is no direct mention of image
collection in the privacy policy. A website will be given an ambiguous standing if
the privacy policy has contradicting terms, makes no mention of data collection
at all, or if the privacy policy is inaccessible. We consider that a website has
violated its own privacy policy if any of the following defined criteria is matched:
(1) image sharing to server : the user’s image is sent to the website’s server despite
the privacy policy denying it. (2) image storing : the user’s image is stored on the
website’s own server, or an associated cloud storage, despite the privacy policy
denying the storing of users’ images. (3) image storage duration: the duration of
storing the user’s image exceeds that which is mentioned in the privacy policy.
(4) image sharing to third party : the user’s image is shared with a third-party
without consent, despite the privacy policy denying it unless consent is given.
(5) image sharing to analytics services: the privacy policy mentions the use of
tracking and analytics services such as Google Analytics for automatic collection
and analysis of the user’s behavior and/or system settings, however, the user’s
image ends up being sent to that service provider. We do not consider the user’s
image to be normal information nor behavior to be automatically collected and
sent to such third-party services.

Based on the above criteria, we also report on websites (clients) which use
VTO providers that violate their own privacy policy when being used by the
client websites.

3.4 Measurement of Trackers

For websites featuring VTO, we create an extension to the OpenWPM open-
source framework [5] and use it to measure third-party (TP) scripts and cookies,
and identify trackers. OpenWPM provides raw structured data regarding the
crawls and stores it in an SQLite database. Our extension allows us to get the
following information about the crawled websites: (1) the number (and details)
of distinct first-party and TP cookies per website, (2) the overall number of
occurrences of TP cookies across the list of websites, (3) the expiry dates statis-
tics for every TP cookie host domain, (4) the categorization of TP cookies across
websites, and (5) the categorization of TP scripts across websites.

To identify TP cookies/scripts, we check their source URL. If the source
does not contain the domain name of the first-party website, we consider the
cookie/script to be originating from a TP source. We further categorize TP cook-
ies and scripts into one of three categories: advertisers, trackers, and unknown.
To categorize advertisers and trackers, we match the source of the detected TP
scripts and cookies with the EasyList and EasyPrivacy lists respectively [4],
which are lists for known sources of trackers and advertisers. If the source of a
cookie/script does not match any entry in the lists, it is categorized as unknown.
While it is true that the presented methodology may have misclassified some FP
cookies and tracking scripts as TP due to the use of a different domain name by
the FP, we mitigate this to some extent by not using exact matching. Rather, we
check for the presence of the original FP domain as a substring. So, misclassifi-
cation may occur only in case the FP uses domain names that do not intersect.
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Practically, we found through manual observation that the cookies and trackers
that were classified as TP do originate from third parties like analytics, adver-
tising, marketing, and social media companies; there was no misclassification.
Also, it should be noted that Easylist and Easy Privacy lists are not exhaustive
and may therefore miss proper classification of some TP scripts and cookies. For
Android apps, we check for the presence of tracking libraries (i.e., analytics and
session replay services).

Test Setup. We run OpenWPM on an Ubuntu 22 virtual machine (connected
to a home network) with 9GB RAM, 32GB HDD, AMD Ryzen 5 4600H 6-core
processor (host) for our measurement on June 5, 2023. We run 1 windowed
browser (as opposed to a headless browser) and enable the instrumentation for
HTTP traffic, cookies, navigation, JavaScript, DNS requests and callstack. We
performed stateless crawls (each new page visit uses a fresh browser profile) and
enabled bot-mitigation for less bot-like behavior. The crawled data is saved to
an SQLite database, which we then process using our extension. For checking
tracking libraries in Android apps, we unpack the APK files using the Jadx
tool [21] and inspect the libraries used in the source files. The limitation of this
approach is that there might be tracking libraries which we were not able to
identify due to obfuscation of their names.

3.5 Analysing VTO Service Providers

We consider several security issues for VTO service providers:

Broken Authentication. We remove authentication credentials from sensi-
tive/state changing (e.g., modifying VTO collection) requests and replay them.
If the response is the same as when the requests were sent with the credentials,
then the website would be considered vulnerable to broken authentication.

Unauthorized Access. We sign in using two accounts: an attacker account and
victim account (both belonging to us). We capture a request made by the victim
account and replace the credentials with that of the attacker. If the response
indicates success, and the victim’s account state is changed, then we consider
that there is an unauthorized access vulnerability.

CSRF Vulnerability. For a website to be considered vulnerable to CSRF, (1)
the server and client should not be communicating via JSON,(2) requests should
not require custom headers, and (3) there should be no anti-CSRF token in the
request [17]. So, for any PUT and POST request that matches the mentioned
criteria, we count the request to be vulnerable to CSRF.
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Ethical Considerations and Responsible Disclosure. To not infringe other
users’ privacy, we create two merchant accounts for the platforms we test: one to
represent the attacker and the other to represent the victim. So, whatever test
that appears to be intrusive (e.g., modifying the VTO collection of another mer-
chant or retrieving personal information of another merchant) has been done
against our own victim account. We also refrain from using active scanning
and automated tools when testing for security vulnerabilities. Furthermore, we
disclosed the discovered issues with the affected VTO provider, Vossle, in accor-
dance with the CERT Guide to Coordinated Vulnerability Disclosure [8].

4 Results

4.1 Sharing of Users’ Images on VTO Featuring Websites

Sending Images to Servers. For all tested websites, upon using the VTO
feature, the browser requests the user’s permission to use the camera. We found
that 90 out of 138 (65%) of the websites send the user’s images to a server when
using the VTO feature. 79 of them send the user’s image to a third-party server.
We consider any website or service other than the website being visited to be a
third party. For example, VTO service providers, analytics services and session
replay services are considered third parties. The majority of the third parties
- to which the user’s image is sent - are VTO service providers (71 incidents),
followed by Google Analytics (9 incidents). Also, there are 2 incidents where the
user’s image is sent in a Facebook Pixel to Facebook.com. We do not know the
intention behind sharing users’ images with analytics services. Possible reasons
include: VTO websites/apps are gathering users’ images through an analytics
service to e.g., analyze their customer base by inferring users’ demographics (e.g.,
age, gender, ethnicity, etc.), or to feed them into machine learning models for
improved user profiling. Besides images, there was one incident where a video
of the user is sent to Luxottica server while using its VTO2 in video capture
mode. We found that a user’s image can be sent to a server through more than
one mode per website. User images are sent to a server in each mode as follows:
live mode (40 out of 90, 44%), image upload (41 out of 90, 46%), capture mode
(28 out of 90, 31%), and download/share image option (27 out of 138, 30%),
respectively.

Image Storing. After analyzing the traffic, we were able to confirm that 43
out of 138 (31%) of the websites either store the user’s image themselves or a
third-party (associated with the website) stores the image. For 24 of these 43
websites, we detected 25 links (in total) - to access the user’s stored image -
being sent back from the server. For 10 out of 25 of the links we observed, the
user’s image is still accessible: 7 over three weeks and 3 over two months since
testing. For 6 out of 25 of the links, they expired and accessing them would give
an access denied error. Access being denied, however, does not necessarily mean

2 https://virtualmirror-xp.luxottica.com/kvbkF86bZsvnGqLmsfUdGj.

https://virtualmirror-xp.luxottica.com/kvbkF86bZsvnGqLmsfUdGj
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that the image is actually deleted. For 9 out of 25 of the links, accessing them
after some time gave a not found error, which can indicate that the image is
deleted.

Session Replay Services. There are 4 incidents on 4 websites where
users’ images are sent to session replay services: Transitions.com sends
the user’s image to Contentsquare.com, Bvlgari.com to Quantum Metric,
Paireyewear.com to Datadoghq.com and Lenskart.com to Microsoft Clarity3

session replay services.

Face Geometry Data. By inspecting the network traffic, we found that 51
websites use VTO providers (including Fittingbox.com and Luna.io, formerly
Ditto) which process users’ images and extract facial geometry from them. This
was confirmed by observing the facial geometry being sent back from the VTO
providers’ servers to the browser.

4.2 Privacy Policy Analysis w.r.t VTO Feature on Websites

After analysing the privacy policy of the 90 websites which sent the user’s image
to a server, we found that 15 out of 90 (17%) violate their own privacy policy.
7 out of 15 of them violate their privacy policy on the basis of the criterion
image sharing to analytics services, as defined in Sect. 3.3, where the websites
share the user’s images with third-party services such as Google Analytics and
Contentsquare session replay service. 6 out of 15 of the violations are on the
basis of the criterion image sharing to third party. The remaining 2 websites
violate their privacy policy on the basis of the criterion image sharing to server,
and image storing, respectively. 36 out of 90 (40%) have a vague standing with
regards to their privacy policy. 3 websites have ambiguous standing, and the
remaining 36 out of 90 (40%) do not appear to violate their privacy policy.

We found that 35 out of 90 (39%) of the websites - that send the user’s image
to a server - use a VTO provider which violates its own privacy policy. For exam-
ple, the VTO provider Fittingbox states in its privacy policy “FITTINGBOX will
not disclose or store your image; your image is processed live, on your device and
only for the duration of the virtual try on experience.”. Despite that, we found
from the network traffic analysis that it does receive users’ images to process
them. Many top brands such as Gunnar.com, Fielmann.at, Hansanders.nl,
and Jins4 are found to be using Fittingbox. Out of the 35 cases where a website
uses a VTO provider that violated its own privacy policy, 30 are on the basis of
the criterion image sharing to server as defined in Sect. 3.3, while the remaining
5 violate the privacy policy on the basis of the criterion image storage duration,
where the VTO provider (Perfect Corp) stores the user’s image longer than it
claimed. Perfect Corp states in its privacy policy that “If Facebook ‘share’ func-
tion enabled, photo is temporarily stored on Perfect server for 24 h”, however,
3 https://clarity.microsoft.com/.
4 https://us.jins.com.

https://clarity.microsoft.com/
https://us.jins.com
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it was still possible to access the image over 24 h later. After expiring a while
beyond the 24 h, it would give an access denied error, which may not mean that
it has been actually deleted. 46 out of 90 (51%) of the websites - that sent the
user’s image to a server - do not use VTO providers that violate their own pri-
vacy policy. 8 of the websites have a VTO provider which has a vague privacy
policy, while just 1 has a VTO provider that has an ambiguous privacy policy.

An alarming observation is that 6 websites (see Table 1) show a pop-up kind
of disclaimer upon using the VTO feature which tells the user that their image:
will not be uploaded to a server, shared, stored, or that it will be deleted. This
disclaimer is made regardless of what is actually stated in the privacy policy.
Despite this disclaimer, exactly the opposite occurs; the user’s image gets in-
fact sent to a server, stored, or shared with another party. Such disclaimer gives
the user false confidence in the website.

We also calculated the overall readability of the privacy policies of the VTO
websites which share user’s images to a server. We utilized the Flesch-Kincaid
Reading Ease metric [2] with readability scores very easy, easy, fairly easy, stan-
dard, fairly difficult, difficult, and very confusing. Out of the 87 tested privacy
policies (3 websites had missing privacy policies), 23, 62 and 2 privacy poli-
cies obtained a readability score of very confusing, difficult, and fairly difficult,
respectively.

Table 1. Example of tested VTO websites. PP in the table header means privacy
policy and TP means third-party. A � means yes. A blank means no. For the privacy
policy columns, a means violated, a means ambiguous, a means vague and a
means not violated. For the ‘violation type’ columns, the numbers denote the violations
as specified by the criteria defined in Sect. 3.3. The mapping is as follows: (1) image
sharing to server, (2) image storing, (3) image storage duration, (4) image sharing to
third party, (5) image sharing to analytics services. A dash ‘-’ means not applicable.
The full list of tested websites is available at https://github.com/virtualtryon2023/
VTO-Privacy-Analysis.
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www.elfcosmetics.com � � - 3

virtual-cosme.net � 4 -

www.aveda.ca � � 5 3

www.madison-reed.com � - 3 �
www.punky.com � � - 3

www.benefitcosmetics.com � 5 - �
vto.gunnar.com � - 1

www.fittingbox.com 1 -

www.transitions.com � 5 1 �
virtualmirror-xp.luxottica.com � 2 -

www.bulgari.com � - - �
www.prada.com � - - �
drbishop.com � 4 1

www.peepers.com � 5 1

edandsarna.com � � - -

www.alensa.ie � � 4 1

www.lensmartonline.com � � - -

fyidoctors.com � 4 1

anrri.com � � - -

https://github.com/virtualtryon2023/VTO-Privacy-Analysis
https://github.com/virtualtryon2023/VTO-Privacy-Analysis
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4.3 Sharing of Users’ Images on VTO Featuring Apps

We had an initial collection of 44 Android apps. 28 out of 44 were deemed to be
successfully tested (see the full list of tested apps on our GitHub repository5).
The others failed due to one of the following reasons: (i) the app does not load
even after applying SSL-pinning bypass, (ii) the app not does not load due to
unavailability in country or phone compatibility, (iii) the VTO feature is there
but does not work, (iv) could not find the button or place within the app to use
the VTO feature.

For the successful 28 tests, 5 out of 28 (18%) apps with an overall of 20.5+
million downloads are found to send the user’s image to a server, 4 out of 28
(14%) send the image to a third-party server, and 2 out of 28 (7%) are confirmed
to store the user’s image. 4 out of 5 apps send the user’s image to a server in
capture mode, and 1 out of 5 send the image in both capture and upload modes.
The third parties with which the user’s image is shared are: LogRocket6 session
replay service, VTO service provider Luna (for 2 apps), and some IP address.
The image that is sent to a server with an IP address and no domain name is
sent over non secure HTTP, which allows any intermediate device between the
client and server to intercept and access the image7. Ikea and Lenskart apps are
confirmed to store the user’s room and personal image, respectively. For Ikea, it
is confirmed on the basis that an image of the full room view is returned from the
backend after processing and remains available afterwards to add AR furniture.
Concerning room images, machine learning techniques can now be used for object
detection, which can be leveraged to infer information such as the presence of
kids (if toys are detected), habits or hobbies (e.g., due to the presence of musical
instruments), financial status (if expensive objects or electronics are detected),
etc. This data can be used in customer base segmentation. For Lenskart, it is
confirmed on the basis that an AWS S3 link to access the image is sent back
from the backend.

4.4 Privacy Policy Analysis w.r.t VTO Feature on Apps

2 of the 5 apps - that send the user’s image to a server - violate their own privacy
policy. The app Yourfit By 3DLook8 states in its privacy statement “We will not
disclose or share your images with third parties”, however, we detected that it did
send the user’s image to LogRocket session replay service. This violation is on the
basis of the criterion image sharing to third party as defined in Sect. 3.3. The app
Lenskart: Eyeglasses & More, which has over 10 million downloads, states “we do
not store any personal/sensitive information on our server. This remains safely
with you on your phone/other devices.”, however, we found that the user’s image
is sent to a URL with the lenskart.com domain, and an accessible AWS S3 link to
the image is sent back, proving that the image is in fact stored beyond the user’s
5 https://github.com/virtualtryon2023/VTO-Privacy-Analysis.
6 https://logrocket.com/.
7 The app has been removed from Google Play as of August 10.
8 https://3dlook.me/.

https://github.com/virtualtryon2023/VTO-Privacy-Analysis
https://logrocket.com/
https://3dlook.me/
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device. This violation is on the basis of the criterion image storing. 2 out of 5 of
the apps - which send the user’s image to a server - have a vague and ambiguous
privacy policy, respectively. The final app does not violate its privacy policy.

4.5 Measurement of Trackers

Scripts. Overall, we found 2609 third-party (TP) scripts in the 138 websites
that we crawled. Using the method described in Sect. 3.4, we categorized 1446
(55%) out of 2609 as trackers, 78 (3%) as advertisers, and the rest are unknown.
The top 4 most frequently detected trackers are googletagmanager.com (393 out
of 1446, 27%), facebook.net (180 out of 1446, 12%), google-analytics.com (133 out
of 1446, 9%), and hotjar.com (55 out of 1446, 4%). The facebook.net tracker can
track user’s behavior and share it with third parties [20]. Among the websites
with the most TP tracking scripts are websites of popular brands. For example,
E.l.f Cosmetics has the largest number of TP scripts: 29. See Fig. 3(a) for the top
20 websites with tracking scripts. Furthermore, we found that E.l.f Cosmetics’s
website has TP tracking scripts from 20 distinct domains, which is the highest
number among tested websites. 23 other websites, including Nars Cosmetics,
Jane Iredale, Kits, Madison Reed, Lenscrafter, and Oakley, have TP tracking
scripts from over 10 distinct domains.

Fig. 2. Expiry of top 20 TP tracker domains sorted by frequency in distinct websites,
and the no. of websites in which the top 20 tracker domains are present.

Cookies. We found an overall of 2487 TP cookies in the 138 websites we crawled.
931 (37%) are categorized as trackers, 708 (28%) as advertisers, and the rest
are unknown. The most frequently detected tracking domains that have set TP
tracking cookies are demdex.net (83 out of 931, 8.9%), followed by clarity.ms
(80 out of 931, 8.6%), then tapad.com (78 out of 931, 7.8%). Again, we found
popular brands to have a large number of TP cookies in general, and TP tracking
cookies in particular. E.l.f Cosmetics has the largest number of TP cookies, 121:
40 of which are trackers, and 56 are advertisers (the rest are unknown). Other
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popular brands such as Eyeconic9 and Lenscrafters10 for eye-wear have 45 and
41 TP tracking cookies, respectively. See Fig. 3(b) for the top 20 websites with
tracking cookies. E.l.f Cosmetics has its TP tracking cookies from 24 different
domains, Lenscrafters from 22, and Eyeconic from 21. The top three TP tracker
domains which occurred in most websites are demdex.net (35 out of 138, 25%),
adsrvr.org (27 out of 138, 20%) and tapad.com (26 out of 138, 19%). See Fig. 2
for the number of websites in which the top 20 TP tracker domains are found.
We found several TP tracker domains which set cookies with expiry dates to
the year 9999. For example, everesttech.net and clarity.ms have each set such
tracking cookies in 16 websites. In the crawled websites, a total of 55 out of 931
(6%) TP tracking cookies are set to the year 9999, 0 to more than 5 years but
not 9999, 403 out of 931 (43%) to more than 1 year but less than 5, and 358 out
of 931 (38%) to more than one month but less than 1 year. The remaining 115
are less than or equal to 1 month.

Tracking Libraries in Android Apps. We found 19 distinct tracking libraries
in the 28 Android apps we tested. Figure 3(c) and 3(d) summarize our findings.

(a) Top 20 count of TP scripts by site and
category, sorted by descending order of num-
ber of tracking scripts.

(b) Top 20 count of TP cookies by site
and category, sorted by descending or-
der of number of tracking cookies.

(c) Overall frequency of identified
tracking libraries in tested apps.

(d) Number of identified tracking libraries by
app.

Fig. 3. Summary of main findings for tracking scripts (a) and cookies (b) in websites,
and tracking libraries in apps (c, d).

9 https://www.eyeconic.com/.
10 https://www.lenscrafters.ca.

https://www.eyeconic.com/
https://www.lenscrafters.ca
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4.6 Analysis of VTO Service Providers

Out of the 3 VTO service providers we tested (Perfect Corp11, Deep AR12,
Vossle), only Vossle is found to have major issues. As an end-user who clicks on
a generated link for a particular VTO experience of a merchant, the end-user
can view (in the response to the GET request) the merchant’s personal details
such as name, email, mobile number, user id, and the login code associated with
the account on sign up, as well as Shopify, Magento and WordPress plugin keys.
Assuming a key can be used more than once or a Merchant has not used their
key, a non-Vossle subscriber could possibly steal a merchant’s Magento key to
use the Vossle plugin in their own store. We also found an instance of broken
authentication and authorization. Merchants’ account IDs are integers starting
from 0 onward; meaning, they can be enumerated. This makes it possible to
collect personal information of all merchants who use the platform, as there
exists an API which retrieves the details of all VTO experiences of a particular
merchant using the account ID. The retrieved details include the URL slug of
the VTO experience. The URL slug can be used with the previously mentioned
API - which requests the VTO experience - to get the personal details of the
merchant.

Another instance of broken authentication and authorization is that given
the account ID of a victim and removing the authentication parameters from the
request, an attacker can create a new VTO experience on behalf of the victim.
This can cause confusion to the victim with regards to their VTO collection,
and it can be used - for example - to create inappropriate VTO experiences and
share it in the name of the victim.

We also observed that no anti-CSRF tokens were used on the Vossle website.
However, the use of a JWT token instead of session cookies made CSRF attacks
possible only in one operation: creating a new VTO experience, where the JWT
authentication token is not checked by the website.

A privacy issue we found during sign-up on the platform is that the typed
password and email are sent to the session replay service sentry.io. The state
of the email and password fields gets captured after every character change,
including deletion and addition. The different captured states of the email and
password fields (as well as other fields) are then sent in one request, resulting in
the final state of the email and password being sent to the session replay service.

We informed Vossle about the vulnerabilities but they did not reply. We
emailed them again after over two months since the first notification, but again,
we did not receive any response (as of September 30, 2023).

5 Conclusion

Based on our analysis, we can conclude that there are concerns regarding the
manner in which websites and apps featuring VTO technology manage the pri-
vacy of their users, particularly in relation to their images. The majority of tested
11 https://www.perfectcorp.com/business.
12 https://www.deepar.ai/.

https://www.perfectcorp.com/business
https://www.deepar.ai/
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websites send users’ images not only to their servers, but also to third-parties as
well. The images are stored in many cases, and VTO providers of websites can
extract face geometry from users’ images. Many VTO featuring websites/apps
either violate their own privacy policy or they use a VTO provider that violates
its own privacy policy. Furthermore, several websites are found to mislead users
by displaying disclaimers - upon using the VTO feature - which are opposite
to the reality and do not represent their privacy policies. This is in addition
to the lack of clarity in privacy policies as of what really happens to the user’s
data while using the VTO feature. We also show that there are many third-party
tracking scripts and cookies present in VTO websites. Lastly, we found one VTO
service provider to be compromising the privacy of its clients by sharing their
email and password with a session replay service, and compromising the security
of their accounts due to vulnerabilities broken authentication and unauthorized
access.
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Abstract. Today, there are unlimited applications of data mining tech-
niques. According to ongoing privacy regulations, data mining techniques
that preserve users’ privacy are a primary requirement. Our work con-
tributes to the Privacy-Preserving Data Mining (PPDM) domain. We
work with Integral Privacy, which provides users with private machine
learning model recommendations and privacy against model comparison
attacks. For machine learning, we work with Support Vector Machine
(SVM), which is based on the structural risk minimization principle.
Our experiments show that we obtain highly recurrent SVM models due
to their peculiar properties, requiring only a subset of the training data
to learn well. Not only high recurrence, but from our empirical results, we
show that integrally private SVM models obtain good results in accuracy,
recall, precision, and F1-score compared with the baseline SVM model
and the ε Differentially Private SVM (DPSVM) model.

Keywords: Integral Privacy · Support Vector Machine ·
Privacy-Preserving Data Mining · Differential Privacy

1 Introduction

Data mining and privacy may initially appear to have two opposing objectives:
While privacy aims to protect the confidentiality of personal information, data
mining is interested in uncovering knowledge hidden within the data. Finding a
way to balance protecting users’ sensitive data and extracting valuable knowl-
edge is our goal in this work. Although Privacy-Preserving Data Mining (PPDM)
techniques seek to protect users’ privacy, doing so may result in decreased data
utility. Therefore, while choosing a machine learning model, it is important to
consider both the users’ goals and the trade-off between data utility and privacy
level, which depends on the application of the technique. There has been a lot
of research in the direction of PPDM. The concept of k-anonymity [10,11,15,16]
is based on group safety. It is a property possessed by anonymized tabular data.
When each individual’s information in a data release cannot be distinguished
from the information of at least k-1 other persons whose information also appears
in the release, the data release is said to have the k-anonymity property.
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Differential privacy [2] protects the individual-level information, meaning
that the output of a query does not depend much on the addition or deletion
of a record in a database. But, in some scenarios, too much addition of noise is
needed to suppress the leakage of information about an individual. For example,
if the algorithm is computing the mean salaries of the residents of a region. The
mean salary would be too high if Mr. Super Rich is present in the database. To
protect the salary disclosure of Mr. Super Rich, a lot of noise must be added to
the resulting mean, thus making the output mean useless. Next, we have crypto-
graphic approaches [9] for providing privacy. These mechanisms apply protocols
to facilitate distributed processing like secure multi-party computation [3,6], and
sharing of data under privacy guarantees. Nevertheless, they are computationally
expensive compared to data obfuscation techniques, and they are not compliant
with differential privacy unless we combine the two requirements.

In this work, we have investigated the use of integral privacy as an alternative
to differential privacy to achieve a high-utility privacy-preserving approach.

A model that can be learned from different disjoint datasets is integrally
private [17]. Integral privacy provides a defense against membership inference
attacks by any intruder. Membership inference attack is accessing the records
used in the training process [14]. In real life, it is hard to get different datasets
that do not share common records. The condition to not share records between
datasets is required to avoid membership inference attacks. The first approach
for the decision tree was given in [13], where instead of using different datasets,
authors have used a sampling approach to build the model space from subsets
of varying sizes that do not share records. The approach recommends recurring
models as integrally private models.

A similar approach was further applied for linear regression in [12]. This
approach needs to find (approximately) model space to recommend integrally
private models, which is very time-consuming and can only be done for small
datasets due to a limited computational budget. Our main contributions through
this paper are as follows.

1. We introduce integrally private model selection with Support Vector Machine
(SVM).

2. We propose a method to suggest recurrent SVM models with good utility and
privacy guarantees (integrally private).

3. We reduce the computational overhead to recommend the integrally private
models which have baseline comparable utility by creating disjoint partitions,
where the ratio of the number of instances in each class is the same as the
original dataset.

4. We also compared our results with differential privacy to show the superiority
of our proposed methodology.

After the introduction, we discuss the background theories. Our proposed
methodology will follow this in Sect. 3, results and its analysis with some draw-
backs in Sect. 4, and finished with a brief discussion of the future work and
conclusion in Sect. 5.
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2 Preliminaries

2.1 Support Vector Machine (SVM)

The structural risk reduction principle of statistical learning theory [1] is the
foundation for the state-of-the-art binary classification algorithm, Support Vec-
tor Machine. Consider a binary classification problem for a dataset Dn×d. SVM
chooses a hyperplane from a family of hyperplanes that best distinguishes the two
classes. The optimal hyperplane of the linear SVM is given as J(w): wTx+b = 0,
where b ∈ R is the bias term, w ∈ Rn is the normal vector of O(w, b). The fol-
lowing optimization problem can be solved to find the optimal hyperplane:

J(w) : min
w∈Rn

1
2
wTw + C

∑
max(0, 1 − yi(wTxi + b)) (1)

subject to,
yi(wTxi + b) ≥ 1 − max(0, 1 − yi(wTxi + b)),

for i = 1, 2, ..., d

Maximizing the margin corresponds to minimizing the L2-norm regulariza-
tion in the first term. The second term corresponds to the total errors for incor-
rectly classified samples or the errors of incorrectly located samples in the dead
zone. Here yi is the label of ith input with values from {+1, −1}. C controls
the trade-off between maximizing the margin and minimizing the sum of errors.
According to the first set of constraints, the data point projections must be at
least one unit distant from each other. If this is violated, the error variable must
be set to its minimum value to satisfy the constraint, creating a soft-margin
hyperplane.

2.2 Model Comparison Attack for SVM and Integral Privacy

With model comparison attack [13], the intruder aims to get access to sensitive
information using a membership inference attack. Let D be the original dataset,
X be the training set and G be the SVM model generated using the training set
X. In a model comparison attack, the intruder has access to the trained model
G and the additional number of information S∗ about the dataset D (S∗ ∈ D).
The intruder’s aim is to identify maximum records (∈ X) or completely identify
X. In order to do so, the intruder draws a block of samples S = S1, S2, ..., Sa

where Si ⊆ S∗. Each subsample is a data set that is further used as a training
set to generate an SVM model. Intruder compares the generated SVM models
with the model G. In the case of SVM, model comparison means the comparison
of hyperplane parameters (i.e., weights and bias). After model comparison, if
the comparison is successful, the intruder would be able to get the subsample(s)
that generate the model G. If only one subsample generates the model G, then
the intruder gets complete access to the training set. In case of more than one
subsample generating G, a membership inference attack can be done using the
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intersection analysis, i.e., finding the common records in the subsamples, which
leads to model G. This approach was first given for decision trees in [13] where the
complete model space (or approximately complete model space) was generated
with the information from S∗.

The recently proposed Integral privacy [17] acts as a defense against model
comparison attacks. Simply, integrally private models are the models which recur
enough (enough can be application dependent), where models are trained on
different subsamples which do not share records among them. The condition
to not share records among samples is required to avoid any inference using
intersection analysis. Let us formally define integral privacy (Fig. 1):

Fig. 1. Flow diagram to obtain Integrally Private selection for SVM

Integral Privacy: Let S∗ be the intruder’s background knowledge of the data.
Let P be the set of samples compatible with the background knowledge. Let
G ∈ G a model in the model space generated by algorithm A on S ⊆ P . Let
Gen∗(G,S∗) represent the set of all generators of G which are consistent with
the background knowledge S∗. Then, the model G is said to be k-anonymous
integrally private if Gen∗(G,S∗) contains at least k elements and

⋂

S∈Gen∗(G,S∗)

S = ∅ (2)

3 Methodology

3.1 Overview

In this paper, we propose IPSVM to build integrally private SVM models. Then,
we make a comparison between IPSVM models baseline SVM and DPSVM
in terms of accuracy, precision, recall, and F1-score. SVM outputs a vector of
weights whose dimension is equal to the number of features and a bias. In order
to obtain integrally private models, we apply the floor function over the weights
and biases. In this way, we obtain rounded weights and biases, which permits us
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to obtain recurrence on the models. That is, from different datasets, we obtain
the same models. Because of rounding weights and biases, we get good (high)
recurrence for the SVM. The following three analyses have been considered.

1. We created smaller disjoint partitions of the dataset. We tested IPSVM on
the smaller test set obtained from disjoint sub-partitions without applying
the floor function.

2. We also tested the efficacy of IPSVM on the whole test set of the data to
compare it with the baseline model without applying the floor function.

3. After applying the floor function, we obtain one set of model parameters
(w, b) for each set of recurrent models. We show that even after applying
the floor function, the results are reasonably good in comparison with the
baseline SVM model and DPSVM.

3.2 Datasets

In our work, we have considered 5 different datasets for binary classification.
They are described in Table 1.

Table 1. Description of datasets

Data Records Features Partitions Ratio Positive instances
Negative instances

Cod-rna 59535 9 60 0.67

Shuttle 54489 6 100 0.83

Skin segmentation 245057 4 200 0.79

SUSY 200000 9 150 0.45

Sepsis-Survival 129392 4 110 0.91

Originally, SUSY and the shuttle dataset have a dimension of 18 and 10,
respectively. We applied Principal Component Analysis (PCA) to reduce the
dimensions to 9 and 6, respectively. Also, the shuttle data was a multi-class data
with 7 classes. We converted it into binary classification data by combining the
samples from two majority classes, which were 45586 and 8903.

3.3 Creation of Partitions

The data-centric approach [8] suggests that data of good quality can generate
good results. Our approach is inspired by the data-centric approach in [18],
which suggests same-class distribution can lead to baseline comparable results
even with 0.2% to 2% of the original dataset. In order to generate integrally
private SVM models, we partition the data into same-class distributions. We
do as follows: we randomly sample the original binary class dataset to generate
a smaller partition that has the same ratio between the number of instances in
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positive and negative classes. This condition allows us to learn from the instances
of the two classes and, as we will see later, increases the number of recurrences
of the SVM model. For all the datasets in Table 1, we have generated disjoint
samples of varying sizes while keeping the ratio between the classes the same.
The sample size for each sample is also given in Table 1. Note that the partitions
do not share any record among them, i.e., all the partitions are disjoint, which is
a stricter condition than required for integral privacy. This suggests our results
will hold (or even improve) if partitions are mutually disjoint. I.e., all partitions
do not share any common record. The sample size must be carefully chosen to
generate enough samples, and each sample must have enough instances, which
can result in a well-learned model. Further work in the direction of a minimum
number of instances required to learn a well-learned model may improve the size
of each sample.

3.4 Integrally Private SVM (IPSVM)

Recent works based on the concept of Integral Privacy [12,13] recommended
recurrent models using different partitioning schemes than ours. The number
of sub-partitions created in both works [12] and [13] were immensely large. For
example, the cod-rna dataset has 59535 records, and according to [13], the num-
ber of sub-partitions needed to create the (approximated) model space would
be very large. We use a sub-sampling scheme, which is exceptionally computa-
tionally efficient compared to past works. We describe the approach for creating
sub-partitions in Subsect. 3.3.

The steps for obtaining the integrally private SVM (IPSVM) models are as
follows:

1. Create d disjoint sub-partitions of the data in such a way that the distribution
of each sub-partition matches with the original data.

2. Train d SVMs on each sub-partitions and obtain weight vector w and bias b
for each sub-partition.

3. Compute the floor value of w and b.
4. Count the recurrence of each pair of [w, b]. Extract top k-recurrent models,

called integrally private models.

Since the dual solution of SVM is typically sparse, the SVM only requires
a portion of the entire number of data points to identify the ideal hyperplane.
This characteristic is known as sparsity. As the classifier depends only on a small
portion of the dataset, the training set can be made small, which also fastens
the training speed of the SVM model [4,5]. Because of the aforementioned
property of SVM, we obtain highly recurrent SVM models with good
utility when trained on smaller data partitions. Refer Sect. 3 for more
detail.
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4 Results

Fig. 2. Accuracy, Recall, F1-score, and Precision on the test set of the smaller disjoint
data without applying the floor function on SUSY dataset

Choosing models with high representability guarantees high model utility and
privacy as per the definitions of Integral Privacy. Our experimental results show
that our approach obtained SVM models with a high recurrence. We show the
Top 5 recurrent models in our results.

1. We compare the performance of integrally private models with the baseline
SVM model and the DPSVM for ε = {0.1, 0.5, 0.7, 1, 2}. The dotted line
in the graphs, which goes just below the baseline model, provides a clear
demarcation between the models performing poorer than the baseline and
the models performing better or equivalent to the baseline.

2. We show the accuracy, precision, recall, and F1-score of the integrally private
models, the baseline SVM model, and the DPSVM for various values of ε on
the cod-rna dataset in Fig. 3, SUSY dataset in Fig. 2, and shuttle dataset in
Fig. 5. To be noted, IPSVM 6 in the legend of the figures means that Integrally
Private SVM models have six recurrences, the same for others.

3. We can deduce from our results on the cod-rna data in Fig. 3, the SUSY data
in Fig. 2, the shuttle data in Fig. 5, F1-score on the Sepsis-Survival data and
the Skin-Non Skin data in Fig. 4 that we obtain recurrent models in high
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Fig. 3. Accuracy, Recall, F1-score, and Precision on the test set of the smaller disjoint
data without applying the floor function on cod-rna dataset

Fig. 4. F1-score on the test set of the smaller disjoint data without applying the floor
function on Sepsis-survival and Skin-Non Skin dataset

numbers. We explain high numbers with an example of the Sepsis-Survival
dataset in Fig. 4. We created 110 disjoint partitions and got recurrences like
17, 16, 15, and 14. Given the number of disjoint partitions, the models were
recurrent enough. The performance of recurrent models surpasses DPSVM
and is comparable with the baseline SVM model. It is to be noted that we
obtain these results when we do not apply the rounding operation on weights
and bias of the SVM models. The test set for obtaining the performance
metrics was from smaller disjoint partitions (Due to smaller test sets in the
figures mentioned above, the performance of the recurrent or integrally private
models is sometimes better than the baseline SVM model).
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Fig. 5. Accuracy, Recall, F1-score, and Precision on the test set of the smaller disjoint
data without applying the floor function on shuttle dataset

Fig. 6. F1-score on the test set of the whole data without applying the floor function
to all the datasets

4. We show the F1-scores on the test set from the complete data for cod-rna,
SUSY, shuttle, Skin-Non Skin, and Sepsis-Survival dataset in Fig. 6. The F1
score for the Sepsis-Survival dataset for DPSVM, epsilon = 0.1, was lesser
than 0.2. Hence, it could not fit in the scale of the Y-axis. The F1-scores
shown in Fig. 6 prove the efficacy of integrally private models. We also show
the F1-scores after applying the rounding operation on weights and biases in
Fig. 7. So, we get one F1 score for each set of recurrent models. The results
show that applying the floor function does not deteriorate the performance
of the SVM model. Hence, recurrent models serve both utility and privacy.
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Fig. 7. F1-score after applying the floor function to all the datasets

4.1 Drawbacks

We may not have a sufficient number of disjoint sub-partitions for small datasets,
as we create disjoint sub-partitions so that each sub-partition has the same distri-
bution as the original data. For higher-dimensional data, we will get fewer recur-
rent models for SVM. The solution is to apply dimensionality reduction tech-
niques like Principal Component Analysis (PCA) before creating sub-partitions.
We also observed this for SUSY in Fig. 2 and Shuttle dataset in Fig. 5, that
the number of recurrent models increases after applying PCA. We apply the
rounding operation on weights and biases to obtain the recurrence. Because of
the rounding operation, we get recurrence in good amounts for SVM models.
Here lies the trade-off between utility and privacy. From the privacy perspec-
tive, applying floor function to the weights and biases is good, especially for
the privacy of the clients participating in Federated Learning (FL) [7]. In the
client-server architecture of FL, the clients do not share their data and only
share model parameters by training the model locally on their data. There are
various data reconstruction attacks on knowing the model parameters of the
machine learning models. Therefore, it is good from the privacy perspective not
to share the exact weight and biases in the process of FL. Nevertheless, this
privacy comes at the expense of degrading the utility of the datasets, which are
more sensitive to the weights.

5 Conclusion and Future Work

In our work, we studied integrally private model selection with SVM. Due to
the property of sparsity in SVM, we obtained high recurrence. We would also
like to examine the recurrence with other recent variants of SVM and other
machine learning techniques. We would also like to extend integral privacy in
the domain of Federated Learning (FL) [7], in which different devices learn a
machine learning model collaboratively without transferring their data. Only
model parameters are shared with the aggregation server. Even though the data
is not shared, sharing model parameters leads to substantial leakage. Hence,
applying integral privacy to FL is promising future work.
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Abstract. Accurate traffic flow prediction plays an important role in
intelligent transportation management and reducing traffic congestion
for smart cities. Existing traffic flow prediction techniques using deep
learning, mostly LSTMs, have achieved enormous success based on the
large traffic flow datasets collected by governments and different organi-
zations. Nevertheless, a lot of these datasets contain sensitive attributes
that may relate to users’ private data. Hence, there is a need to develop
an accurate traffic flow prediction mechanism that preserves users’ pri-
vacy. To address this challenge, we propose a federated learning-based
temporal fusion transformer framework for traffic flow prediction which
is a distributed machine learning approach where all the model updates
are aggregated through an aggregation algorithm rather than sharing and
storing the raw data in one centralized location. The proposed framework
trains the data locally on client devices using temporal fusion transform-
ers and differential privacy. Experiments show that the proposed frame-
work can guarantee accuracy in predicting traffic flow for both the short
and long term.

Keywords: Federated Learning · Traffic Flow Prediction · Differential
Privacy · Temporal Fusion Transformer · Time Series Data

1 Introduction

Urban transportation is a vital part of everyday life. Traffic congestion on roads is
one of the major concerns in today’s transportation system. Most of the people
traveling on the road utilize their own observations for selecting an optimum
time and path to commute. In the absence of accurate traffic flow predictions,
this leads to longer commute times and delays. Hence, everybody requires a
timely and accurate traffic flow prediction. Using accurate traffic flow prediction
techniques, we can use historic traffic data to predict future road conditions that
can be utilised in different location-based services.
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Even after being such an essential part of Intelligent Transport Management,
traffic flow prediction is difficult and quite challenging. First of all, the nature
of the traffic data is spatiotemporal. The models predicting the traffic flow must
capture both the time-series information and spatial features of the location.
Secondly, the traffic flow in a particular region is highly dependent on many
different external factors like which day of the week is it or is there any special
event happening on a particular day. Hence, these factors need to be considered.
Thirdly, most of the existing works can only do a short-term prediction for about
the next 30 to 50min which might not be enough time for the commuters to plan
their journey route. Lastly and most importantly, a lot of the historic traffic data
may contain some sensitive information about the vehicle which may reveal some
private information Hence, it is very essential to build a framework for traffic
flow prediction that gives accurate predictions and at the same time preserves
sensitive information.

Most of the traffic data is collected by the sensors deployed on the road. This
collected data is stored at a central location over which a traffic prediction model
is trained. This intrudes on the privacy of the data collected and increases the
prediction duration Hence, to address the above-mentioned issues, we propose a
novel federated differentially private traffic flow prediction framework based on
Temporal Fusion Transformers. The contributions of this paper are summarized
as follows:

– We propose a novel privacy-preserving traffic flow prediction framework that
integrates Federated Learning (FL), Differential Privacy (DP) and Tempo-
ral Fusion Transformers (TFTs). This framework gives accurate and timely
predictions without actually sharing the raw data collected from the sensors.

– We incorporate various static information like the day of the week and the
calendar holidays within the region which improve the accuracy of the pre-
diction.

– We have included the long-term prediction of traffic flow in a region that was
missing in the existing literature.

We use two evaluation metrics (Mean Squared Error and Mean Absolute
Error) on a real-world dataset for the simulation of the proposed framework.
From the obtained results we can clearly see that our proposed algorithm has a
higher performance when compared with the existing works.

The remaining part of this paper is organized as follows. Section 2 reviews
some basic concepts needed in understanding the paper. In particular, we dis-
cuss FL, DP, and TFTs. Section 3 describes, in brief, some existing literature
on traffic flow prediction. Our suggested prediction mechanism is described in
Sect. 4. Section 5 describes the dataset and simulation settings for experiments.
In Sect. 6, we provide and discuss the results. Section 7 gives the conclusion and
future directions.
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2 Preliminaries

2.1 Federated Learning

The concept of FL was proposed by Google [5] in 2016 which allows building a
collaborative model from distributed data without actually sharing and storing it
at a centralized location thereby preserving the privacy and security of the data.

Assuming M clients {C1, C2, . . . , CM}, Yang et al. [18] define federated
learning as a process of constructing collaborative model MFed with accuracy
AFed such that

|AFed − ACen| < δ (1)

Fig. 1. Federated Learning

where ACen is the accuracy of centralized machine learning on the centralized
dataset D = D1 ∪ D2 ∪ · · · ∪ DM and δ is a non-negative real number if Eq. (1)
holds. The FL algorithm is said to have δ-accuracy loss [18]. There are mainly two
categories of FL - one, where data at clients have the same features but different
samples, called horizontal FL, and second, called vertical FL, where clients have
different feature spaces. In our proposed solution, we work with horizontal FL.

In each communication round, the server transmits the global model parame-
ters to the selected clients. These clients perform the local model training on their
own individual dataset and send their updated parameters to the server which
then aggregates the differences to the global model. This communication stops
when convergence is achieved. The system architecture of FL is represented in
Fig. 1.

2.2 Differential Privacy

Differential Privacy [2] is considered as the de facto standard of privacy by most
researchers in the field of privacy. DP can provide strong privacy guarantees
if the selected values of ε and δ are good. The formal definition of differential
privacy is given as follows. An algorithm M is said to be (ε, δ) - differentially
private if

P (M(D ∈ S) ≤ e∈P (M(D′) ∈ S) + δ (2)
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where D and D′ are neighbouring datasets and S is an arbitrary subset of outputs
of M . ε is the privacy budget and δ is the relaxation term. A smaller value of ε
enforces stronger privacy.

2.3 Temporal Fusion Transformers

Transformers are the state of art deep learning models that were proposed recently
in 2017 [16]. They use the self-attention mechanism for different types of tasks.
Though they were originally proposed for natural language processing models
but several different versions of transformers have become popular over the time.
The major advantage of using the transformer models over the traditionally used
LSTMs [4] in sequential processing tasks is that they require much less training
time due to parallelization. One such type of transformer is the TFT.

TFTs were proposed by Lim et al. [7] in 2020. This model is specifically
designed for interpreting and predicting the time-series data. It has several novel
architectures that have improved the prediction performance for time series con-
siderably. The TFTs consider different types of inputs like static inputs which
could be the never-changing information like the ids of sensors, known inputs
which are known even after the input time like a day of the week and holidays,
and observed values.

The main modules of the TFT architecture are:

– Gating module: This module helps in filtering out the not-so-necessary com-
plex details in the model formed and hence reducing the complexity of the
trained model.

– Variable Selection Network: This module, being true to its name, is used for
the feature selection mechanism.

– Static information encoder: This encodes the static information in the prob-
lem considered for prediction.

– LSTM encoder-decoder layers: Since our main input is sequential in nature,
hence it is worthwhile to consider using LSTM layers to process the temporal
information well.

– SeqtoSeq layer and Multi-head attention module: They are used for capturing
the short-term and long-term dependencies in the data respectively.

3 Related Work

In this section, we discuss the most relevant research in the field of traffic flow pre-
diction. In the initial studies related to traffic flow prediction, most researchers
used traditional machine learning algorithms to solve the time-series problem.
Gary et al. [1] proposed a K-Nearest Neighbour approach for short-time traffic
flow prediction. Another Bayesian network-based [14] approach was proposed by
Sun et al. which took into consideration the adjacent road links to analyze the traf-
fic better. A few more machine learning-based approaches were proposed based on
Support Vector Machines (SVMs) [6] and Autoregressive Integrated Moving aver-
age (ARIMA) [13] but none of them was accurate enough. This could be because
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of the complicated relationship between features, volume, and uncertainty of the
traffic flow data. Hence, researchers started exploring some deep-learning tech-
niques for time-series prediction [11]. Since, the time-series data is sequential in
nature, hence, researchers found that Recurrent Neural Networks (RNNs) could
be good at capturing the temporal features in traffic flow prediction. Ma et el.
[9] proposed a bidirectional LSTM to capture the time features better while Fu
et al. RNNs indeed performed better than traditional machine learning algo-
rithms. Another set of researchers used Convolutional Neural Networks (CNNs)
and demonstrated good ability to capture the features in the field of computer
vision. Zhang et al. [21] used CNNs for predicting urban traffic flow and captured
the correlations of traffic with each road in a city. Some researchers tried combin-
ing properties of both CNNs and RNNs like Zhang et al. [20] which used the ST-
ResNet, to collectively forecast the inflow and outflow of crowds in a city. Xia et al.
[17] proposed a distributed WND-LSTM model in MapReduce that can predict
traffic flow for distributed traffic networks. All these models could predict the traf-
fic flow with a decent accuracy but all of them were centralized models and hence
did not take data privacy into consideration. Since data privacy is a major concern,
hence it is very important to find out an alternative to these models. FL being an
emerging field attracted a lot of researchers’ eyes. Liu et al. [8] proposed a feder-
ated learning-based highway traffic prediction using GRUs. FL, though, is more
secure when compared to the centralized approach but it is still not enough. To
ensure more privacy in FL approaches Yang et al. [19] proposed privacy-preserving
Additive Homomorphic Encryption (AHE) in FL. AHE is a good way of secur-
ing the FL environment but it is very computationally intensive and slow and
hence cannot be used in timely traffic flow prediction. To overcome these Qi et
al. [12] proposed a blockchain-based federated learning approach combined with
GRUs and Tang et al. [15] proposed a differential privacy-based federated learn-
ing approach with LSTMs for short-term prediction. Though LSTM models are
reasonably accurate but training them is difficult as they have a larger number of
parameters and cannot parallelize the task. Hence, we propose transformer-based
models to predict short-term as well as long-term traffic flows in conjugation with
privacy protection.

4 Differentially Private Federated Traffic Flow Prediction
Using Temporal Fusion Transformers

In this section, we propose two variants of a new federated traffic flow prediction
framework. The two variants differ only in the noise added to them.

Suppose we have m different sensors located in different parts of the city. Each
sensor collects the traffic flow data Di from its region. Each client’s data Di is
not shared with anyone and is only used by the client for training their model.
Each sensor constructs a TFT model on the dataset Di. Then, the model updates
are sent to the aggregating server where we use the FedAVG [10] algorithm to
aggregate these parameters. These aggregated parameters form the global model.
This global model is then sent back to the clients. This results in learning from
each other’s datsets without actually knowing the data.
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4.1 Client-Side Training

Figure 2 presents the client-side training steps. Each client collects road traffic
data every hour. When feeding this input to the TFT, we segregate the inputs
into different types. The first type is the static input values which is the detector
id and road number. Then, we input the known inputs. These values are the one
that we know even after the prediction time like the hour of the day, day of
the week, month, holiday or not etc. Lastly, we input the observed value. This
is the value that we want our model to predict after training. In our case, this
observed value is the number of vehicles on the road at any particular time. The
data format file is created and we set the look back historical window and the
prediction length of our model. We then set the hyperparameters which include
the number of LSTM layers, dropout rate, minibatch size and number attention
heads. Lastly, we train our TFT model and obtain the model parameters.

Fig. 2. Client side architecture

4.2 Model Perturbation

When the TFT model is trained on the client, then to ensure the security of the
sensitive information we apply ε differential privacy on the client-side trained TFT
model. More concretely, we supply the Gaussian mechanism and add noise to the
parameters. In our experiments, we add the noise with varying values of epsilon
from 0.1 to 0.9 and see how it impacts the global model’s prediction accuracy.

4.3 Aggregation Algorithm

Since, aggregation is the key component of this framework, we use the FedAVG
algorithm [10] for secure parameter aggregation. It is one of the simplest yet
effective and very popular aggregation algorithms. Every iteration of the algo-
rithm starts with initializing a global model to all the clients. The clients train on
that model with their own local datasets and obtain a new updated model. The
updates in the model parameters of these updated local models are then sent
to the global server. The global server aggregates these updates by performing
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a weighted average of their values. This forms a new global model. Again this
updated global model is sent back to the clients for local training. This process
continues iteratively until it reaches convergence. Once, the converged model is
ready we use this model to predict on the data to evaluate its performance.

Table 1. Prediction results of the proposed model without DP

Time Step MSE MAE

Centralized 24 0.0117 0.0567
72 0.0134 0.0562
720 0.0178 0.0713

2 Clients 24 0.0240 0.0931
72 0.0435 0.1098
720 0.0466 0.1536

4 Clients 24 0.0495 0.1589
72 0.0639 0.1795
720 0.0726 0.1689

6 Clients 24 0.0515 0.1525
72 0.0552 0.1541
720 0.0680 0.1646

8 Clients 24 0.0442 0.1461
72 0.0556 0.1608
720 0.0721 0.1667

5 Dataset and Experimental Settings

We are using the real-world public dataset collected by Caltrans Perfor-
mance Measurement System (PeMS) (http://pems.dot.ca.gov) in California.
This dataset contains the traffic flow information from the San Francisco Bay
area freeways. The data is collected from 862 different sensors located on the
highway system. The data is available for two years from 2015 to 2016 with a
reading of traffic on roads after every hour. We used three months of data from
January 2015 to March 2015 for training the TFT model and predicting the
values for the following one day, three days and one month. We have used the
Darts TFT [3] python library for implementing the TFT code. For simulating
the federated settings we clustered the sensors located in a nearby region in
proximity to each other into a single client. The values for the different TFT
hyperparameters for the experiments were set as input chunk length as 64, out-
put chunk length as 8, hidden size as 64, LSTM layers as 1, num attention heads
as 4, dropout as 0.1, batch size as 16 and epochs=3. The proposed algorithm is
simulated for 2, 4, 6 and 8 clients. We also apply DP on the client-side models
with different ε values (0.1,0.5 and 0.9) to show how it impacts the prediction

http://pems.dot.ca.gov
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results. For the evaluation of our results, we used Mean Squared Error and Mean
Absolute Error.

MSE = 1/M
M∑

i

(actuali − predictedi)2 (3)

MAE = 1/M
M∑

i

|actuali − predictedi| (4)

Fig. 3. Comparison of epsilon values for DP
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6 Results and Analysis

The results of the experiments described are presented below.

Table 2. Prediction results of the proposed model with DP

Clients Time
Step

Eps MSE MAE

2 Clients 24 0.9 0.1808 0.3321
72 0.9 0.1746 0.3298
720 0.9 0.1706 0.3103
24 0.5 3.2065 1.4260
72 0.5 2.8518 1.3553
720 0.5 1.8467 1.0783
24 0.1 8.9417 2.3549
72 0.1 8.2561 2.2964
720 0.1 8.2084 2.1916

4 Clients 24 0.9 0.1027 0.2458
72 0.9 0.0990 0.2440
720 0.9 0.1140 0.2436
24 0.5 1.5119 0.9814
72 0.5 1.4715 0.9699
720 0.5 1.4168 0.9445
24 0.1 5.6733 1.9114
72 0.1 4.9860 1.7923
720 0.1 4.3179 1.6547

Clients Time
Step

Eps MSE MAE

6 Clients 24 0.9 0.0898 0.2245
72 0.9 0.0905 0.2242
720 0.9 0.0980 0.2249
24 0.5 1.1510 0.8403
72 0.5 1.0912 0.8333
720 0.5 1.0094 0.8054
24 0.1 2.1788 1.1221
72 0.1 1.6476 0.9995
720 0.1 1.4634 0.9617

8 Clients 24 0.9 0.0768 0.1975
72 0.9 0.0715 0.2056
720 0.9 0.0679 0.2019
24 0.5 0.8602 0.7552
72 0.5 0.8055 0.7119
720 0.5 0.7056 0.6606
24 0.1 2.9688 1.3788
72 0.1 2.3772 1.3330
720 0.1 1.5631 1.0145

In Table 1, we compared the results of our proposed framework with the cen-
tralized Model. It shows the MSE and MAE values of the model by varying the
number of clients. It can be seen from the results that our federated framework
performs quite well and the obtained values are comparable to the centralized
approach. Though the error increases slightly with the increase in the number
of clients yet we consider that remains within reasonably good limits. We also
compare our proposed work with FedGRU [8]. The MAE and MSE values in
their work are 7.96 and 101.49 respectively for the same dataset. We can clearly
see that these are quite high when compared with the values of our approach.

In Table 2, we share the values of the MAE and MSE when varying the value
of ε for adjusting the privacy budget. In order to evaluate our results we can
report from the literature, the MAE and MSE values of FedLSTM with Differ-
ential Privacy [15]. They are 7.65 and 100.47 respectively which are very high
when compared to our framework’s results with DP. Hence, our proposed model
performs better than other baselines and existing works in the literature. In
Fig. 3, we have plotted the values of MSE and MAE to measure the effectiveness
of our model after adding noise. We have considered three values of ε, in our
experiments: 0.1,0.5 and 0.9. Please note that the lower the value of ε, more



Differentially Private Traffic Flow Prediction Using Transformers 269

is the noise added. We can see from Table 2 that with the highest ε value, the
noise added is less, thus the error values are low and vice versa. We can also
observe that with the increase in the number of clients, the values of MAE and
MSE show a reducing trend which makes our proposed framework suitable to be
used in FL settings with large number of clients. Also, when comparing our error
values with existing FedLSTM with DP [15], our values are smaller. Therefore,
our approach is better.

7 Conclusion and Future Works

This paper presents a novel federated traffic flow prediction framework based on
temporal fusion transformers and differential privacy which can make timely and
accurate long-term as well as short-term predictions. The proposed federated
framework is privacy-preserving as it does not promote any data sharing, is
resistant to membership inference attacks, linkage attacks, and backdoor attacks
and also satisfies differential privacy guarantees. This work is compared with
some existing works and centralized models on the PEMS Dataset. Our results
are comparable to the centralized ML algorithms yet preserve the privacy of
the client’s data. In the future, we would like to investigate more about the
impact of different experiment settings on the proposed framework. We will also
consider taking into account the spatial and weather information into account
while traffic flow prediction.
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Abstract. Data anonymization is crucial to allow the widespread adop-
tion of some technologies, such as smart meters. However, anonymiza-
tion techniques should be evaluated in the context of a dataset to make
meaningful statements about their eligibility for a particular use case.
In this paper, we therefore analyze the suitability of continuous ks-ano-
nymization with CASTLE for data streams generated by smart meters.
We compare CASTLE’s continuous, piecewise ks-anonymization with a
global process in which all data is known at once, based on metrics like
information loss and properties of the sensitive attribute. Our results sug-
gest that continuous ks-anonymization of smart meter data is reasonable
and ensures privacy while having comparably low utility loss.

1 Introduction

The suitability of data anonymization techniques, such as k-anonymity [20],
must be evaluated in the context of a dataset to make meaningful statements.
In particular, the data types, the granularity, and distribution have an impact
on the efficiency of data anonymization and affect the fundamental trade-off
between data privacy and data utility.

For smart meter data, the efficiency of data anonymization remains unclear
as the application scenario and the data pose a challenge. While smart meters
(SMs) become increasingly important to enable dynamic resource management
of various energy sources, the type of data differs from other relational data
sources. SMs generate a data stream derived from continuous sensor data, mea-
suring consumption of electric energy, gas, and water. SM data, therefore, com-
prises sensitive, personal data that require privacy protection. In addition, the
application scenario dictates a distributed architecture with distributed data
sources.
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Fig. 1. Centralized architecture with smart meters forwarding measurements to a cen-
tral entity for anonymization.

In this paper, we investigate the continuous anonymization of SM data and
assess the efficiency of ks-anonymity for the anonymization in this scenario. The
concept of ks-anonymity is an extension of k-anonymity for data streams [3]. In
particular, we use the widely recognized algorithm for stream anonymization,
CASTLE [3], and study its characteristics and suitability. For our study, we
consider a typical SM architecture in which distributed SMs send their data to
a central entity (CE). We evaluate the suitability of ks-anonymity for SM data
based on metrics such as information loss and range of the sensitive attribute,
and compare the performance of continuous piecewise anonymization with an
idealized anonymization as baseline.

Our results suggest that ks-anonymity is a reasonable choice for anonymizing
smart meter data. Based on our metrics, the performance of continuous data
anonymization appears to be comparable to our baseline. Further analysis of the
diversity of consumption measurements shows that in most clusters, the values
of the sensitive attribute are distributed over a wide range and are not clustered
around a single consumption value. Additionally, we note that the prioritization
of attributes during the anonymization process differs. This should be taken into
account in any case, but can also be exploited to shape the process to a certain
degree.

The paper is organized as follows. After introducing our problem statement
as well as ks-anonymity and CASTLE in Sect. 2 and 3, we present our evaluation
in Sect. 4. In Sect. 5 we conclude the paper.

2 Problem Statement and Related Work

Problem Statement. Our goal is to analyze whether continuous ks-anonymi-
zation is suitable for SM data. Since the data type differs from other relational
data sources in some crucial characteristics, this is everything but obvious. The
SMs generate continuous data streams consisting of measurements of user con-
sumption, e.g., electricity consumption. Different strategies can be applied to
discretize the data stream, such as measuring the current consumption value in
fixed intervals or aggregating the entire consumption between two measurement
time points. Thus, SM data has different characteristics, such as the temporal
granularity of the measurements.
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For our evaluation, we use a realistic architecture in which distinct SMs
measure the consumption and forward the data directly to a CE, e.g., the energy
provider. Figure 1 visualizes this architecture. The CE requires accurate data for
billing purposes. In order to facilitate further processing by third parties, e.g.,
for district management, the data is collected and anonymized centrally before
it is forwarded. For this scenario, we assume a trustworthy CE that handles the
data confidentially and publishes anonymized data correctly.

Related Work. There are several approaches to avoid profiling and disclosure
of information based on smart meter measurements. For instance, load balanc-
ing and shaping prevent characteristic traces in consumption data, while other
approaches focus on achieving privacy by design with specific architectures [2,4].
Another focus is on protecting privacy by anonymizing consumption data, e.g.,
with k-anonymity [20] or differential privacy [6,9].

Differential privacy relies on adding statistical noise to recorded data points
or to the entire combined dataset, thus offering consumers the ability to include
their data in a dataset without fear of negative repercussions. For an accurate
data analysis, it is important that the added noise does not influence the data
quality and distribution. To ensure this, many data points are needed [7,9].
However, for certain use-cases and applications, these requirements are out of
proportion to the benefits that can be derived from the data [5,9].

k-anonymity, on the other hand, works even on relatively small datasets, and
furthermore, the original measurements are preserved instead of being statisti-
cally altered, which could have had negative impact on energy grid operators,
for example [7,9,14]. For these reasons, we choose to focus in this paper on
k-anonymity instead of differential privacy.

Another recent approach to load prediction while maintaining data privacy
is Federated Learning [8,13]. Here, a global model is trained locally on devices
without sharing raw data. This can be particularly useful when a local model
is needed, such as for real-time actions. However, the approach requires certain
computational resources, more communication between the devices, and a coor-
dinating central entity. Therefore, k-anonymity appears to be a viable alternative
when resources are limited.

One algorithm to achieve k-anonymity for streaming data is the one analyzed
in this paper—CASTLE. Several other algorithms exist, some of which also
address challenges of CASTLE, such as [10,16–18,21]. However, to the best of
our knowledge, there are no studies that evaluate the suitability of ks-anonymity
specifically for smart meter data.
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3 ks-Anonymity and CASTLE

We focus on ks-anonymity [3], which is an extension of k-anonymity [20] for
streaming data. The main idea is to modify and group data items in such
a way that groups comprise at least k entries that are indistinguishable from
each other—an Equivalence Class (EQ). ks-anonymity [3] extends this idea and
requires that a published anonymized stream comprises EQs with at least k
distinct individuals, not just k entries.

CASTLE [3] is an established algorithm to achieve ks-anonymity by assigning
incoming data points, called tuples, to clusters that represent their generaliza-
tion. The tuples are specified in a metric space defined by the so-called Quasi-
identifiers (QIs) [20]. The clusters are EQs, where all data points share the same
generalized values for each QI attribute. Each cluster must contain at least k dis-
tinct individuals. CASTLE either creates a new cluster or assigns the tuple to an
existing cluster by minimizing the information loss. As information loss metric,
CASTLE uses the Generalized Loss Metric [11]. For cluster generalization, QI
attributes either form intervals, in the case of continuous attributes, or they are
generalized to their lowest common ancestor with respect to their correspond-
ing domain generalization hierarchy (DGH) for categorical attributes. A DGH
is a directed tree structure that defines hierarchical values for such categorical
attributes. CASTLE also uses a delay constraint δ that specifies the maximum
time that can pass before a tuple needs to be generalized and published. The
clusters that were anonymized with CASTLE can then be published and used
for further processing, e.g., by third-party data processors.

We can already observe that during the anonymization process, the QIs are
used for the generalization. At the same time, please note that the sensitive
attribute is not considered in the process. This could enable attacks if users in
a cluster have different consumption ranges that differ significantly from each
other.

4 Evaluation

Methodology. For our evaluation, we use a dataset of electricity consumption
measurements that is publicly available at the UCI Machine Learning Reposi-
tory.1 The dataset consists of consumption data from 370 clients, measured every
15 min between 2011 and 2015. Based on the consumption profiles in the dataset,
we infer that the set comprises data of individual households, and larger con-
sumers such as schools, hospitals, or small industry.2 The original dataset contains
only measurement data and timestamps and no additional information about

1 https://doi.org/10.24432/C58C86.
2 The magnitude of consumption values suggests that the values are given in Watt

instead of kW as noted in the description of the dataset.

https://doi.org/10.24432/C58C86
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Table 1. SM measurements with exemplary ks-anonymization

(a) Original data tuples

UID Address Time Value

1 ...2105845 09:15 20.5

2 ...3101575 09:15 36.5

3 ...2104112 09:15 16.8

4 ...8108000 09:15 87.5

5 ...9103000 09:15 20.5

6 ...1108030 09:30 87.5

7 ...2102059 09:30 20.5

(b) Exemplary 5-anonymization of Table 1a

Address Time Value

[...1108030, ...3101575] [09:15, 09:30] 20.5

[...1108030, ...3101575] [09:15, 09:30] 36.5

[...1108030, ...3101575] [09:15, 09:30] 16.8

[...1108030, ...3101575] [09:15, 09:30] 87.5

[...1108030, ...3101575] [09:15, 09:30] 20.5

clients. We therefore added synthetic addresses, modeling a district in Berlin,
where zip code, street, and house number are encoded in an integer value. Thus,
each data tuple is of the form (consumption, unique identifier (UID), address,
timestamp). Due to its size, we sampled the dataset (weeks 46 & 47 of Novem-
ber 2014) resulting in 164 102 tuples.

In our simulations, we apply ks-anonymity to this dataset. During the
anonymization process, the UID is removed. The consumption value, which is
the sensitive attribute, is retained and never changed. The remaining attributes,
indicating the time and location, are the QIs that are generalized. To this end,
when published, the anonymized tuples per QI each have only the range between
the minimum and maximum value that existed within their corresponding clus-
ter. Table 1 shows exemplary SM data and a potential anonymization with k = 5.
For better readability, we do not include all QI attributes in this example.

We use the publicly available CASTLEGUARD implementation [19]. When
disabling the differential privacy feature (which we did), it resembles the CAS-
TLE algorithm. Since we identified potential bugs, we made some minor adap-
tations to the code,3 e.g., in the function merge clusters. We provide our code
including the respective changes as well as the dataset on GitHub.4

We simulated a distributed ks-anonymization with CASTLEGUARD for dif-
ferent δ ∈ {100, 400} and k ∈ {10, 25, 50, 100}. Since we sampled the data set,
δ = 100 includes data of approximately 15 min and δ = 400 data of one hour. We
compare this to a global ks-anonymization process in which all data tuples are
known in advance and then clustered all at once. The latter is simulated using
the ARX anonymization tool [1].

3 We have reached out to the developers to discuss the bugs/changes.
4 https://github.com/carolin-brunn/dpm-castle-analysis.

https://github.com/carolin-brunn/dpm-castle-analysis
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Fig. 2. Average information loss for quasi-identifying attributes.

Information Loss. For our evaluation, we use information loss as utility metric.
Specifically, we use the Generalized Loss Metric (GLM) [11], which is also used
for estimating the information loss in CASTLE. Here, the cluster range of a
generalized attribute is compared to the overall range of this attribute. For each
entry, the information loss of an attribute is defined as ui−li

U−L ∈ [0, 1], where ui or
li is the upper or lower limit of entry i’s attribute generalization, and U or L is
the overall upper or lower limit of this attribute, respectively. For our evaluation,
we calculate the average information loss across all clusters per attribute.

Figure 2 shows the average information loss of all clusters for varying k and δ
of the address (left plot) and time (right plot) attribute, respectively. We observe
that the information loss is highest for the address attribute in most settings.
The clusters must always contain k distinct individuals that all have different
addresses. Thus, whenever a cluster is created, the address attribute needs to be
generalized. This condition leads to a different behavior than that of the remain-
ing attributes. The information loss increases for the address with an increas-
ing k. This is expected since an increasing k requires more distinct individuals
with different addresses. We also observe that for CASTLE, the information loss
increases as the ratio between k and δ increases. Presumably, CASTLE is forced
to join very different clients, if many clients have to be extracted from a relatively
small sliding window. Overall, it is noticeable that the address information loss
is comparable for ARX and CASTLE. For lower k, ARX has a lower information
loss than CASTLE’s sequential generalization with δ = 100. However, for larger
k and δ the advantage of ARX fades. For δ = 400, CASTLE consistently finds
better clusters that result in a lower information loss when compared to ARX.

For the time attribute, the information loss of ARX and CASTLE is com-
parable. Note, however, that in the beginning ARX has a higher information
loss than CASTLE. ARX’s poor performance seems counterintuitive, but can
presumably be explained by its anonymization strategy. ARX chooses the same
generalization level for all values of the same attribute. Consequently, one cluster
that requires a higher level of generalization may cause all other clusters that
could be formed with a lower generalization to be published with the unnecessary
generalization.
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Fig. 3. Cluster size [tuples] in relation to the UID diversity.

In general, the results suggest that CASTLE is a reasonable alternative to a
global generalization with ARX, especially for larger δ. Nevertheless, attribute
ranges seem crucial for the prioritization when generalizing attributes. Conse-
quently, analyzing the exact behavior of CASTLE with attributes of different
magnitudes and diverse parameter settings is necessary to find optimal settings
for the anonymization of smart meter data, which we will investigate in the
remainder.

UID Diversity. Next, we compare the size of the published clusters and the
diversity of unique identifier (UID) values in these clusters. The k value is also
the minimum number of distinct UIDs required per cluster. Therefore, a larger
UID diversity means a larger number of distinct individuals that protect each
other from information disclosure. In contrast, very large clusters with a low
UID diversity indicate that many data tuples correspond to the same individu-
als. This could compromise privacy as a person may have similar consumption
values, resulting in low diversity of consumption values and potentially disclosing
information.

Figure 3 shows the cluster size in tuples against the UID diversity. The two
plots on the left show the results of two simulations with CASTLE, while the
plot on the right shows the results of the global anonymization with ARX. The
different colors and markers represent the different values of k. For ARX, we
observe that the UID diversity of most clusters is between 2 · k and 2.5 · k.
Moreover, the clusters generated with ARX are about the size of their UID
diversity.

For CASTLE, we observe that δ significantly influences the cluster sizes. For
better visibility, we excluded a few clusters that were larger than 500, which were
most likely caused by an unfavorable combination of tuples due to an expiring δ.
In Fig. 3, the cluster size increases with larger δ, while the range of UID diversity
remains about the same. We suspect that this is caused by the nature of the
dataset. The extracted sample includes about one-third of the available data
points, i.e., measurements of about 120 clients per time point, and each client
appears on average 1–2 times per hour. One hour corresponds to approx. 490
data points. Thus, for δ = 100, each client that appears has about 1 data point
in the sliding window when the clusters are created. Consequently, the cluster
size and UID diversity are about the same. For δ = 400, the sliding window can
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Fig. 4. Consumption range against UID diversity per cluster.

contain several tuples per client. In this case, multiple time points belonging
to the same client, are mostly included in the same cluster, resulting in larger
clusters with the same UID diversity. This is also reflected by our information
loss analysis of the time above.

Consumption Range. Next, we analyze the diversity and distribution of the
sensitive attribute, i.e., electricity consumption. Our initial analysis showed that
almost all settings resulted in a diversity of the sensitive attribute that at least
approximately matches the UID diversity, suggesting a high level of privacy
protection. Please note that we deliberately refrain from using l-diversity [15]
as metric in this paper, since l-diversity was designed for categorical but not
numerical attributes. It particularly does not take the range or similarity of
numerical values into account as was previously described in [12]. Consequently,
the l-diversity results could lead to a distorted notion of privacy protection.

Instead, we consider the range e of the sensitive attribute in the clusters
inspired by (k, e)-anonymity [22]. Figure 4 shows the consumption range (sensi-
tive attribute) against the UID diversity. Again, the two plots on the left show the
results obtained with CASTLE, while the plot on the right shows ARX’ results.
The different colors and markers represent the different values of k, which is also
the minimum required UID diversity of the clusters.

For CASTLE, we see that k and the UID diversity only slightly influence the
consumption range. Indeed, a certain UID diversity exhibits all different ranges
of the sensitive attribute.

The same applies for ARX. Independent of k, the clusters exhibit all different
ranges. The consumption of individual households is expected to be in smaller
ranges typical for the number of members in a household. Compared to that,
larger clients such as schools or industry have larger consumption with more
variance. The results in Fig. 4 suggest that different types of clients are included
in many clusters for both processing strategies.

Consumption Proximity. Information about the range does not capture
the distribution of the sensitive attribute. We therefore analyze the difference
between neighboring consumption values in a cluster by analyzing their relative
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Fig. 5. Average proximity ratio of tuples in clusters.

ε-neighborhood with ε = 0.2, as described in [12]. We calculate the proximity
ratio as the average percentage of tuples in a cluster that have other tuples in
this cluster within 0.2-neighborhood. This could facilitate a proximity breach,
which means that an attacker can infer that the sensitive attribute lies within a
small interval [12]. We assume that clusters provide privacy protection if distinct
household types are included, thus, eliminating the risk of revealing information
about the household due to too many similar values. For this reason, we choose
to evaluate the 0.2-neighborhood based on the average daily consumption of dif-
ferent types of households.5 With 0.2-neighborhood, we include a broad range
of consumption values that are likely to occur for the same household type, and
thus bear the risk of revealing information if only these were clustered together,
while preventing different household types from being labeled as proximate.

Figure 5 shows the distribution of these values as empirical cumulative dis-
tribution plots. The larger the k, the fewer tuples are in 0.2-neighborhood of
each other, indicating better privacy protection since the values of the sensitive
attribute are less similar within a cluster. We observe no substantial difference
between the results obtained with CASTLE and ARX, for k = 10, the clusters
generated by CASTLE show even less proximity than those of ARX. This means
that the privacy obtained with the sequential ks-anonymization is comparable
to the global anonymization realized with ARX.

5 Conclusion

In this paper, we analyzed the suitability of ks-anonymity for smart meter data in
a centralized architecture. Our results suggest that the continuous ks-anonymi-
zation with CASTLE is comparable to a global anonymization with ARX. Both
strategies achieve low information loss and diverse clusters that are needed to
provide privacy protection. We therefore consider ks-anonymity as a reasonable
approach for smart meter data anonymization. Especially when the exact values
and course of measurements are needed, ks-anonymity might prove to be more
practical than differential privacy or federated learning. The exact influence of

5 https://www.destatis.de/EN/Themes/Society-Environment/Environment/
Material-Energy-Flows/Tables/electricity-consumption-households.html, Last
accessed 11 August 2023.

https://www.destatis.de/EN/Themes/Society-Environment/Environment/Material-Energy-Flows/Tables/electricity-consumption-households.html
https://www.destatis.de/EN/Themes/Society-Environment/Environment/Material-Energy-Flows/Tables/electricity-consumption-households.html
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certain parameters, such as window size, require further research in order to find
optimal settings for specific use cases. Additionally, the constraints of numerical
data such as electricity consumption must be considered and suitable metrics
for the evaluation of the privacy of anonymized data have to be chosen. For
instance, we suggest analyzing range and proximity instead of l-diversity only.
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Abstract. There is an increasing need to share sensitive information
within and beyond organisations. Protecting this information is vital for
commercial and regulatory reasons. Homomorphic Encryption (HE) has
come to the fore as a mechanism to enable the sharing of confidential data
in a secure and private manner. Multiple open-source libraries are now
publicly available, providing organisations with the tools to utilise the
advantages of HE. While research devoted much effort to the academic
and cryptographic aspects of HE schemes, research explicitly focusing on
real-world financial applications is comparably rare. There is a need to
provide a comparative analysis and related benchmarking of the most
suitable HE libraries, having fixed the functional and non-functional
requirements of the enterprise application of interest. We consider the
motivation and background for HE and discuss the most promising open-
source HE libraries. Having introduced real-world use cases in a financial
context, we then illustrate outstanding challenges and how we plan to
circumvent open points, introducing HELT (Homomorphic Encryption
Libraries Toolkit).

Keywords: Homomorphic Encryption · Private computation ·
Real-world applications

1 Introduction

Financial institutions create, process, and control significant amounts of data.
This data can have significant value, especially when combined with other sources
or types of data. Such sources include other financial institutions and service
organisations, government and regulatory bodies, and other units within their
own organisation. However, sharing such data is not always possible for legal,
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regulatory or commercial reasons. As such, methods are required that allow the
use and analysis of this data in a confidential manner. Homomorphic Encryp-
tion (HE) is a promising approach to the problem of computation of confidential
data. Since the introduction of Fully Homomorphic Encryption (FHE) in 2009
[13], much effort has been devoted to optimising the drawbacks brought by the
enhancements introduced by the work of Gentry. In this direction, the academic
community has developed many libraries to test and allow HE use. The first ver-
sions of these libraries were not ready for enterprise and real-world applications.
HE realises not only the protection of data in-transit or at-rest but also in use.
It represents paramount progress in data analysis due to the increasing usage
of personal data and its applications in everyday life. Moving to a more spe-
cific context, we can observe how financial institutions and services have access
to structured and unstructured personal data due to their varied duties. Fur-
thermore, fintech companies and public institutions could also use public cloud
services. It appears more evident that legal instruments, e.g., Non-Disclosure
Agreements (NDA) [18], are not protective enough for data owners and finan-
cial counterparties. There is a demand for more stable and sound technology
solutions to the problem of confidentiality of personal data, such as PETs (Pri-
vacy Enhancing Technologies). Of course, HE is only one of the available PETs
on the market. We focus on this cryptographic technique taking into account
two different motivations: (i) many PETs fail with the so-called privacy-utility
trade-off : an amount of leakage about confidential data should be accepted to
obtain valuable results from the computation [27]; (ii) the recent and consistent
investments in the HE field in the last years [20].

Despite attempts to make HE libraries more user-friendly, building
enterprise-ready applications that act on homomorphically encrypted data still
requires a range of technical experts: (i) the data analyst, which could either
be a data scientist or an artificial intelligence expert, or a (typically untrusted)
researcher that may be external to the organisation; (ii) the software developer,
which helps in the integration of the new application in the already existing
legacy environment, provided all the functional and non-functional constraints;
(iii) the cryptographer, which is pivotal to choose the suitable library and to
choose the right HE context, that as we will see in the remainder of the paper,
is not an easy task for a non-cryptographer. Moreover, new and existing enter-
prise applications should be translated into a HE-friendly format to support the
computation. It is not easy to make these three actors work together. Further-
more, an expert skilled in all these aspects is yet to be available in the market.
Enterprises need a solution to fix this gap, at least partially.

This paper conveys the idea that it is necessary to build open-source bench-
marking tools that allow understanding of some crucial issues:

– if the existing HE libraries are usable for the data analyst;
– which library fits a given application;
– what means integrating them with the existing enterprise environment.
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We propose a two-step approach for adopting HE in an enterprise context to
reach this objective. The first step is providing the data analyst with encrypted
confidential data and an HE environment with selected open-source libraries.
The cryptographer will guide the analyst in building the proper analysis in a
HE-friendly format. A phase of control of the results by the Data Owner may
be envisaged to avoid re-identification due to analyses aimed at extracting con-
fidential data. The second step will provide an HE toolbox where some standard
functions, e.g., the primitive blocks of statistical computations or some simple
machine learning or Natural Language Processing tools, are implemented, given
a chosen library, and then exposed to the data analyst, apart from a set of param-
eters. This step should be carefully implemented, considering the functional and
non-functional requirements of the involved actors. The choice of parameters is
challenging because the HE context highly depends on the target application and
the employed data. The goal is to provide a set of rules and predefined parame-
ters. This paper is a starting point for analysing some available HE libraries. It
represents a short work-in-progress report for developing a playground where the
data analysts, helped by the cryptographers in the initial phase, can experiment
with which library is more suitable for the selected application.

Outline. The remainder of the paper is organised as follows. Section 2 describes
the industrial context we are touching. Section 3 introduces a proper background
for HE. In Sect. 4, we describe the main libraries, giving a valuable overview of
implemented schemes and their parameters. Section 5 discusses the requirements
for a possible HE benchmarking tool. In Sect. 6, we review the main results avail-
able in the literature. Finally, Sect. 7 concludes the paper and gives directions
for future work.

2 Industrial Context

Although HE has been successfully employed in medicine [33], we focus on the
financial institutions’ context. Indeed, governments and institutions have access
to confidential data for their purposes. Among institutions, we will consider the
case of a central bank, which owns different confidential assets, like datasets
about companies, balance sheets of banks and intermediaries, payment systems
data, suspicious transactions data, and many others. These datasets are instru-
mental in ensuring that a central bank acts, e.g., as the supervisory authority or
is proficient in economic research, collaborating with academia and other statis-
tics institutions. Each dataset has a different data owner who is the only one in
charge of manipulating and analysing the data. The possibility of collaboration
between external actors, such as data scientists or academic researchers, and
the sharing of confidential assets with other institutions and academia are chal-
lenging. It may undergo ad-hoc remote processing systems [4] or anonymisation
processes [7]. Furthermore, the confidential nature of the data assets cannot fully
unravel the potential of public cloud computing. In Fig. 1, the depicted use cases
are locked due to the confidential nature of the data. We can deduce that, in
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Fig. 1. Locked enterprise use cases due to privacy concerns.

the financial context, two are the main scenarios that ask for a solution based
on HE [17,32], as in Fig. 2:

– private outsourcing computation, where an institution may decide to use pub-
lic cloud resources to execute computational intensive tasks on confidential
data;

– privacy preserving data science, where an external actor (that may be a
machine learning expert, a researcher from another institution, or a data
scientist from the same institution that is not the data owner) has to perform
tasks like, e.g., Private Prediction as a Service (PPaaS), Private Training as
a Service (PTaaS), or statistical analysis on confidential data.

Moreover, the use of HE in this second scenario protects confidential data from
untrusted third parties and the intellectual property of the algorithm developed
by the external actor [5]. Public cloud resources could enable this scenario, espe-
cially in the case of PTaaS. We may deal with these different situations in these
three scenarios: (i) encrypted data, plain model, (ii) encrypted data, encrypted
model, and (iii) multiple encrypted data from different data owners. Multikey
Homomorphic Encryption could enable the last one [21]. With their different use
cases, these scenarios can represent practically relevant HE applications in our
industrial context. Sharing a statistical dataset ensuring confidentiality requires
fixing functional and non-functional requirements that enable a wise choice of
the HE library to support private computation. In the case of private compu-
tation with HE, confidential data will undergo a new data-processing pipeline:
as we will see in Sect. 3, working with homomorphically encrypted data requires
a phase of Encoding before Encryption; the classical Extract-Transform-Load
(ETL) process should be complemented with these two phases before sharing
data between counterparties. The design of these phases is closely tied to the
nature of data (e.g., textual or numeric, structured or unstructured) and the
application we need to deploy: having a benchmarking environment will help
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Fig. 2. Private Prediction as a Service (PPaaS) and Private Training as a Service
(PTaaS)

choose the most appropriate HE library for each application. In Table 1, we
gathered the requirements from the point of view of the three actors that are
involved in our design process, as seen in 1: (i) the data analyst, (ii) the data
owner, and (iii) the software developer. From this requirements gathering, we
will exclude the cryptographer that will set up the HE test environment and
assist these actors in the application deployment.

Table 1. Requirements for private computation with Homomorphic Encryption.

Actor Requirement

Data Analyst Usability

Documentation and toy examples

Parameters setting

Programming language

Ease of data preparation phase

Confidentiality of models

Data Owner Data confidentiality

Correctness of results

Performance

Cloud/on-premise solution

Software Developer Integration in the enterprise environment

Code maintenance and upgrade
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3 Background

We introduce the main results of HE theory to pose a common language for the
remainder of the paper. The interested reader may find an in-depth discussion
in [1,22].

A Primer. Homomorphic Encryption (HE) allows computation on encrypted
data by employing an homomorphism, a structure-preserving map between two
algebraic groups, i.e., the plaintext group P and the ciphertext group C.

For an asymmetric HE encryption scheme, it holds:

Encr(pkencr, p1 � p2) = Encr(pkencr, p1) ◦ Encr(pkencr, p2) = c1 ◦ c2 (1)

where Encr(·) is the encryption function, � and ◦ are defined over the group P
and C.

Equation 1 means that computing � over plaintexts p1 and p2 is equivalent
to computing ◦ on related ciphertexts c1 and c2.

HE schemes are required to work with complex functions, not just single
operations. Beyond key generation, encryption, and decryption functions, the HE
scheme defines an evaluation function as follows, Eval(pkevalf, [c1, c2]), where
the function f should belong to the set of the admissible functions for that
particular scheme to be correct:

p1 � p2 = Decr(sk, c1 ◦ c2) (2)

To this end, the function f should be polynomial, i.e., expressible as a combi-
nation of multiplications and additions; in other words, the function f has to be
homomorphic-ready. For practical applications of our interest, such as machine
learning tasks or statistical analysis, this is not to be taken for granted: many
approximation techniques for complex f have been explored, such as (i) Taylor
expansion series approximation, (ii) Chebychev polynomials, (iii) look-up table,
(iv) least squares.

Lattice and Ring-Based Cryptography. The security of HE schemes relies
on the hardness of known problems on lattices that act as the basis for their con-
struction. Learning With Errors (LWE) and Ring Learning With Errors (RLWE)
are the most relevant.

Roughly, the encryption operation can be seen as adding random noise to
the plaintext, and the decryption operation is recovering the plaintext after
filtering the noise using the secret key. The random noise grows as the number
of operations increases. When the number of multiplications exceeds a fixed
depth, the noise becomes a burden for correct decryption that cannot be ensured
anymore. Noise growth is typically associated with a noise budget that depends
on the type of scheme. Furthermore, an unwanted expansion in the ciphertext
and the key size happens during computation. Moreover, the hardness of these
problems contributes to the computational complexity of the HE scheme.

Bootstrapping and Optimizations. When the depth of the function to be
homomorphically evaluated is not known a priori, e.g., if we are dealing with a



Towards Real-World Private Computations with Homomorphic Encryption 289

neural network, LHE is not enough, and bootstrapping, introduced by Gentry in
2009 [13], is the instrument to efficiently transform an LHE scheme with certain
properties to an FHE scheme.

The bootstrapping operation reduces noise and allows correct decryption for
any function. A second level of homomorphic encryption with a noise budget
greater than the first level is applied to the ciphertext. Then, it is possible
to decrypt the ciphertext with respect to the first encryption key, removing
accumulated noise and restoring a new noise budget. The sufficient condition
to apply bootstrapping to an LHE scheme is that the decryption circuit of the
latter is included in the set of admissible functions to be evaluated. Various
optimisations have been proposed to overcome the described inherent limits; we
will find them optional in many libraries:

– modulus-switching, that prevents the ciphertext from growing without control.
– key-switching, that enables the revert of the new secret key to the original

secret key, decreasing the size of the ciphertext.
– relinearization, that reduces the size of the ciphertext modulus.

These optimisation techniques mostly manage noise in LHE schemes and are
employed when the depth of the circuit to be evaluated is known in advance. At
the same time, bootstrapping cannot be avoided in all other use cases.

HE Schemes. HE schemes are classically classified into four main classes,
depending on the type and the number of elementary operations. For real-world
applications, we are mainly interested in (i) Leveled Homomorphic Encryption
(LHE) schemes, where additions, multiplications, and their combination are
allowed but only up to a fixed number, and (ii) Fully Homomorphic Encryption
(FHE) schemes, where both addition and multiplication are allowed, without
limits on the number of operations.

Various HE schemes have been implemented in HE libraries, mainly based
on LWE or RLWE problems. One of the first is the BGV scheme that works
over the integers, based on the LWE problem, and it is characterised by noise
and ciphertext growth. Other popular schemes are, e.g., (i) CKKS which allows
working with real numbers, and (ii) TFHE, which is based on the hardness of
LWE assumption over the torus and provides fast bootstrapping.

Usually, LHE schemes are more practical and ensure a good trade-off between
computational complexity, performance time, and privacy preservation. This is
true in all the use cases characterised by the fixed depth of the computation.

Encoding Raw Input Data. Input data to be encrypted could have many
different formats, highly dependent on the chosen HE scheme. Batching allows
the packing of many plaintexts into a single ciphertext, enabling parallel homo-
morphic computation and slot-wise operations in a SIMD fashion. Each value is
independently encoded in a slot inside an array. Binary representation of plain-
texts is often available. More sophisticated encoding methods can be found for
schemes based on the TFHE scheme, where binary or real values for each slot
are taken on the torus.
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4 Available Libraries

This section presents an overview of the HE libraries we will compare. We choose
the following seven libraries considering various features, as stated in Table 1.
We excluded from our analysis wrappers or compilers; we aim to explore HE
libraries already employed in the research community [17]. All the libraries are
open-source since they are still at a research level. These libraries are addressed to
a developer with advanced cryptographic skills: defining a cryptographic context
where HE parameters for the selected scheme are chosen is necessary. Table 2
and 3 summarise supported operations and main features for each library, except
for OpenFHE, that we plan to include in our future work.

4.1 HElib

HElib is an open-source C++ library developed by IBM and the Algorand Foun-
dation. Two schemes are available: leveled and fully BGV for integers and lev-
eled CKKS for real and complex numbers. Packing enables the construction of
an LHE scheme and an FHE with bootstrapping where available. Another type
of representation is the binary one, which is used only for the BGV scheme and
could be employed for FHE and LHE.

The encryption context creation requires setting many parameters, which
are inherently tight to the inner logic of the library; even if in HElib scripts and
utilities are available to help the developer, this choice is challenging for a non-
cryptographer. This is true especially for the BGV scheme, while CKKS default
parameters are present. It is worth remarking that in HElib, noise and time of
execution are two parameters that need to be optimised, and typically the size
and the depth of the SIMD circuits are descriptive of these constraints. We first
fix the bound on the noise, i.e., the depth of the circuits, and then optimise
the running time. Noise is also tightly related to the security level, which is
recommended to be fixed at 128 bits.

4.2 SEAL

SEAL [28] is an open-source C++ library developed at Microsoft. The available
schemes are BFV for integers and CKKS for real values. SEAL provides only the
leveled mode, so the type of computation should be known in advance to balance
the encoding and encryption parameters correctly. The encoding happens in two
ways, depending on the selected HE scheme. A batch encoder is employed for the
BFV scheme, while for the CKKS scheme, a CKKS encoder is implemented. The
encryption context creation usually needs three parameters, which also influence
the encoding phase. Two parameters are common to both BFV and CKKS
schemes and alter both noise budget and performance, and the third parameter
is peculiar to the chosen scheme. Contextually to the encryption context, the
SEAL library creates a modulus switching chain, a set of encryption parameters
derived from the original ones, which improves performance and communication
cost in the BFV scheme. In the CKKS scheme, the modulus switching prevents
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Table 2. Admitted operations for each library. CT stands for ciphertext, PT stands
for plaintext.

Library HE
Scheme

CT +
PT

CT + CT CT * PT CT * CT Column
shift

Row
shift

Binary
circuit

HElib BGV
bin.

✗ � ✗ � � ✗ �

BGV
pack

� � � � � ✗ ✗

CKKS � � � � � ✗ ✗

SEAL BFV � � � � � � ✗

CKKS � � � � � ✗ ✗

PALISADE BGV � � � � Rotate Rotate ✗

BFV � � � � ✗ ✗ ✗

CKKS � � � � Rotate Rotate ✗

FHEW ✗ ✗ ✗ ✗ ✗ ✗ �
RGSW ✗ � ✗ � � ✗ �

Concrete LWE � � � External product Rotate Rotate �
GLWE � � � External product Rotate Rotate �

LATTIGO CKKS � � � � Rotate Rotate ✗

BGV � � � � Rotate Rotate ✗

BFV � � � � Rotate Rotate ✗

noise growth. A valuable feature of SEAL is the automatic parameter selection,
which helps the user fix the parameters based on the state-of-the-art attacks
against RLWE.

4.3 PALISADE

PALISADE [19] was born as a Sponsored Project of NumFOCUS, a nonprofit
charity in the United States, and has the contributions of various cryptogra-
phers and developers coming from, e.g., Duality Technologies or the HE commu-
nity. It is an open-source C++ library built on lattice-based cryptography. It is
designed to be modular and extensible, providing a well-documented codebase
and a transparent system to choose parameters, encryption schemes, and data
encoding methods. The various features are offered in terms of capabilities that
the user has to enable, e.g., Encryption, SWHE, and LHE; for each of these
capabilities, the list of available schemes and related operations are given, as
summarised in Table 2. Various representations for polynomials are available;
the recommended one is DCRTPoly, where the Chinese Remainder Theorem
format represents polynomial coefficients. Various encoding types are available
in PALISADE, like Integer, Fractional, or Packed encoding. The creation of con-
text depends on the enabled capability and related HE scheme, and it requires
the choice of ring dimension, multiplicative depth, and batch size for schemes
like BGV, BFV, and CKKS.
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Table 3. HE main features.

Library Lang Multithread SIMD Multi-key Mod Switch Key Switch Bootstr Relin

HElib C++ � � ✗ � � BGV �
SEAL C++ � � ✗ � ✗ ✗ �
PALISADE C++ � � ✗ � � � BGV

TFHE C++ � ✗ ✗ ✗ � � ✗

Concrete Rust ✗ � ✗ ✗ � � ✗

Lattigo Go ✗ ✗ � � � CKKS �

4.4 OpenFHE

The PALISADE project is converging into the OpenFHE open-source project
[6], which is supported by DARPA and has as contributors many of the leading
developers of the major open-source HE libraries. It is a C++ library that sup-
ports the most useful HE schemes and is based on the hardness of the RLWE
problem.

The available schemes are (i) BGV and BFV for modular arithmetic over
finite fields, (ii) CKKS for vectors of real and complex numbers, (iii) DM, and
CGGI, for boolean circuits and decision diagrams. SIMD packing is available
for both vectors of integers and real numbers. This library foresees bootstrap-
ping for all HE schemes in future versions. Each scheme runs in AUTO and
MANUAL modes to overcome inherent difficulties in setting parameters and
applying optimisations such as modulus/key switching, rescaling for CKKS, or
bootstrapping. Integration with the existing compilers is easy to obtain. Multi-
ple backends, e.g., GPU and FPGA, provide hardware acceleration support. It
also enables multi-party versions of such HE schemes.

We plan to include OpenFHE in our future benchmarking tool.

4.5 TFHE

TFHE (Fast Fully Homomorphic Encryption Library over the Torus) [11] is a
C/C++ library, which improves the bootstrapping time to 0.1 s, as in [10,12].
It implements a generalisation of LWE and RLWE on the Torus.

TFHE provides both leveled and bootstrapping modes; bootstrapping is exe-
cuted after every boolean operation. The inputs are integer values, and the user
decides the precision of the plaintext representation, i.e., the number of bits. The
key management is facilitated since only two keysets are required: (i) the Secret
Keyset, which is used to encrypt and decrypt confidential data symmetrically,
and (ii) the Cloud Keyset, which is used to perform computation and bootstrap-
ping on the ciphertexts. The user has to rewrite the required computation as a
boolean circuit using the available binary gates. The encryption context is auto-
matically created by specifying the security level and using the related default
parameters.
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4.6 Concrete

Concrete [35] is an open-source Rust library developed at Zama. It implements a
discretised TFHE version for machine learning tasks and neural networks. This
library allows keeping invariant the topology of the original neural network to be
evaluated without the need to change it to make it more homomorphic-friendly,
as mentioned in Sect. 2. The key enhancement is Programmable Bootstrapping
(PBS), which permits the computation of any function, even the non-linear ones,
during the bootstrapping phase, resetting the noise simultaneously. PBS is pos-
sible if the function can be decomposed and expressed as a linear combination
of univariate functions using methods like Ridge decomposition or Kolmogorov
superposition theorem. The encoding feature in Concrete is different from TFHE:
each array slot is encoded as real Torus elements modulo 1, i.e., real numbers
between 0 and 1. Creating an encryption context in Concrete means choosing
parameters like the dimension of the vector of integers (LWE) or polynomi-
als (RLWE) and the standard deviation of the noise distribution added to the
body value; these two parameters influence the computation time, the ciphertext
overhead, and the number of bits of precision that remains available. Recently,
Concrete has been enriched with a module on the top of the Concrete library,
Concrete ML, to enable machine learning-based applications.

4.7 LATTIGO

LATTIGO [26] is an entirely Go-based HE library developed at EPFL and based
on RLWE schemes. The Go programming language has many valuable features:
it works well with concurrent systems and is as efficient as C++, despite being
more accessible to code. The encryption context creation is easily obtained using
default parameters available for 128-bit of security. The ability to efficiently deal
with concurrency makes Lattigo one of the HE libraries that offers multi-party
computation (MPC) for both implemented schemes, BFV and CKKS, taking in
input both integers and real values, with packed representation. Another unique
characteristic is that bootstrapping is available for CKKS.

5 Towards Real-World HE Applications: HELT

There are many challenges in developing real-world HE applications starting
from scratch. Apart from well-known HE issues like computational costs and
performance concerns, more support tools for developers and ready-to-use frame-
works for data analysts are needed. Many efforts are currently devoted to pro-
viding user-friendly APIs to develop privacy-preserving data science applications
quickly, and the vendors are trying to satisfy this enterprise requirement. Notable
examples are the IBM Security HE Services or Zama’s roadmap for Concrete
[16,34].

Another trend is the development of HE Compilers, which should provide
high-level functions that prevent the user from working with HE parameters
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setting or operations on cyphertexts [31]. However, compilers or DS-ready envi-
ronments are not general-purpose. Another critical aspect is the selection of
HE parameters because it influences the security level, the compactness of the
scheme, and the performance. The HE standard, which is in progress, provides
tables of recommended parameters to guide the data scientist in the choice [3].
Furthermore, in literature, there are some recent contributions to guide the devel-
opers in setting the so-called HE context: [8,25] make a significant step forward
in developing a parameter generator that is readily usable in the PALISADE
library; the drawback is that it is library dependent and works only for the BGV
scheme, which is indeed a state-of-the-art FHE scheme but is not flexible enough
to be employed in all business applications. Furthermore, as investigated in [17],
many primitives that are part of the business application should be rewritten
to be fully HE-ready: this applies to activation functions for machine learning
tasks, as well as to simple statistics primitives, such as mean, variance, or linear
regression. This is highly tied to integrating or replacing novel privacy-preserving
applications with HE in an enterprise or legacy context, which is challenging to
achieve.

In Fig. 3, it is depicted the typical protocol for a HE-based application [9,
15,24]: Besides the HE setup, which considers several exchanges between client
and server, we would like to highlight that the additional data encoding and
encryption is a significant phase of the HE pipeline, as seen in Sect. 2.

Fig. 3. HE pipeline for a privacy-preserving computation.

Our answer to some of these concerns is the development of the Homomorphic
Encryption Libraries Toolkit (HELT); this paper represents a work-in-progress
report of our experience so far. The purpose of this toolkit will be to compare
and benchmark a set of selected HE libraries, which are the ones described in



Towards Real-World Private Computations with Homomorphic Encryption 295

Sect. 4. HELT is designed as a Docker-based toolkit: each HE library has its
directory containing the package with preliminary benchmarks and a Docker
file. The user will create a container for each library, solving dependency prob-
lems efficiently. Furthermore, a configuration file is provided with suggested HE
context parameters that the expert user can modify. In our first version, we plan
to compare the libraries by the available HE schemes and their functionalities.
The starting point is the computation of simple metrics like the execution time
of every single operation, the creation time for the HE context, and the creation
time for the keys for every library. At the moment, we ran different tests on
the same HE scheme within the same library, changing the parameters. We also
measured the dimension in bytes of the generated keys and ciphertext created.
The second step is to implement a set of HE-ready building blocks tailored to
our business needs and, simultaneously, modular enough to be reused in various
enterprise contexts. HELT will also enable us to understand the transition readi-
ness of some critical applications that use confidential data from the standard
enterprise environment in the HE domain. Furthermore, we would like to evalu-
ate the selected libraries against the business requirements given in Sect. 2. One
of the first conclusions drawn from our analysis is that: (i) HE schemes like BFV
and BGV are employable for applications that make use of input that are in the
form of strings or integers; (ii) the CKKS scheme is desirable when dealing with
machine learning tasks; (iii) the TFHE scheme is robust when there is the need
to compare ciphertext, and it is possible to translate the comparison in binary
circuits.

Our next steps encompass the following:

– the integration of the OpenFHE library;
– the test of the multikey HE functionality where available, e.g., in Lattigo;
– the investigation of the data integrity problem: we can resort, e.g., to a solu-

tion that uses an attached checksum to the ciphertext to detect attacks.

6 Related Work

A few papers about benchmarking HE libraries are available; none encompass
comparison frameworks for the financial and statistical applications in scenarios
like the ones depicted in Sect. 2. One of the first works about benchmarking is
the HEtest framework [30], which tests the main bottlenecks of HE libraries.
However, this tool includes only HElib, although the authors remark that it is
extensible to other libraries. Melchor et al. [2] compare a modified version of
HElib, SEAL, and FV-NFLib to work with large plaintext moduli. The paper is
insightful in providing some remarks about the library choice and implementa-
tion recommendations. Marrone et al. [23] propose a testbed oriented to evaluate
the performance of HE-based applications towards the specific adopted library.
Takeshita et al. take a similar approach in HEProfiler [29], focusing on the CKKS
scheme. In [14], Gouert et al. answer the problem of the lack of comparison tools
for developers proposing Terminator 2 Benchmarking Suite, a compiler that
converts benchmarks written in T2, a domain-specific language, into encrypted
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programs running on HElib, SEAL, LATTIGO, TFHE, and PALISADE. To our
knowledge, none of the reviewed works includes Concrete and OpenFHE libraries
inside their benchmarking tools.

7 Conclusion

Homomorphic encryption can preserve data privacy while performing complex
computations on it. Nonetheless, it has several challenges in its employment in
real-world applications, particularly in the financial context. We described some
use cases of interest. The industrial community needs a comparative open-source
tool of the most useful HE libraries to gradually let the data analyst be indepen-
dent of a cryptographer while developing an enterprise application. We propose
a two-step approach. Firstly, we aim to provide a HE playground for the data
analyst, and the cryptographer is still present to guide the analyst in selecting
HE parameters. Then, an environment with built-in homomorphic functions and
APIs should be available for the data analyst, apart from a set of HE parameters.
We give the reader background for HE theory and describe the most promising
HE libraries and their main characteristics. Finally, we describe the require-
ments and challenges for an HE library in an industrial context, introducing our
seminal idea for HELT.
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Abstract. Centralized machine learning methods that depend on data
from multiple sources have faced serious privacy issues. Federated learn-
ing (FL), which enables decentralized machine learning by training mod-
els on local devices while keeping data private and simply sharing model
weights with a central server, has therefore come to be recognized as a
promising alternative. However, maintaining the privacy of training data
does not protect privacy as training data can be inferred from model
weights. To overcome this difficulty, we propose AddShare an FL system
that protects the privacy of the local model weights while allowing the
computation of a global model. Leveraging state-of-the-art techniques,
AddShare uses additive secret-sharing, providing a simple yet efficient
method to safeguard sensitive information without compromising predic-
tive accuracy. Moreover, additional components are integrated to ensure
lower computational costs and increase privacy. We conducted extensive
experiments across multiple datasets that yielded very promising results
for AddShare. AddShare did not adversely impact model accuracy com-
pared to the widely-used FedAvg algorithm. Simultaneously, the privacy
of the models is ensured and the computational cost is reduced through
the implementation of groups while using a single aggregating server, a
capability not available in other related solutions.

Keywords: federated learning · privacy preservation · secure
aggregation · additive secret sharing · encryption

1 Introduction

FL has demonstrated its potential in preserving privacy while enabling collabo-
ration among multiple parties to train machine learning models. FL achieves this
by allowing the exchange of model-related data while keeping the raw data of the
parties private [18]. FL is important in scenarios where collaboration is required
but privacy is paramount, such as cyber security firms teaming up to improve
anomaly detection. This approach offers many benefits, such as accommodating
privacy and security concerns, reducing the communication and computation
costs of training, and enabling decentralized decision-making [20]. Despite the
fact that FL aims to preserve privacy by ensuring that clients’ data never leaves
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their premises, several studies (e.g., [8]) have shown that it is still possible to
reconstruct private data from machine learning parameters. This undermines
the primary objective of FL, which is to keep clients’ data confidential.

Among the various privacy-preserving techniques proposed for FL, secure
multiparty computation (SMC) is a promising approach that allows multiple
parties to jointly compute a function on their private inputs without revealing
any information about them. By using SMC in FL, the participants can securely
share their model updates while keeping their data confidential. This protects
the privacy of the individuals and enhances the trust and fairness of the overall
learning process. However, the implementation of SMC in FL can be challenging
due to the computational and communication overheads and the need to ensure
the correctness and security of the computation. Therefore, it is important to
develop practical and efficient methods for using SMC in FL and evaluate their
performance and robustness under different scenarios.

In this paper, we present a novel framework called AddShare that addresses
the challenge of privacy-preserving in FL by combining conventional FL
techniques with additive secret sharing. Specifically, Our framework, called
AddShare, is unique in its simplicity, speed, scalability, and efficiency. It enables
decentralized model aggregation while maintaining strict privacy guarantees for
local client data. We implement our framework and ran comprehensive tests
on well-known datasets including CIFAR10, F-MNIST, MNIST, and SVHN to
confirm AddShare’s efficacy. Our results show that AddShare reaches accuracy
levels comparable to models trained only using the FedAvg method. Addition-
ally, rather than integrating all participating clients in the secret-sharing process,
we instead execute the process among subgroups, which is a unique idea in our
framework. This strategy lowers the cost of communication while improving the
speed of the FL process.

This paper is organized as follows. In Sect. 2, we present an overview of exist-
ing related approaches. Section 3 introduces our proposed AddShare approach to
address privacy concerns within FL. Section 4 describes the empirical evaluation
carried out, and Sect. 5 discusses the results obtained. Finally, Sect. 6 concludes
the paper.

2 Background and Related Work

2.1 Federated Learning Attacks

We investigate three types of FL attacks: reconstruction, inference, and commu-
nication interception attacks. These categories pose significant risks to partici-
pant data security and privacy [4]. Our aim is to develop effective countermea-
sures to protect FL process confidentiality, integrity, and privacy by understand-
ing these threats.

Reconstruction attacks aims to recover initial data used for training an FL
model. Attackers seek to reconstruct private data from the model’s inputs or
outputs. Even if the model is privacy-preserving, this attack might expose pri-
vate data from the training set. Using the Deep Leaked Gradients algorithm [21],
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Table 1. FL Secret Sharing Algorithms

Algorithm Sharing Single Server Multi-Server

SecAgg [3] Shamir � ×
SecAgg+ [2] Shamir � ×
SCOTCH [12] Additive × �
FedShare [1] Additive × �
AddShare Additive � ×

authors reconstructed almost 100% of initial data through inference. This algo-
rithm rebuilds images and text, inferring data from leaked gradients, even with
limited iterations or gradients from an honest client (more details in Sect. 3).
Membership inference attacks determine if a data sample was part of an FL
model’s training set. These attacks use a data record and black-box model
access to infer membership [16]. For sensitive data, this attack is highly risky.
FL’s model exchange between clients and a central server makes it vulnerable
to interception [4]. Communication interception attacks involve unauthorized
eavesdropping on communication, aiming to access data or model changes.

2.2 Privacy in Federated Learning

Differential privacy [7] provides privacy guarantees by minimizing data impact
on output. Sun et al. [17] propose a local differential privacy mechanism for
FL, adapting weights updates for deep neural networks. Secure Multi-Party
Computation (SMC) preserves FL privacy through cryptographic protocols [3].
Researchers proposed secure function evaluation and secret sharing [3] and some
optimized SMC for FL efficiency. Researchers use secret-sharing-based SMC for
FL privacy. Approaches like SecAgg, and SecAgg+ apply Shamir’s scheme with a
single lead server. SCOTCH and FedShare use additive secret sharing with mul-
tiple servers. Table 1 compares secret-sharing algorithms for FL, with AddShare
being the only additive scheme with a single server.

3 The AddShare Approach

This section presents AddShare, a novel framework where multiple data parties
collaborate with a machine learning (ML) service known as the central aggregat-
ing server. Our framework is designed to ensure robustness against two distinct
threat models: the honest-but-curious server and an external attacker.

3.1 Threat Models

The honest-but-curious server threat model assumes that the server functions as
intended but collects extra information beyond its scope [11]. This well-known FL
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threat model [3] involves scrutinizing model weights for reconstruction attacks.
Sharing weights among clients and an aggregator risks interception or tam-
pering of updates in transit. It encompasses external adversaries like hackers,
using eavesdropping or man-in-the-middle attacks to access sensitive informa-
tion. Eavesdroppers can intercept communication to steal intermediate updates
or the final model.

3.2 AddShare Algorithm

Our proposed AddShare Algorithm has three main components: (i) additive
secret sharing; (ii) encryption; and (iii) generation of groups. The key idea of
AddShare is to avoid any client and server to know any client’s local weights
and to defend against an attacker listening to all communications to recover
the client weights. These two goals are achieved through an embedded additive
secret-sharing mechanism and the encryption of communications. Finally, the
use of groups allows to minimize the communication overhead improving the FL
rounds speed. We describe the three main components next.

Fig. 1. Overview of the proposed AddShare Algorithm using additive secret sharing
for model weights sharing in FL. (Considering a 3-client FL setup, Client 1 builds 3
shares from its local model weights (W11, W12, and W13), keeps one share (W11),
and sends W12 and W13 to clients 2 and 3, while also receiving one share from the
other clients. The shares are aggregated and sent to the central server.)

Additive Secret Sharing Component. In secret sharing [15], a secret value
x is divided into n shares x1, x1, ... xn. The shares are chosen in such a way
that, when they are combined, they reveal the original secret value, but any
subset of shares less than a threshold k does not reveal any information about
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Algorithm 1. Generate n shares of a multidimensional array.
Input: n: number of clients entering the sharing process; arr, multidimensional

array of shape (m1,m2, . . . ,mk) with the client’s local weights.
Output: shares: list of size n containing arrays of shape (m1,m2, . . . ,mk) such

that
∑n

k=1 shares[k] = arr.
1: rand arr ← array of n − 1 randomly generated arrays of shape

(m1,m2, . . . ,mk), where each element of rand arr[i] is drawn from a uniform
distribution between −|arr[i]| and |arr[i]|.

2: nth share ← arr − ∑n−1
i=1 rand arr[i]

3: shares ← (rand arr, nth share)
4: Return shares

the secret. This method can be thought of as a (k, n)-threshold secret sharing
scheme, where k is the threshold number of shares necessary for secret retrieval
and n is the number of shares. We employ the additive secret sharing [5], a
variant of secret sharing whereby all the shares are necessary for secret retrieval.
This method can also be thought of as an (n,n)-threshold secret sharing scheme.
This method is applied as a privacy preservation protocol in our FL system.
After each client has trained a model with the local data, the model weights
are shared. Instead of simply sharing the original weights, each client splits
the local model weights W into n shares, where n is equal to the number of
participating clients in the sharing process. These weight shares are exchanged
among the clients. This ensures that each client receives a share of the model
weights of other clients, and no client has access to the original model weights of
other clients. Each client recomputes the model weights using their local share
and the n − 1 shares received from the other clients. The reconstructed model
weights of client i, which we represent as

∑i
w, are sent to the aggregating server,

where they are aggregated using FedAvg [10]. Finally, all clients receive the
updated model, μ from the server. Figure 1 displays this process for 3 clients
and Algorithm 1 provides the pseudo-code for the steps involved in the additive
secret sharing procedure of model weights. We must highlight that the example
in Fig. 1 assumes all clients participate in one sharing process, i.e., the total
number of clients is the same as the number of clients sharing the weights. In
the group component proposed, we discuss a strategy where a total of n clients is
considered but the sharing process is carried out in groups where only k clients
participate.

Encryption Component. We used the well-known RSA (Rivest-Shamir-
Adleman) encryption [14], which uses public keys and the mathematical proper-
ties of prime numbers and modular arithmetic to provide secure communication
and data encryption. A public key is used for encryption, and a private key is
used for decryption. The strength of RSA resides in the computational complex-
ity of factoring huge composite numbers into their prime components, making
it a cornerstone of modern encryption.
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After generating the shares with the weights of the model, client i encrypts
the shares that will be sent to another client j using client j’s public key. This
allows client j to receive the shares, decrypt them, and aggregate them before
sending them to the central server.

The key generation process of RSA encryption involves the following steps:

(a) Prime Number Selection: Select two large prime numbers, p and q.
(b) Modulus Computation: The product of p and q yields the modulus, n.
(c) Euler’s Totient Function: Calculate φ(n) = (p − 1) * (q − 1).
(d) Public Key: Chose an integer e that is coprime with φ(n).
(e) Private Key: The private key d is the multiplicative inverse of e modulo

φ(n).

To encrypt the shares using RSA encryption, we follow two steps: (i) Public
Key Acquisition: the recipient’s public key (e, n) is obtained; and (ii) Ciphertext
Computation: ciphertext, C is computed using C = sharese mod n. To decrypt
the ciphertext C and retrieve the original message, two steps must be completed:
(i) Private Key Usage: the private key (d, n) is employed; and (ii) Plaintext
Computation: Plaintext, shares is computed using shares = Cd mod n.

To mitigate the threat of eavesdroppers, RSA encryption is employed as a
safeguard. By encrypting the additive share sent to each client using the client’s
public key, RSA ensures that only clients possessing the corresponding private
key can decrypt and access that model share, preserving the confidentiality and
integrity of the FL process. In this paper, client keys are generated offline, and
each client securely stores its private keys while sharing the corresponding public
keys with other clients.

3.3 Implemented AddShare Variants

Additive Secret Sharing FL. This variant only applies additive secret sharing
in the FL process. No encryption is used and no groups of clients are formed.
For the n clients, each i − th client splits their model weights into n additive
shares using Algorithm 1. Each i − th client keeps one share of their n additive
shares and exchanges the n − 1 shares left with the other n − 1 clients without
encrypting the weights. At the end of this exchange process, each i − th client
reconstructs the model weights using its local share and the n−1 shares received
from the other clients. The reconstructed model weights are sent to the central
server for aggregation into a global model.

Encrypted Additive Secret Sharing FL. Building upon the previous variant,
in this case, we combine the benefits of both encryption and additive secret
sharing. The same additive secret sharing process is followed but the clients
encrypt the shares before transmitting them to the other clients using each
client’s public key. This ensures the weight’s privacy during the FL process.

Additive Secret Sharing FL with Groups. This variant introduces the con-
cept of subgroup-based additive secret-sharing FL. Instead of performing additive
secret sharing among all n clients, participants are divided into smaller subgroups
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Table 2. Characteristics of the datasets used in our experiments.

Reference Dataset # Classes Train Size (per client) Total Train Size

[9] CIFAR10 10 1000 60000
[6] MNIST 10 1200 70000
[19] F-MNIST 10 1200 60000
[13] SVHN 10 1465 73257

of size k (e.g., subgroups of 3, 5, and 10) executed by the aggregating server. The
additive secret sharing is performed only within each subgroup. This decreases the
number of communications as instead of building n shares to send to n−1 clients,
only k shares are needed and k − 1 shares are sent. The resulting model updates
are then sent to the central server for aggregation into a global model.

Encrypted Additive Secret Sharing FL with Groups. Extending the pre-
vious variant, this approach combines all components of AddShare including
subgroup-based additive secret-sharing FL with encryption. Clients encrypt their
additive shares and transmit them securely within their subgroups.

4 Empirical Evaluation

We selected four multiclass datasets to evaluate the effectiveness of the proposed
approaches. Each dataset was randomly shuffled and partitioned into 50 equal-
sized independently and identically distributed (IID) subsets, one for each client.
Detailed information on the used datasets can be seen in Table 2. For all the used
datasets, the pixel values were normalized to the [0, 1] interval.

Each client used the LeNet-5 architecture, which consists of 7 layers, including
2 convolutional layers, 2 pooling layers, and 3 fully connected layers. We used
Adam’s optimizer with a learning rate of 0.001 and a batch size of 10 for each
client. The federated process runs for 50 clients and 10 rounds. For each round,
we trained each node’s model for 2 epochs and recorded accuracy, training time,
and the secret sharing time. We assigned a maximum running time of 6 days for
each pair of dataset and FL strategy. Experiments that did not complete under
this time are marked with *. We implement the learning script in Python using
Tensorflow and Keras.

We compared the performance of 6 variants: (i) FedAvg system; (ii) FedAvg
with additive secret-sharing; (iii) FedAvg with additive secret-sharing in sub-
groups; (iv) encrypted FedAvg system; (v) encrypted FedAvg with additive
secret-sharing; and (vi) encrypted FedAvg with additive secret-sharing in sub-
groups (our AddShare proposal with the three components). For the variants
that use subgroups we tested them with 3 different subgroup sizes of 3, 5, and
10. Thus, we tested a total of 10 alternative implementations. For the variants
using encryption, we used the RSA of the models’ weights during the transmis-
sion process. We selected accuracy as the overall performance assessment metric,
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Table 3. Overall results of the 10 FL alternatives on CIFAR10 Dataset.

Experiments Server Avg. Client Avg.
Accuracy FL Time (s) Accuracy Training Time (s) SS Time (s)

FedAvg 0.426 139.440 0.381 1.559 No SS applied
FedAvg Encrypted 0.426 1156.671 0.381 1.347 No SS applied
AddShare - All 0.426 142.627 0.380 1.395 0.106
AddShare - G3 0.348 121.448 0.257 1.056 0.007
AddShare - G5 0.375 121.208 0.320 1.168 0.011
AddShare - G10 0.374 123.299 0.317 0.998 0.027
AddShare Encrypted - All * * * * *
AddShare Encrypted - G3 0.348 1564.897 0.261 0.925 0.011
AddShare Encrypted - G5 0.374 3232.966 0.316 1.069 0.016
AddShare Encrypted - G10 0.374 7182.971 0.316 0.892 0.034

Table 4. Overall results of the 10 FL alternatives on F-MNIST Dataset.

Experiments Server Avg. Client Avg.
Accuracy FL Time (s) Accuracy Training Time (s) SS Time (s)

FedAvg 0.787 129.551 0.762 1.526 No SS applied
FedAvg Encrypted 0.787 855.573 0.761 1.490 No SS applied
AddShare - All 0.787 133.600 0.760 1.817 0.083
AddShare - G3 0.739 109.302 0.708 1.091 0.006
AddShare - G5 0.754 109.635 0.729 1.093 0.015
AddShare - G10 0.753 109.987 0.730 1.096 0.016
AddShare Encrypted - All * * * * *
AddShare Encrypted - G3 0.738 1142.256 0.706 1.331 0.016
AddShare Encrypted - G5 0.754 2335.041 0.729 1.400 0.014
AddShare Encrypted - G10 0.754 5432.993 0.729 1.075 0.030

Table 5. Overall results of the 10 FL alternatives on SVHN Dataset.

Experiments Server Avg. Client Avg.
Accuracy FL Time (s) Accuracy Training Time (s) SS Time (s)

FedAvg 0.739 228.763 0.700 1.734 No SS applied
FedAvg Encrypted 0.739 1243.891 0.702 1.884 No SS applied
AddShare - All 0.739 231.587 0.701 1.725 0.103
AddShare - G3 0.606 199.185 0.536 1.345 0.013
AddShare - G5 0.633 204.532 0.579 1.229 0.013
AddShare - G10 0.633 203.169 0.580 1.214 0.024
AddShare Encrypted - All * * * * *
AddShare Encrypted - G3 0.606 1616.384 0.425 1.012 0.013
AddShare Encrypted - G5 0.631 3584.688 0.578 1.121 0.027
AddShare Encrypted - G10 0.631 6714.204 0.576 0.771 0.114

which we assess on the central server and the clients. We also observe the com-
putational time in seconds for each FL round, as well as the training time and
the secret sharing time in the clients.
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Fig. 2. Accuracy (top) and running time in seconds (bottom), per FL round for MNIST
dataset. Non-encrypted variants are on the left and encrypted variants are on the right.

5 Results and Discussion

All our code and results are freely available at https://github.com/baasare/
ADDSHARE-DPM23. Tables 3, 4, and 5 present the overall performance and
time results of all alternatives tested for each of the four datasets considered.
Figures 2 display the running time recorded per FL round and the accuracy per
round for the MNIST dataset (similar results were obtained on the other three
datasets).

The accuracy trends depicted in Fig. 2 showcase the progressive improve-
ment in accuracy for each experiment. The other three datasets not shown
here present a similar trend. Interestingly, across all datasets, the difference
in accuracy between the baseline FedAvg and AddShare when using all clients
is minimal and remains relatively stable as the experiments unfold. This sug-
gests that incorporating the AddShare approach within the FL process does
not significantly impact the performance of the models. Still, we observe a ten-
dency to exhibit lower performance scores when smaller groups are considered
for the AddShare approach. In fact, when using groups of 3 clients, the perfor-
mance tends to be lower for all datasets, irrespective of the usage of encryption.
When comparing the impact of using subgroups in AddShare, we observe a
clear advantage of using this component. For all datasets, using AddShare with
groups reduces significantly the running time when compared to using FedAvg
and AddShare with all clients. This last option with encryption did not finish
running in 6 days while the same variants with subgroups completed in less
than 1 day (with and without encryption). This decrease in running time can

https://github.com/baasare/ADDSHARE-DPM23
https://github.com/baasare/ADDSHARE-DPM23
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be ascribed to a reduction in the communication rounds during the exchange of
weight shares among clients when performing additive secret-sharing. However,
the results are different when encryption is used. In this case, we observe that
FedAvg with encryption takes on average less time per FL round than any of the
AddShare alternatives. This shows that when adding encryption to AddShare
there is a trade-off that needs to be considered regarding the time efficiency.

Analyzing in more detail how RSA encryption affects the FL process makes
it clear that, despite adding an extra degree of security against eavesdroppers,
the time required for the encryption process is indeed costly. An important
factor to take into account in the context of FL is the time cost associated with
RSA encryption. A balance must be achieved between privacy protection and
computing efficiency while security remains of the greatest significance. It can be
important to balance the advantages of improved security against the potential
increase in running time induced by RSA encryption, depending on the particular
use case and the available computational resources. Still, we must highlight that
when comparing the AddShare variants, we observe that the usage of groups
makes the AddShare variant with encryption significantly less time-consuming
when compared to the alternative of not using groups.

Overall, our experiments show that AddShare with groups and encryption
is the solution that provides the best trade-off between data privacy and time
efficiency. Our results show that this AddShare variant maintains good perfor-
mance accuracy while keeping the running time manageable and relatively close
to the standard approaches.

6 Conclusion

We presented AddShare, a practical and secure aggregation protocol designed
to ensure privacy in FL. AddShare addresses the challenge of aggregating model
weights in an FL system without compromising the privacy of individual clients’
models, while also preserving the performance of the training process. Moreover,
no client is able to recover any of the other clients’ weights. This ensures that
sensitive information remains protected throughout the FL process, mitigating
the risk of privacy breaches. Our solution incorporating additive secret sharing
with encryption and groups of clients provides guarantees against specific threat
models including the honest-but-curious server and eavesdropper attackers. Our
results demonstrate that the incorporation of AddShare does not adversely affect
the performance of the FL system, ensuring privacy without sacrificing accuracy.
The introduced concept of executing AddShare among subgroups has an out-
standing impact in terms of reducing communication costs. This optimization
enhances the scalability and efficiency of the FL system by distributing the com-
putational burden across smaller, more manageable groups.
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Abstract. Sampling a biased coin is a key primitive in designing secure
multiparty computation (MPC) for differentially private mechanisms.
We explore privately sampling a biased coin from l unbiased coins and
offer an unconditionally secure MPC protocol for this task that can be
implemented using either 7.5l − 4 (when l is even) or 7.5l − 1.5 (when l
is odd) multiplications in 7 rounds. This protocol assumes control over
the choice of the underlying field size and is compatible with any lin-
ear secret sharing scheme with a multiplication protocol. The protocol is
also secure against active adversaries when the underlying secret sharing
scheme is secure. Eriguchi and colleagues proposed a protocol to gener-
ate noise for differential privacy, incorporating a sub-protocol for biased
coins. Replacing their sub-protocol with ours significantly reduces com-
munication needs as the number of multiplications needed per biased
coin becomes roughly 3/8 of the original.

Keywords: Secure Multiparty Computation · Differential Privacy

1 Introduction

Differential privacy [1] is a standard framework for privacy-protective analysis of
data from individuals. Intuitively, differential privacy requires an analysis algo-
rithm to introduce random noise to mask individual contributions. This noise
can be applied individually or in aggregate, called local and centralized mod-
els. The local model enables individuals to achieve privacy independently, while
the centralized model, although requiring a trusted party, introduces less overall
noise [2]. A goal is to combine the local model’s privacy with the centralized
model’s utility. To this end, Dwork et al. [3] investigate secure MPC for dif-
ferentially private algorithms, showing that a shared biased coin is an essential
primitive for generating noise according to discrete probability distributions.

Secure MPC based on secret sharing fits many real-world trust scenarios and
can readily be reasoned about. However, it can be resource-intensive, requiring
significant inter-party communication. This challenge has inspired various solu-
tions in the realm of differential privacy [3–5]. We contribute to this line of work
by reducing the communication and round complexities in computing a shared
biased coin, thereby improving the efficiency of generating shared noise from dis-
crete probability distributions, a standard practice in current differential privacy
applications [5,6].
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S. Katsikas et al. (Eds.): ESORICS 2023 Workshops, LNCS 14398, pp. 310–320, 2024.
https://doi.org/10.1007/978-3-031-54204-6_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54204-6_19&domain=pdf
http://orcid.org/0000-0002-0287-513X
http://orcid.org/0000-0003-2633-2305
https://doi.org/10.1007/978-3-031-54204-6_19


Secure Multiparty Sampling of a Biased Coin for Differential Privacy 311

1.1 Other Background and Related Works

A coin with bias α is a random bit that takes value 1 with probability α. The
traditional method for openly sampling such a coin first samples a uniformly
random number r ∈ [0, 1], then outputs 1 if r ≤ α and 0 otherwise. A secure
MPC implementation of this method that achieves statistical error at most 2−l

is to discretely sample l unbiased coins, consider these coins as the binary form
of r, then compare the binary form of r and α. Dwork et al. [3] mention this
implementation can be realized using O(l) multiplications. Seeking improvement,
Champion et al. [5] propose an MPC method for generating many biased coins.
However, their method relies on oblivious RAM data structures and cannot be
directly applied to secure MPC protocols based on secret sharing [4].

Eriguchi et al. [4] provide a secure MPC realization of the differentially pri-
vate geometric mechanism based on secret sharing over Zp. As a core building
block of this protocol, they present a technique for sampling a biased coin that
depends on generating l unbiased coins. For this, they rely on two existing pro-
tocols for sampling unbiased coins, providing two examples of protocols for sam-
pling a biased coin, one using O(l) multiplications discussed possible by Dwork
et al. Their primary choice for sampling unbiased coins is a protocol introduced
by Schoenmakers et al. [7], which does not fail and costs 5nl multiplications for
n parties. The second, offered by Damg̊ard et al. [8], costs 2l multiplications but
fails with a probability of order p−1. Depending on which of these is used to
generate unbiased coins, their biased coin protocol requires (5n + 19)l multipli-
cations [4] in 11 rounds [16] or 20l multiplications in 10 rounds to generate one
biased coin. As the geometric distribution measures the probability of taking N
biased coins to obtain success, their protocol for generating a geometric sample
requires (5n + 19)lN + 17N + 5n + 3 or (20)lN + 17N + 5n + 3 multiplications,
depending on the choice of how the unbiased coins are generated. This example
emphasizes the importance of simplifying biased coin generation to reduce the
complexity of creating a geometric sample.

1.2 Contribution

This paper improves the efficiency of secure MPC of sampling a biased coin by
reducing the comparison of r ≤ α to extract the least significant bit of a secret
shared value, inspired by solutions of Reistad et al. [13,14]. This provides an
unconditional secure MPC protocol compatible with any linear secret sharing
scheme over Zp, where l = �log2 p�. The protocol can be realized using either
7.5l−4 (when l is even) or 7.5l−1.5 (when l is odd) multiplications in 7 rounds,
assuming control over the field size p, i.e., p must be selected as a Mersenne
prime or other primes close to powers of 2. The protocol’s security is upheld
against active adversaries, matching the level of security provided by the under-
lying secret sharing scheme. Our solution significantly reduces the number of
multiplications and rounds needed to generate a biased coin compared to the
solutions of Eriguchi et al. [4]. We also exemplify how our protocol can reduce
the communication complexity of secure MPC differentially private mechanisms.
These claims are detailed in Sect. 4.
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2 Preliminaries

This section will establish the framework, notations, and complexity metrics used
in our study, and outlines the sub-protocols underlying our proposed protocol.

2.1 Setting, Basic Notation and Complexity

We assume an unconditionally secure, linear secret sharing scheme allowing val-
ues of the finite field Zp for some prime p > 2 to be shared among n > 2 parties.
We also assume this scheme incorporates a secure, constant-round multiplica-
tion protocol for shared values. Such a scheme can be implemented by Shamir’s
secret sharing [9], and the protocols of Ben-Or et al. [10]. The security property
of the scheme is inherited, i.e., if this is unconditionally secure against active
adversaries, then so is the proposed protocol. This scheme functions as a trusted
third party, immune to tampering or corruption, and enables parties to share
data, conduct arithmetic operations, and reveal data. This third party can be
instantiated as an ideal functionality, adopting the characteristics of an Arith-
metic Black Box (ABB), similar to the one proposed by Damg̊ard et al. [11].
Using an ABB allows protocol constructions to focus on primary tasks without
worrying about the security of underlying primitives. The protocol described
here can then be applied to any scheme equivalent to this ideal functionality,
implying that security is shown by ensuring no leaks when values are revealed
and that the underlying primitives are secure by assumption.

The notation �a� indicates that a ∈ Zp is shared among the parties, and l
stands for the number of bits required for p, with l = �log2 p�. For shared values
�a� and �b�, and a public constant c, �a�+�b�, �a�+c, and c�a� are performed by
each party locally, while the product �a��b� needs one multiplication (protocol)
invocation. Additionally, shared values can be revealed to a chosen set of parties.
The XOR of shared bits �a� and �b� is computed as �a�⊕�b� = �a�+�b�−2�a��b�
using one multiplication invocation. �a�B refers to a uniformly random bitwise
shared element, i.e., (�al−1�, . . . , �a0�). For �a�B, the sum

∑l−1
i=0 2i�ai� follows a

uniform distribution over Zp. �a�b denotes l uniformly random shared bits, i.e.,
(�al−1�, . . . , �a0�). For �a�b,

∑l−1
i=0 2i�ai� may not follow a uniform distribution

over Zp, i.e.,
∑l−1

i=0 2i�ai� ≥ p may occur; thus, a reduction modulo p is required.
Publicly known value α can be split into bits as αB . Given �a�b and αB , the XOR
of bits in their j-th bit-position is denoted by αj ⊕ �aj� = αj + �aj� − 2αj�aj�
(with the subscripts B and b being dropped off for readability).

The complexity analysis will focus on round and communication complexi-
ties. The former is represented by the number of sequential invocations of the
multiplication protocol. The latter includes the overall number of times the mul-
tiplication protocol is invoked, an often-used proxy for the amount of data sent
by the parties. Multiplication invocations that can be executed in parallel count
as a single round. Multiplication by constants and addition require no commu-
nication and is regarded without cost. The complexity of revealing is considered
negligible compared with the multiplication protocol and is disregarded. Rounds
for revealing values are ignored as in other works.
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2.2 Known Primitives

The following primitives require generating random values that may fail. How-
ever, the failure probability, typically of order p−1, is negligible and ignored as
p is sufficiently large (see Damg̊ard et al. [8] for further discussion).

Random Element Generation. The parties can create a uniformly random
shared value �r� via the RANp protocol of Damg̊ard et al. [8]. In RANp, each
party distributes a random value ri, and �

∑n
i=1 ri mod p� becomes a random

shared value unknown to all the parties. The complexity of this protocol is
bounded by one multiplication invocation in one round. Damg̊ard et al. [8] also
introduce an element inversion technique wherein �r� and �r−1� can be created
by generating two random shared elements �r� and �s�, then computing and
revealing their product. The protocol fails if rs = 0; otherwise, �r� is a non-zero
shared element. Also, �r−1� can be computed without cost as �r−1� = (rs)−1�s�.
Seeing rs does not leak information about �r� as �s� is a uniformly random value.
Three multiplications and two rounds bound the complexity of this technique.

Prefix Product Computation. Given k non-zero shared values �a1�, ..., �ak�,
the parties can compute prefix products as �bj� =

∏j
i=1�ai� for j ∈ {1, ..., k}

using the method of Damg̊ard et al. [8] with the improvement by Reistad et
al. [12,13]. The method sets r0 = 1 and generates k random non-zero shared ele-
ments �ri�, their inverses �r−1

i �, and the masks �si� by the inversion technique.
Then, it computes �ri−1��si� for i ∈ {1, ..., k} in parallel with previous computa-
tion. Later, it masks each �ai� and reveal the result as mi = �ai��ri−1r

−1
i � for i ∈

{1, ..., k}. �ri−1r
−1
i � can be done without cost as �ri−1r

−1
i � = �ri−1si� · (risi)−1.

Finally, it locally computes the prefixes as �bj� = �rj� ·∏j
i=1 mi for j ∈ {1, ..., k}.

Privacy of �ai�’s is ensured as they are masked by �r−1
i �’s. The complexity is 5k

multiplications in 3 rounds. Specifically, preparing for the prefix product, includ-
ing computing �ri�’s, �r−1

i �’s, �si�’s and (�ri−1��si�)’s needs 4k multiplications
in the first two rounds. Then, masking ai’s needs k multiplications in the third
round.

Random Bit(s) Generation. The parties can create a uniformly random
shared bit �b� using the RAN2 protocol of Damg̊ard et al. [8]. The parties first
generate a uniformly random shared value �r� and reveal its square. The protocol
fails if r2 = 0; otherwise the parties can compute �b� as �b� = 2−1((

√
r2)−1�r� +

1), where 0 ≤
√

r2 ≤ p−1
2 . The complexity is bounded by two multiplications and

two rounds. Additionally, the parties can generate l uniformly random shared
bits �r�b = (�rl−1�, ..., �r0�) by l invocations of RAN2 in parallel, costing 2l
multiplications in 2 rounds [8].

Random Bitwise Element Generation. The parties can generate a uni-
formly random bitwise shared element �r�B ∈ Zp by generating l bits using l
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parallel invocations of RAN2, then verifying that these bits represent a value less
than p [8]. This verification may fail, so multiple attempts may be needed. The
studies of [8,12,15] assumed four attempts to ensure that overall failure prob-
ability is negligible in the number of generated elements, imposing 52l + 24

√
l

multiplications in 7 rounds [15]. However, if p can be chosen sensibly, e.g., as
a Mersenne prime or other primes close to powers of two, the failure probabil-
ity can be reduced to negligible in l, eliminating the need for verification, and
reducing the complexity to 2l multiplications in 2 rounds [8].

Least Significant Bit Extraction. The parties can obtain the least significant
bit of a secret shared input �X�, where �X� <

√
4p using the LSB protocol

of Reistad [13]. This protocol involves creating a random bitwise shared mask
�s�B, then computing and revealing m as �m� = �s�B + �X�. Decomposing �s�B

as �s�B = 2l−1�sl−1� + 2l−2�sl−2� + �ŝ�B ensures that �m̂� = �ŝ�B + �X� <
2l−2 +

√
4p < p never needs a modulo p reduction, thus �X0� = �ŝ0�B ⊕ �m̂0�.

Four possible values for �m̂� exist based on m, �sl−1�, and �sl−2�. Thus, �m̂0�
can be computed as,

�m̂0� = (1 − �sl−1� − �sl−2� + �ŝ�)m0 + (�sl−2� − �ŝ�)(m0 ⊕ (m < 2l−2))

+(�sl−1� − �ŝ�)(m0 ⊕ (m < 2l−1)) + �ŝ�(m0 ⊕ (m < 2l−1 + 2l−2)),

where �ŝ� = �sl−1��sl−2�. Revealing �m̂0� may disclose information about �X�.
Also, �s�B is a uniformly random secret shared value, so �m� is also a uniformly
random value and does not leak any information. As for complexity, �s�B requires
2l multiplications and 2 rounds, given control over the selection of p. Computing
�m̂0� and going from �m̂0� to �X0� requires two multiplications in two sequential
rounds. Overall, the protocol requires 2l + 2 multiplications in 4 rounds.

3 The Sampling Technique

This section will present a sampling technique to generate a shared biased coin
and a protocol for its implementation.

We assume the field size p is a Mersenne prime or a prime close to powers
of two and l = �log2 p�, b denotes a coin with bias α ∈ (0, 1) and αB indicates
the binary form of α, a public input to the protocol. The sampling technique
consists of 3 steps. First, it generates l uniformly random shared bits �r�b =
(�rl−1�, ..., �r0�) using RAN2. Second, it transforms the comparison �r�b > αB

into computing �X� such that �X� < 2
l+1
2 and the least significant bit �X0�

of �X� is equivalent to the result of �r�b > αB (further details in the next
subsection). Lastly, it extracts �X0� by the LSB protocol. Once this is done,
�b̂� = 1 − �X0� is the realization of coin b within the statistical difference at
most 2−l when (�rl−1�, ..., �r0�) are sampled uniformly from {0, 1}. Correctness
of the sampling technique stems from the above discussion and Sect. 3.1. Privacy
is assured by the underlying secret sharing scheme, with the fact that the only
values revealed occur in the primitives, which have been considered in Sect. 2.2.
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3.1 Computing �X�

Let �r�b and αB be two l-bit values. The main idea for computing �r�b > αB is
to first compute a value �xi� for each bit-position i as follows:

�xi� = �ri�(1 − αi)2
∑l−1

j=i+1 αj⊕�rj�, (1)

then extracting the least significant bit �X0� from

�X� =
l−1∑

i=0

�xi�. (2)

The correctness of the above is given in the following theorem, which is heavily
based on Theorem 1 in Reistad et al. [13].

Theorem 1. Given l uniformly random shared bits �r�b and a publicly known
value αB, �b̂� = 1 − �X0� is a shared coin with bias α.

Proof (sketch). �xi� is either 0 or a distinct power of 2. �xi� = 1 occurs if and
only if �ri� is set and αi is not set, and

∑l−1
j=i−1 αj ⊕�rj� = 0 (indicating that the

bit-position i is the most significant differing bit position). Later, in computing
�X�, at most one �xi� is odd when �xi� = 1, and it exists if �r�b > αB . Finally,
�b̂� = 1 − �X0� yields a shared coin with bias α. 	


To compute �xi�’s, 2
∑l−1

j=i+1 αj⊕�rj� is performed for each bit-position i. This
can be done by rewriting the exponentiation of Eq. (1) as,

l−1∏

j=i+1

(1 + (αj ⊕ �rj�)), (3)

which can be computed by the prefix product primitive of Sect. 2.2. The trans-
formation from the exponentiation to the prefix product is possible as all terms
(1 + (αj ⊕ �rj�)) are invertible (they are either 1 or 2).

There is still an outstanding issue to address: as a result of Eq. (2) �X� <

2l−1, while to apply the LSB protocol, we assume �X� < 2
l+1
2 <

√
4p. To

deal with this problem, Reistad et al. [13,14] outline an advanced version of the
previously described method. While rooted in the original method, this extended
technique differentiates itself by evaluating pairs of bit-positions rather than
individual ones. Consequently, �ri�(1 − αi) will be altered such that ri > αi for
2 bits at a time, and αj ⊕ �rj� will only output 0 if both corresponding pairs
of bits are equal. The advantage of this extended technique is twofold: it cuts
the occurrences of �xi� by half and ensures that �X� < 2

l+1
2 . This, in effect,

substantially trims the number of multiplications in computing �X�. We now
elaborate on a variation of this extended technique, including an alternation
relevant to our specific requirements.
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Equation (4) is the two-bit version of Eq. (1). This is computed only for odd
bit-positions i < l, with the assumption that l is even,

�xi� = �ui�2
∑(l/2)−1

j=((i−1)/2)+1(α2j⊕�r2j�)∨(α2j+1⊕�r2j+1�)
, (4)

where
�ui� = �ri� ∧ (¬αi) ∨ (¬(αi ⊕ �ri�)) ∧ �ri−1� ∧ (¬αi−1). (5)

Equation (5) is simply a comparison circuit for 2-bit numbers. This expression
can be written in terms of arithmetic as follows,

�ui� = �ri�(1 − αi) + (1 + 2αi�ri� − �ri� − αi)�ri−1�(1 − αi−1). (6)

Furthermore, the exponentiation of Eq. (4) can be written as,

�vi� =
(l/2)−1∏

j=((i−1)/2)+1

(1 + (�w2j� + �w2j+1� − �w2j��w2j+1�)), (7)

where �w2j� = α2j ⊕�r2j�, �w2j+1� = α2j+1⊕�r2j+1� and for the odd bit-position
i = l − 1, we set vl−1 = 1. Finally, we can obtain the least significant bit �X0� of

�X� =
(l/2)−1∑

i=0

�x2i+1� =
(l/2)−2∑

i=0

�v2i+1��u2i+1� + vl−1�ul−1�. (8)

The complexity of computing �X� is 1.5l − 2 multiplications in three rounds,
plus 4(0.5l − 1) multiplications and two rounds for preparing the prefix product
in Eq. (7) as it takes on 0.5l − 1 inputs. Specifically, 0.5l multiplications are
needed to compute the multiplications of Eq. (6) that can be parallelized in one
round. These multiplications can be reused to calculate the terms of the prefix
product in Eq. (7). Next, 0.5l−1 multiplications are required to mask the inputs
of the prefix product in Eq. (7) (as explained in Sect. 2.2, the prefixes are locally
computed by the parties without cost). Finally, 0.5l−1 multiplications are used to
compute the multiplications of Eq. (8) that can be parallelized (in Eq. (8), vl−1 is
publicly known, so vl−1�ul−1� can be considered costless). Privacy of computing
�X� is trivial: information leaks when a value is revealed. This occurs only in
the sub-protocols that have been accounted for.

To complete our discussion of the two-bit version of Eq. (1), we also consider
the case where l is odd. For this, Eq.(9) is the two-bit version of Eq.(1), which
is computed only for even bit-positions i < l,

�xi� = �ui�2
∑(l−1)/2

j=(i/2)+1(α2j⊕�r2j�)∨(α2j−1⊕�r2j−1�)
. (9)

Then, Eqs.(6), (7) and (8) are replaced with Eqs. (10), (11) and (12), respectively,
where

�ui� =

{
�ri�(1 − αi) i = 0,

�ri�(1 − αi) + (1 + 2αi�ri� − �ri� − αi)�ri−1�(1 − αi−1) i = 2k,

(10)
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Protocol 1. Sampling a coin with bias α

Inputs: αB and l = �log2 p�.
Output: A shared coin �b̂� with bias α.

1. The parties run RAN2 to generate �ri� for i ∈ {0, 1, ..., l − 1}.
When l is even:

2. The parties compute �ui� = �ri�(1−αi)+(1+2αi�ri�−�ri�−αi)�ri−1�(1−αi−1)
for i = 2k + 1, k ∈ {0, 1, . . . (l/2) − 1}.

3. The parties compute �vi� =
∏(l/2)−1

j=((i−1)/2)+1(1 + ((α2j ⊕ �r2j�) + (α2j+1 ⊕
�r2j+1�)−(α2j ⊕�r2j�)(α2j+1⊕�r2j+1�))) for i = 2k+1, k ∈ {0, 1, ..., (l/2)−2},
where vl−1 = 1.

4. The parties compute �xi� = �u2i+1��v2i+1� for i ∈ {0, 1, ..., (l/2) − 2}, where
�x(l/2)−1� = vl−1�ul−1�.

5. The parties locally compute �X� =
∑(l/2)−1

i=0 �xi�.
When l is odd :

2. The parties compute �ui� = �ri�(1−αi)+(1+2αi�ri�−�ri�−αi)�ri−1�(1−αi−1)
for i = 2k, k ∈ {1, . . . ((l − 1)/2)}, where �u0� = �r0�(1 − α0).

3. The parties compute �vi� =
∏(l−1)/2

j=(i/2)+1(1+((α2j ⊕ �r2j�)+(α2j−1 ⊕ �r2j−1�)−
(α2j ⊕ �r2j�)(α2j−1 ⊕ �r2j−1�))) for i = 2k, k ∈ {0, 1, ..., ((l − 1)/2) − 1}, where
vl−1 = 1.

4. The parties compute �xi� = �u2i��v2i� for i ∈ {0, 1, ..., ((l − 1)/2) − 1}, where
�x(l−1)/2� = vl−1�ul−1�.

5. The parties locally compute �X� =
∑(l−1)/2

i=0 �xi�.
6. The parties run LSB with input �X� and obtain �X0�.
7. The parties locally compute �b̂� = 1 − �X0� and output �b̂�.

k ∈ {1, 2, . . . (l − 1)/2}, and

�vi� =
(l−1)/2∏

j=(i/2)+1

(1 + (�w2j� + �w2j−1� − �w2j��w2j−1�)), (11)

where �w2j� = α2j⊕�r2j�, �w2j−1� = α2j−1⊕�r2j−1� and for the even bit-position
i = l − 1, we set vl−1 = 1. Finally,

�X� =
(l−1)/2∑

i=0

�x2i� =
((l−1)/2)−1∑

i=0

�v2i��u2i� + vl−1�ul−1�. (12)

The complexity of computing �X� involves 1.5(l − 1) multiplications in three
rounds, plus 4(0.5(l−1)) multiplications and two rounds for preparing the prefix
product in Eq. (11) as it takes on (0.5(l − 1)) inputs. Specifically, 0.5(l − 1)
multiplications are used to compute the multiplications of Eq. (10) that can be
parallelized in one round. Later, 0.5(l − 1) multiplications are required to mask
the inputs of the prefix product in Eq. (11) in one round. Finally, 0.5(l − 1)
multiplications are needed to compute the multiplications of Eq. (12) that can
be parallelized in one round.
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3.2 The Protocol and Overall Complexity Analysis

Protocol 1 serves to implement the sampling technique. It uses sub-protocols to
generate random bits (RAN2), to compute prefix product, and to extract the
least significant bit (LSB) from Sect. 2.2.

As for complexity, we can generate �s�B (needed for the LSB protocol) using
2l multiplications in parallel with generating �r�b using 2l multiplications in
the first two rounds. Preparing for the prefix product costs 2l − 4 (when l is
even) or 2l − 2 (when l is odd) multiplications which can also be parallel with
previous computations. Next, we can compute �X� using 1.5l − 2 (when l is
even) or 1.5(l − 1) (when l is odd) multiplications in 3 rounds. Finally, �X0�
can be computed using 2 multiplications applying the LSB protocol in 2 rounds.
Overall, 7.5l−4 (when l is even) or 7.5l−1.5 (when l is odd) multiplications in 7
rounds are required to generate one shared coin with bias α using the sampling
technique, assuming control over the choice of p.

4 Comparison

This section will compare the biased coin protocol presented by Eriguchi et
al. [4] with our proposed protocol. Eriguchi et al.’s protocol generates l uni-
formly random shared bits by combining the parties’ local random bits using
5nl multiplications. We refer to this method as RandBits 1. Another technique
for this, RandBits 2 (discussed in Sect. 2.2), generates l uniformly random shared
bits by performing l simultaneous invocations of RAN2, resulting in a total cost
of 2l multiplications. Recall that this technique may fail with a p−l probability.
Using RandBits 1, Eriguchi et al.’s protocol can be implemented with (5n+19)l
multiplications [4] and 11 rounds [16], whereas RandBits 2 enables the imple-
mentation using 20l multiplications and 10 rounds.

Table 1 compares the complexity of our solution to that of Eriguchi et al. [4],
assuming that both protocols use RandBits 2.

Table 1. Complexity of biased coin protocols using RandBits 2

Presented in Rounds Multiplications Statistical diff. Security

[4] 10 20l 2−l Unconditional

This paper 7 l is even 7.5l − 4 l is odd 7.5l − 1.5 2−l Unconditional

“This paper” refers to the presented protocol in this paper. This protocol
requires fewer multiplications and rounds than the previous solution [4]. To
generate one biased coin, this protocol needs approximately 3/8 and 7/10 of
the multiplications and rounds used in [4]. For our protocol, the field size must
be chosen as a Mersenne prime or other primes close to powers of two. Although
Mersenne primes become sparse for larger values, using them works for smaller
values of l (i.e., l ∈ [60, 520]), commonly used in practice [5]. Moreover, other
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primes close to powers of two also yield satisfactory results [8]. Both protocols
provide the same security guarantee against passive adversaries and can similarly
be extended to handle stronger adversary models. Furthermore, both protocols
have a failure probability on the order of p−1, attributed to using RandBits 2
and the inversion technique. However, this failure probability can be deemed
negligible by selecting a sufficiently large p.

Unbiased coins �r�b = (�rl−1�, ..., �r0�) can be generated using RandBits 1,
eliminating the RandBits 2 failure probability. Even with this modification, our
protocol requires fewer multiplications and rounds than Eriguchi et al.’s protocol,
as shown in Table 2, assuming both protocols use RandBits 1 for n parties.
To use RandBits 1, each party must distribute shares for her l inputs. In the
complexity analysis of our protocol in Table 2, following Eriguchi et al., we equate
the complexity of this step to l parallel multiplications in one round.

Table 2. Complexity of biased coin protocols using RandBits 1

Presented in Rounds Multiplications Statistical diff. Security

[4] 11 (5n + 19)l 2−l Unconditional

This paper 8 l is even (5n + 6.5)l − 4 l is odd (5n − 6.5)l − 1.5 2−l Unconditional

Incorporating our biased coin protocol into Eriguchi et al.’s protocol for gen-
erating symmetric geometric noise significantly reduces communication complex-
ity. With p = 261 − 1 and N = 75, using our protocol requires about half as
many multiplications as the original. To fairly compare, we assumed both proto-
cols used RandBits 2 and n = 3 for this example. Even using RandBits 1, using
our protocol results in roughly 1.6 times fewer multiplications.

5 Summary

This paper has presented an efficient, unconditionally secure MPC protocol for
sampling a biased coin in shares. The main idea of the sampling process is to
take a public bias in bits as an input, generate a stream of random bits, and
then transform the comparison of these two to the extraction of the least sig-
nificant bit of a secret shared value as a shared biased coin. The complexity of
our protocol is 7.5l − 4 (when l is even) or 7.5l − 1.5 (when l is odd) invoca-
tions of the multiplication protocol carried out in 7 rounds, assuming control
over the selection of the underlying field size. The provided protocol represents
progress by requiring fewer multiplication protocol invocations and rounds than
the solutions by Eriguchi et al. [4]. This progress is important as the protocol is
fundamental in constructing secure MPC for differentially private mechanisms.
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Foreword from the CBT 2023 Program Chairs

This volume contains the proceedings of the 7th International Workshop on Cryp-
tocurrencies and Blockchain Technology (CBT 2023), which was organized within the
satellite activities of the 28th European Symposium on Research in Computer Security
(ESORICS 2023), which took place in The Hague, The Netherlands, from the 25th to
the 29th of September, 2023.

The CBTworkshop started in 2017 with the aim of providing a forum for researchers
with a specific focus on the use of cryptocurrencies and blockchain technologies in
areas such as the identification and tracking of distributed autonomous organizations.
Papers published in previous venues carefully analyzed current issues in such domains
and proposed scientific updates to consolidate security and privacy in the blockchain
research area.

In response to the call for papers, CBT 2023 received 18 submissions. All the sub-
missions were carefully reviewed by the 32 members of the program committee and
with the help of some additional reviewers. All submissions were evaluated based on
their significance, novelty, and technical quality. Based on the reviews and the online
discussion phase, six papers were accepted for presentation at the workshop.

As in the previous years, the CBT workshop was held in conjunction with the Data
PrivacyManagement (DPM)workshop. The programwas complementedwith an invited
keynote by Michal Choras from the Bydgoszcz University of Science and Technology,
complementing as well the program of the 18th DPMWorkshop on Data Privacy Man-
agement (DPM 2023), the 9th CyberICPS Workshop on the Security of Industrial Con-
trol Systems & of Cyber-Physical Systems (CyberICPS 2023), and the 7thWorkshop on
SECurity and Privacy Requirements Engineering (SECPRE 2023). The keynote of Prof.
Choras contributed to establish synergies and a great atmosphere between the work-
shops’ attendees. This was also materialized with an important novelty with respect to
past editions of the CBT post-proceedings, which are now in a joint volume with other
ESORICS workshops. Having a joint proceedings volume with all the workshops has
been seen as a beneficial way to gain more relevance and presence in our community,
which shall also contribute to more stable and consistent publication of future ESORICS
workshops.

The organization of CBT 2023 was made possible through the support received from
Institut Polytechnique de Paris (Télécom SudParis and the SAMOVAR laboratory), the
BART initiative (supported by Inria, SystemX, and Institut Mines-Télécom), volunteers
from TU Delft and the University of Murcia. Special thanks go to the Spanish Ministry
of Universities linked to the European Union through the NextGenerationEU program
under the Margarita Salas postdoctoral fellowship program (172/MSJD/22). We would
like to thank all the authors who submitted papers to the workshop, as well as all the
workshop attendees and all the people involved in the organization of CBT 2023. Then,
we are grateful to the Program Committee members and the external reviewers for their
help in providing detailed and timely reviews of the submissions. Our gratitude goes
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as well to Kaitai Liang and Georgios Smaragdakis, General chairs of ESORICS 2023,
Jérémie Decouchant and Stjepan Picek, Workshop chairs of ESORICS 2023, and all the
ESORICS 2023 local organization volunteers, for all their help and support. Last but by
no means least, we also thank Springer and Ronan Nugent for their presence at the event
and all their support throughout the entire publication process.

October 2023 Pantaleone Nespoli
Joaquin Garcia-Alfaro
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Abstract. Demand for blockchains such as Bitcoin and Ethereum far
exceeds supply, thereby requiring a selection mechanism that, from a
transaction pool, chooses a subset of transactions to be included “on-
chain”. Historically, every transaction submitted to the pool is associated
with a bid (in the blockchain’s native currency). A miner then decides
which set of transactions from the pool should be included in a block.
When the block is published, the bid of each included transaction is
transferred from its creator to the miner. However, in newer applications
such as decentralised finance (DeFi), transaction inclusion in a block is
no longer sufficient. In fact, the order in which the transaction is exe-
cuted is of paramount importance. While research exists on mitigating
transaction ordering manipulations, there is a lack of work on transaction
fee mechanisms (TFMs) that are order-robust. This paper investigates
order-robust TFMs from a mechanism design perspective and shows sev-
eral impossibility results. For instance, we demonstrate that the recent
EIP-1559 TFM is not incentive-compatible for order-sensitive transac-
tions. On the other hand, we present and prove a necessary condition for
an order-robust TFM.

Keywords: Blockchain · Transaction fee mechanism · Ordering ·
Incentive compatibility · Utility maximization

1 Introduction

Blockchain and distributed ledger technologies (DLT) have gained immense pop-
ularity since the development of Bitcoin in 2009 [10]. These technologies offer an
open, distributed, trustless, and tamper-resistant ledger that serves as the foun-
dation for a new generation of financial services. Beyond facilitating transactions,
blockchain enables the design and deployment of complex financial services and
tools through smart contracts, particularly on platforms like Ethereum. The
market capacity of blockchain technology reached a record-breaking 3 trillion
dollars in November 2021 [1].

Ordering is a crucial aspect of traditional financial markets, and its significance
extends to blockchain-based financial services. In these services, the order of trans-
actions holds equal importance and can significantly impact users’ profitability. To
illustrate the transaction ordering problem, we present the following use case:
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Example 1 (Eggs in sandwich shop). In a small town with limited egg avail-
ability, a sandwich shop operates by buying eggs from suppliers at the same price
they sell them. The price of sandwiches containing eggs fluctuates based on the
quantity of remaining eggs. Customers place orders on-site, and there is a max-
imum queue size at the shop, with the owner deciding which subset of customers
can enter when the queue exceeds its capacity. In this scenario, Alice desires an
omelette, Rachel wants a hotdog, Kevin orders a tuna sandwich, and Bob requests
an egg mayo sandwich. Charlie is the supplier of eggs to the shop. Assuming all
customers can stand in line, the order in which they join the queue becomes
significant because the price of their sandwiches is influenced by the number of
remaining eggs. For instance, if Charlie sells his eggs before Alice and Bob, he
will receive a lower payment compared to selling them after the customers who
specifically desire eggs. Likewise, if Alice stands behind Bob in the queue, she
will pay a higher price for her sandwich compared to if she stands before Kevin.
The positions of Kevin and Rachel in the queue are inconsequential as the prices
of their sandwiches are unaffected by the number of remaining eggs.

Ordering’s impact on users’ outcomes can lead them to strategically exe-
cute transactions before or after a specific set of transactions in order to maxi-
mize their profits or utility. In traditional finance, front-running involves lever-
aging early access to market information for personal gain [6]. Similarly, in the
blockchain system, front-running refers to submitting a transaction that is exe-
cuted ahead of certain pending transactions, while back-running involves sub-
mitting a transaction to be executed after a particular set of transactions. These
actions can introduce instability in order-sensitive blockchain applications.

Unlike traditional finance, where front-running typically requires exclusive
and sometimes illicit access to stock data, the transparent nature of blockchain
allows anyone to observe recently mined transactions and monitor the mempool,
which serves as a shared buffer for transactions awaiting inclusion in blocks.
This transparency creates opportunities for front-running, and the potential prof-
itability of such opportunities attracts various users to the blockchain ecosystem.

Users exploit reordering opportunities to increase profits, resulting in compet-
itive priority gas auctions (PGA) and higher transaction fees [5]. The mempool
becomes a vulnerable space where reordering attacks can occur, known as the
“dark forest” [12]. However, PGAs can negatively impact blockchain throughput
and transaction fees for other transactions in blocks.

Our research primarily centres on Nakamoto-style consensus blockchain sys-
tems, wherein a randomly chosen miner is tasked with selecting and order-
ing transactions within each block. Consequently, we examine the incentives
of agents, including both users and miners, at the block-level timescale. While
it is conceivable for a group of agents to collude and employ sophisticated order
manipulation strategies, the likelihood of such collusion is relatively low, mainly
due to the random selection of miners for each block.

Miners in blockchain systems are incentivized through block rewards and
transaction fees to maintain the blockchain’s security. Various mechanisms have
been proposed for transaction allocation and payment methods to miners since
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the emergence of Bitcoin. These mechanisms fall under the Transaction Fee
Mechanism (TFM), which determines user fees for block inclusion and miners’
rewards for transaction allocation. However, existing TFMs are mainly tailored
for cryptocurrency systems like Bitcoin that overlook the significance of trans-
action order in blockchain applications such as decentralized finance (DeFi). As
a result, there are currently no TFMs specifically designed to address the needs
of order-sensitive blockchain applications used in financial services.

This paper introduces a generalized model for TFM analysis that incorpo-
rates the impact of transaction ordering on agents’ utilities. Currently, there
is no existing TFM model that accounts for the state of transactions within a
block. Our novel model is general enough to allow formalization and analysis
of existing TFMs, helping to establish correctness conditions based on incentive
compatibility. By applying this framework, we prove that the current TFM in
Ethereum, namely EIP-1559, is not user incentive-compatible (UIC) for order-
sensitive blockchain-based applications. Additionally, we prove that there is no
deterministic TFM that satisfies both off-chain agreement proof and UIC. On
the positive side, we identify a necessary condition for a TFM to be UIC.

2 Related Works

The TFM holds a pivotal role in blockchain systems, defining transaction costs
and network security. Initially, the prevalent TFM in Bitcoin and Ethereum was
the first price auction (FPA) [10]. However, Ethereum shifted to a posted-price
TFM [15].

Prior TFM research mainly concentrated on the Bitcoin blockchain. Lavi et
al. proposal [7] introduced a monopolistic auction for the Bitcoin TFM, where
users in a block pay the minimum bid. However, it was shown by Andrew et al.
[19] that in this auction, strategic bidding leads to zero revenue as users increase.
Another TFM by Lavi et al. [7] is the Random Sampling Optimal Price (RSOP),
addressing the user incentive compatibility (UIC) issue, but not myopic miner
incentive compatible (MMIC).

To transcend TFM limitations, Basu et al. proposed a generalized second
price auction-based TFM [3] aiming for UIC. This TFM is not MMIC, but as
users increase, deviation revenue converges to zero. Moreover, Basu et al. [2]
proposed Stablefees, an alternative TFM grounded in the second price auction.
In a different vein, Chung et al.’s burning second price auction [4] confirms a
random set of transactions in a block.

EIP-1559 marks a significant departure from the FPA and serves as the
pioneering TFM implemented in a large-scale blockchain system. Comparative
analyses have extensively examined the features of EIP-1559 in relation to FPA
and other potential TFMs for Ethereum [14]. Furthermore, research has focused
on assessing the stability of EIP-1559 and the influence of its base fee [8,13].
Empirical studies have been conducted to investigate transaction fees, consen-
sus security, and the impact of EIP-1559 on the Ethereum blockchain ecosystem
[9]. Although EIP-1559 has introduced positive attributes such as predictable



330 M. S. Nourbakhsh et al.

fees and enhanced user experience, it has overlooked the impact of transac-
tion ordering on agents’ utilities. Notably, empirical evidence reveals that the
extraction of miner extractable value (MEV) remains unaffected following the
implementation of EIP-1559 [9].

Despite the efforts to improve TFMs, none of the proposed mechanisms has
considered the effect of transaction orders on users’ revenue by assuming a con-
stant value for a transaction.

Several research papers in the field of blockchain systems have tackled the
issue of order manipulation, considering it a problem in the context of changing
transaction orders. For instance, [6] introduced the concept of front-running
in blockchain systems and provided insights into the front-running behaviour
exhibited by miners within the Ethereum blockchain.

The emergence of users actively seeking front-running opportunities has led to
the rise of a competitive phenomenon known as the priority gas auction (PGA)
within blockchain systems [5]. Additionally, the concept of miner-extractable
value (MEV) is introduced by Daian et al. [5], which quantifies the poten-
tial profit that miners can obtain by manipulating the order of transactions
in the blockchain. To assess the extent of extracted value within the Ethereum
blockchain, empirical studies have been conducted [12,17].

Exclusive mining services have emerged as a response to the challenges posed
by order manipulation and MEV extraction in blockchain systems [16]. These
services involve collusion between users and a specific miner, where users trans-
mit their transactions directly to the service through a private channel instead
of broadcasting them across the network. However, recent research has revealed
that exclusive mining services not only facilitate the extraction of MEV but also
provide significant benefits to the participating miners, amplifying their advan-
tage in order manipulation and MEV extraction [11].

3 System Model

In this paper, we consider the blockchain system as responsible for maintaining
the current state and executing a precisely ordered sequence of transactions that
both read from and modify this state. There are four main components in the
process, namely (i) users, (ii) miners, (iii) mempool and (iv) blockchain.

Users: Users are represented as agents responsible for generating transactions
to be executed within the blockchain system. Each user is identified by a unique
label ci, ranging from 1 to N . Transactions generated by user ci are denoted as
txi and can encompass various actions such as buying stocks or selling shares.

Mempool: The mempool in the blockchain serves as a buffer where verified
transactions are stored. When a transaction is generated by a user, it undergoes
verification and is then added to the mempool. We assume that each user has
at most one transaction in the mempool at any given time. Hence, a transaction
txi generated by user ci is represented as a 3-tuple: 〈bi, gi, vi〉, where:
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– bi denotes the bid per unit size, indicating the amount the user ci is willing
to pay for executing the transaction.

– gi represents the visible size of the transaction.
– vi corresponds to the valuation of the transaction, indicating the maximum

value that user ci is willing to pay for the execution of txi. It is also referred
to as the private value of the transaction.

We will revisit this transaction model when considering transaction ordering.

Miners: Miners select a subset of verified transactions from the mempool
to form a block, which has a maximum size denoted by G. The transactions
within the block are executed in the specified order, leading to updates in the
blockchain’s state.

When a block is added to the blockchain, the miner receives a payment
determined by the bids associated with each transaction in the block. Therefore,
we assume that miners are rational and will select transactions in a manner that
maximizes their payment.

Blockchain: A blockchain is a sequence of blocks denoted as B1, B2, . . . , Bk−1,
with the initial block called the genesis block (B1). The current block being
added to the blockchain is Bk, and the entire block history is denoted as H.

4 Background

In this section, we provide a brief overview of the TFMs from an unordered
set of transactions in a block. TFM models proposed by [4,15] focused on the
allocation of transactions to the block. Historically, a TFM is formalized as a
3-tuple of rules: (i) Allocation rule, (ii) payment and (iii) miner revenue rule.

Definition 1 (Allocation rule). The allocation rule is a function x from the
on-chain history H and mempool M to a binary value xi(H,M) for each pending
transaction txi ∈ M . xi(H,M) = 1 means that transaction txi is allocated to
the current block Bk.

A trivial allocation will be to allocate all transactions to a block. However,
this may exceed the maximum permissible size of a block (G). Thus, we have
the notion of a feasible allocation.

Definition 2 (Feasible allocation rule). An allocation rule is feasible if, for
every possible history H and mempool M :

∑

txi∈M

gi · xi(H,M) ≤ G (1)

where G is the maximum permissible size of a block.
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A feasible allocation rule is responsible for assigning transactions to a block
while respecting the maximum block size. The payment rule determines how
transaction fees are transferred when a transaction is added to the blockchain.

Definition 3 (Payment rule). A payment rule is a function p from the on-
chain history H and allocated transactions in Bk to a non-negative number
pi(H,Bk) for each transaction txi in Bk.

pi(H,Bk) indicates the cost (per unit size) of allocating txi in block Bk that
user ci should pay.

Definition 4 (Miner revenue rule). A miner revenue rule is a function Mr
from the on-chain history H and allocated transactions in Bk to a non-negative
number Mri(H,Bk) for each transaction txi in Bk.

Mri(H,Bk) indicates the price (per unit size) of allocating txi in block Bk

for the miner.

Definition 5 (Transaction fee mechanism (TFM)). A transaction fee
mechanism (TFM) is a triple (x, p,Mr) in which x is a feasible allocation rule,
p is a payment rule, and Mr is a miner revenue rule.

The definitions provided earlier assume a constant value for transactions in a
block, regardless of their order. However, in decentralized financial systems such
as decentralized exchanges, the order of transactions within a block can greatly
affect the utility and profit of users. To address this, a new model is needed that
takes into account the impact of transaction ordering on agent utilities.

5 Theory

In this section, we now revisit some previous definitions in the context of trans-
actions (re)ordering in a block.

5.1 Order Oriented Private Value

Previous studies on TFMs have often assumed that a user’s valuation of a trans-
action remains constant once it is included in a block. However, this assumption
may not hold true for order-sensitive applications like DeFi. To address this, we
introduce the concepts of order-robustness and order-sensitivity, which classify
transactions based on whether their valuation depends on the presence and order
of other transactions in the block.

Definition 6 (T -order robust transaction). Transaction txi is order-robust
in sequence T if, changing txi’s position in the sequence T without changing
T\{txi}, the private value of txi remains constant, i.e., T = Tp · txi · Ts and
T ′ = Tp′ · txi · Ts′ , where (T = T ′ ∧ Tp �= Tp′ ∧ Ts �= Ts′), the valuation of txi in
T is the same as in T ′.



Transaction Fee Mechanism for Order-Sensitive Blockchain 333

Remark 1. If txi is T-order robust, txi is T ′-order robust, for every T ′ � T ,
where � denotes subsequence.

We denote the set of all possible sequences of a set X by X̄.

Definition 7 (Order-robust transaction). Given a set of transactions in
block Bk, a transaction txi ∈ Bk is said to be order-robust in Bk if it is T -order
robust for every possible sequence T of the transactions in Bk, i.e., ∀ T ∈ B̄k,
txi is T -order robust.

Definition 8 (Order-sensitive transaction). A transaction txi ∈ Bk is said
to be order-sensitive in a transactions block Bk if txi is not order-robust in Bk.

Definition 9 (Biggest order-sensitive subsequence (BOS)). The biggest
order-sensitive subsequence of a transaction txi (BOSi) is the biggest subse-
quence T � B̄k such that removing each txj ∈ T changes txi’s private value.

Example 2. In the sandwich shop Example 1, assume the maximum queue size
is 3 and Alice’s transaction txA (omelette):

– Given Bk = {Alice, Rachel, Kevin}, txA is T -order-robust in the sequence T
= 〈Rachel, Alice, Kevin〉 as the private value of txA is constant in every place
in T\{Alice} = {Rachel, Kevin}.

– Given Bk = {Alice, Rachel, Bob}, txA is order-sensitive as there exists T ′ =
〈Rachel, Bob, Alice〉, txA is not T ′-order-robust & BOSA = {Bob} in T ′.

– Kevin’s transaction txK is order-robust in (BK ⊆ {Alice,Bob,
Charlie,Kevin,Rachel} ∧ |Bk| = 3 ∧ txK ∈ Bk), as it is T -order robust
for every possible T � B̄k.

Definition 10 (Sensitive mempool). We say that a mempool M is a sensi-
tive mempool if there is at least one order-sensitive transaction in the mempool
M, i.e., ∃Bk ⊆ M,∃txi ∈ Bk such that txi is order-sensitive in Bk.

5.2 Generalized TFM Modelling

A TFM is a crucial component of the blockchain protocol that determines which
transactions are included in a block and their order within the block. It also spec-
ifies the transaction fees users need to pay for inclusion and the revenue received
by the miner. To capture the impact of transaction ordering, we modify the TFM
by introducing a placement rule, which considers the order of transactions. The
placement rule serves as an allocation rule that incorporates transaction order.
Placement rule captures the effect of the order of transactions in a block. For
the same subset of transactions, different placement sequences may have differ-
ent outcomes for both users (with order-sensitive transactions) and the miner.
Additionally, we generalize the payment rule and miner revenue rule to account
for transaction orders. The modified rules are as follows:
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Definition 11 (Placement rule). The placement rule is a function X from
the on-chain history H and mempool M to a binary vector Xi(H,M) for each
pending transaction txi ∈ M .

– Xi(H,M)[s] indicates the value of the placement vector Xi(H,M) for the
order s. Xi(H,M)[s] = 1 if txi is found in order s in Bk, 0 otherwise.

– We denote by si, the rank of transaction txi in the block Bk, i.e.,
Xi(H,M)[si] = 1. If txi is not in the block, then si = 0 and Xi(H,M)[si] = 0.

– X(H,M) is the placement matrix such that each row is a placement vector of
a transaction in the mempool.

X(H,M) =

⎡

⎢⎢⎢⎢⎣

. . .

. . .
Xi(H,M)

. . .

. . .

⎤

⎥⎥⎥⎥⎦

– Block Bk is then given as:
Bk = XT · M (2)

However, the placement rule may attempt to place a transaction in more
than one place. Thus, we need to constrain the placement rule, to give rise to a
feasible placement rule.

Definition 12 (Feasible placement rule). A placement rule is feasible if, for
every possible history H and mempool M :

1. The placement rule should place each transaction txi in at most one place.

∀txi ∈ M :
∑

∀s
Xi(H,M)[s] ≤ 1 (3)

2. The placement rule should assign each place in the block sequence to one
transaction. Denoting the number of transactions in Bk by S, none of the
places before S should remain empty, i.e., all ranks are allocated.

∀ j, 1 ≤ j ≤ S,∃txk ∈ M · Xk[H,M ][j] = 1 (4)

3. Two transactions cannot have the same rank in the block.

∀ txi, txj ∈ Bk, i �= j · si �= sj . (5)

4. The placement rule should place transactions in a block with a cumulative size
smaller or equal to the size of the block.

∑

txi∈M

gi · xi(H,M)[si] ≤ G (6)

While a placement rule is proposed by a TFM, miners still have complete
control over the placement of transactions in the block.
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Definition 13 (Payment rule). A payment rule is a function P from the on-
chain history H and ordered transactions in Bk through the placement matrix
X, to a non-negative number Pi(H,Bk,X) for each transaction txi in order si
of Bk.

Pi(H,Bk,X) indicates the cost (per unit size) of an included transaction txi

through placement matrix X in block Bk that user i should pay.

Definition 14 (Miner revenue rule). A miner revenue rule is a function Mr
from the on-chain history H and placed transactions, through a feasible place-
ment rule, in Bk to a non-negative number mri(H,Bk,X) for each transaction
txi with placement vector xi in Bk. mri(H,Bk, xi) indicates the prize (per unit)
of placing txi in order si of block Bk for the miner.

Example 3 (Payment and (miner) revenue in sandwich shop). In the sandwich
shop Example 1, Alice will pay PA(H,Bk,X) which is a function of the number
of eggs in the shop (H), and placed people (X) in the current queue (Bk).

Alice’s payment PA(H,Bk,X) where X is placing transactions in Bk =
{Alice, Rachel, Bob} is different from PA(H,Bk,X

′) where X ′ is placing trans-
actions in B′

k = {Charlie, Alice, Bob}.
The sandwich shop’s revenue from serving an omelette for Alice is MrA

(H,Bk,X). Same as above, the revenue is a function of placing people in the
queue.

Definition 15 (Generalized Transaction Fee Mechanism (GTFM)). A
generalized transaction fee mechanism (GTFM) is a triple (X,P,Mr) in which
X is a feasible placement rule, P is a payment rule, and Mr is a miner revenue
rule.

Based on the proposed Generalized TFM modelling, we aim to model several
previously known and proposed TFMs using the rules proposed in the previous
section. Our objective is to demonstrate that our proposed model can accurately
represent these existing TFMs.

Example 4 (First price auction (FPA) [10]). The (intended) placement rule for
FPA is to include a feasible subset of transactions that maximizes the sum of the
size-weighted bids. The payment rule is equal to the miner revenue rule and both
are independent of blockchain history and other transactions in the block.

– Pi(Bk) = Mri(Bk) = bi
–

arg max
Xi

∑

txi∈M

Xi(H,M)[si].bi.gi

s.t.
∑

txi∈M

Xi(H,M)[si].gi ≤ G
(7)

FPA’s lack of UIC is evident [15], even without accounting for the impact of
transaction ordering on users’ utilities.
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Example 5 (EIP-1559 [18]). EIP-1559 TFM is the current TFM of the
Ethereum blockchain. The (intended) placement rule for EIP-1559 is to include
a feasible subset of transactions that maximizes the sum of the size-weighted bids
condition on which they bid at least the base fee. The base fee is “burning” (sim-
ilar to giving away a small fee) and the miner receives the difference between
users’ payments and the base fee.

– r = f(H) is the base fee which is a function of the blockchain history.
– Pi(H,Bk,X) = min{Ci, r+ti} which Ci is the fee cap and ti is the maximum

tip the user tends to pay the miner.
– Mri(H,Bk,X) = Pi(H,Bk,X) − r = min{Ci − r, ti}
–

max
xi

∑

txi∈M

∑

∀si
xi(H,M).min{Ci − r, ti}.gi

s.t.
∑

txi∈M

∑

∀si
xi(H,M).gi ≤ G

(8)

In EIP-1559, the mechanism designer assumes that the base fee is usually not
excessively low. It means that the cumulative size of transactions in the mempool
whose private value is more than the base fee is not bigger than the maximum
block size. ∑

txi∈M :vi≥r

gi ≤ G (9)

5.3 Agents’ Utilities and Incentive Compatibility

Based on our proposed generalized TFM modelling, considering the order-based
private value of the transactions, we present formal definitions of the utilities of
miners and users, who act as rational agents in the blockchain system and aim
to optimize their utilities by adhering to the rules of the TFM. Our focus is on
agents’ incentives at the level of a single block. We assume that the addition of
a transaction to the block has a common marginal cost μ, known to all users.
Given these assumptions, rational users aim to optimize their utility by bidding
for the intended placement of their transactions.

Miners. In this paper, we consider a simplified model of miners’ behaviour
in which they have the ability to add fake transactions to the mempool with-
out incurring any cost. We assume that miners are myopic and their utility is
intended for the current block. This simplified model allows us to analyze the
incentives for miners in the short term and examine how they can optimize their
utility through TFM rules. The utility function of a miner (Eq. 10) shows that
the utility of a miner depends on two arguments that the miner can control to
maximize its utility. The first argument is the selection of transactions and their
ranks in a block. The second part is adding fake transactions and their ranks
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to the block. A miner maximizes its utility by controlling both mentioned argu-
ments based on the miner revenue rule of a TFM. Though a TFM is specified
by the protocol designer based on a given placement rule, miners may choose to
deviate from that rule. Thus, to ensure that miners are truthful, we require the
TFM to be incentive-compatible.

Definition 16 (Myopic miner utility). For a TFM(X,P,Mr), on-chain
history H, mempool M , and fake transactions F , utility of a myopic miner is:

Uminer(Bk, F ) :=
∑

txi∈Bk∩M

Mri(H,Bk,Xi) · gi

︸ ︷︷ ︸
miner’s revenue

−
∑

txi∈Bk∩F

Pi(H,Bk,Xi) · gi

︸ ︷︷ ︸
fee for miner’s fake transactions

− μ
∑

txi∈Bk

gi

︸ ︷︷ ︸
marginal costs

.

(10)

The first term shows all ordered real transactions revenues. The second term
indicates the cost to the miner of adding its fake transactions to the block. The
last sum indicates the marginal cost of adding transactions.

Definition 17 (Incentive compatibility for myopic miner (MMIC)). A
TFM(X,P,Mr) is incentive-compatible for a myopic miner (MMIC) if for every
on-chain history H and mempool M , a myopic miner maximizes its utility (10)
following the placement rule without creating any fake transactions, i.e., F = ∅.
Then, Bk = XT · M

Users. Assuming rationality, users bid in order to maximize their utility. In
light of the order-robust and order-sensitive classifications, we can formally define
users’ utility as a function of their private value and the payments made through
the TFM’s payment rule. Specifically, as noted earlier, the private value of a given
transaction may depend on the presence and order of other transactions in the
block. In fact, the transaction’s private value is a function of its BOS in the
block. By incorporating the placement matrix into the utility function, we can
account for the impact of transaction order on users’ valuations and thereby
more accurately model their behaviour within the TFM framework.

Definition 18 (User utility function). For a TFM(X,P,Mr), on-chain his-
tory H and mempool M , the utility of user i, the owner of transaction txi, with
private value vi and bid bi is:

ui(bi) :=

{
(vi − bi).gi, si �= 0
0 otherwise

(11)



338 M. S. Nourbakhsh et al.

In this paper, we do not assume that the private value is a constant. Rather,
the private value vi of a transaction txi depends on the expected private value Vi

of txi, based on the last block, and on the (preceding) transactions that affects
its value in the current block Bk, i.e., vi(Vi, BOSi)

Users are rational agents who aim to maximize their utilities by adhering
to TFM rules. It is important to consider that miners also prioritize their own
utilities when placing transactions within a block. Therefore, we must examine
whether utility maximization is feasible through TFM rules. For TFM rules to
be effective, they must be incentive-compatible for users. In order to define this
incentive compatibility, we first define the symmetric Ex Post Nash Equilibrium.

Definition 19 (Symmetric Ex Post Nash Equilibrium (Symmetric
EPNE)). Fix a TFM(X,P,Mr) and block history H. A bidding strategy b∗(·)
is a symmetric ex-post Nash equilibrium (symmetric EPNE), if for every mem-
pool M , bidding b∗(vi) maximizes the utility (11) of user ci conditioned on all
cj �= ci following strategy b∗(vj).

The existence of a symmetric EPNE in a TFM means that, if all users cj
follow b∗, ci will not have any incentive to deviate. We can define incentive com-
patibility for users based on the existence of symmetric EPNE bidding strategy.

Definition 20 (Incentive compatibility for users (UIC)). A TFM
(X,P,Mr) is user incentive compatible (UIC) if, for every on-chain history H,
and mempool M , there is a symmetric EPNE bidding strategy.

5.4 Off-Chain Agreements

In a blockchain environment, it is plausible for a miner and a group of users to
form an off-chain coalition, with the goal of increasing the collective utility of the
coalition. Thus, a TFM should be devised taking this possibility into account.

Definition 21 (Off-chain agreement). For set C of transactions and miner
m, an off-chain agreement (OCA) between C’s creators and m specifies:

1. A bid matrix bC , with bCi vector to be submitted with the transaction txi ∈ C.
2. A placing matrix XC , indicating the transactions that the miner m will place

in its block.
3. An agreement price BC , with βi from transaction txi’s owner to miner m.

In an OCA, each transaction txi’s owner agrees to submit txi with an on-
chain bid of bCi while transferring βi.gi to the miner m off-chain; the miner, in
turn, agrees to mine a block with the agreed-upon sequence of transactions C.

Definition 22 (Joint utility). for an on-chain history H, the joint utility of
a miner and some users with a set of transactions C with placement vector XC

in block Bk is:

ujoint(m,C,XC) =
∑

txi∈C

(vi − Pi(H,Bk,X) + Mri(H,Bk,X)).xT
i .gi (12)
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Definition 23 (OCA-Proof). A TFM(X,P,Mr) is OCA-proof if, for every
on-chain history H, no off-chain agreement between a miner m and any number
of users with the transaction set C can increase their joint utility by deviation
from TFM rules.

6 Results

The author of [15] has shown that the EIP-1559 TFM is UIC when the base
fee is not excessively low (9) and min{vi, r + μ} is the users’ symmetric EPNE.
However, the incentive compatibility is satisfied assuming constant private val-
ues for transactions. However, for an order-sensitive mempool, the TFM cannot
satisfy incentive compatibility for users.

Theorem 1 (EIP-1559 is not UIC for order-sensitive mempool). Fix an
on-chain History H, a base fee r = f(H), and a marginal cost μ. There is no
symmetric EPNE bidding strategy in an order-sensitive mempool.

Proof. We assume that the base fee is not excessively low, which means that the
block size is sufficient to accommodate all transactions present in the mempool
where the optimal fee for each transaction exceeds the base fee, i.e., b∗(.) > r. The
author of [15] has shown that for excessively low base fee, EIP1559 is not UIC.
We assume that there is a symmetric EPNE for all users: b∗ = min{C∗

i , r + t∗i }.
The myopic miner places transactions in the block in order to maximize

its revenue (Eq. 8). The not excessively low assumption satisfies the feasible
placement condition. Therefore, the miner places all transactions with b∗(.) > r
in the block.

As the places of transactions in the block do not affect the miner’s revenue
(Eq. 8), without loss of generality, we assume that the miner places the transac-
tions in Bk based on their bid b∗ in descending order.

As in order-sensitive mempool, there is a subset of order-sensitive trans-
actions, We assume there is an order-sensitive transaction txi which is order-
sensitive in a sequence T ⊆ Bk. The transaction owner can change his bid
bi > b∗ to get a higher rank (smaller BOSi) in T to enhance his utility by
increasing its private value vi(Vi, BOSi). Therefore, b∗ is not an EPNE for an
order-sensitive transaction txi. Subsequently, there is no symmetric EPNE for
users in EIP-1559 and it is not UIC. �

In light of the fact that EIP-1559 does not satisfy incentive compatibility for
users in an order-sensitive mempool, our focus is on identifying a TFM that satis-
fies incentive compatibility for users. The rationale for prioritizing user incentive
compatibility over miner incentive compatibility stems from the fact that miners,
as rational agents, have access to the mempool and can maximize their utility
by selecting the most profitable set of transactions to include in a block.

Theorem 2. (Impossibility theorem). For an order-sensitive mempool,
there is no deterministic TFM that satisfies both UIC and OCA-proof.
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Proof. In a deterministic TFM, a miner decides about the placement of trans-
actions in the block. If we assume that the order of the transactions is forced by
an external protocol, such as an order-fairness protocol. Therefore, the miner is
at least responsible for the inclusion of transactions in a block. In both cases,
we show that a TFM cannot satisfy UIC and OCA-proof

Assuming two order-sensitive transactions (txi, txj) exist in the mempool.
The miner can make a block Bk in one of the following ways:

1. S1 = 〈txi, txj〉 � B̄k

2. S2 = 〈txj , txi〉 � B̄k

3. S3 = S1\txi = 〈txj〉 � B̄k

As we have assumed that the TFM is UIC, there is a symmetric EPNE for both
users i and j. Without loss of generality, we can assume that based on the users’
bids, the miner makes a block such as (i) following the placement rule. Now the
following may happen:

1. The user j increase its transaction’s bid convincing the miner to change the
block such as (ii). Therefore, as the user can increase its revenue by deviation
from the EPNE, the assumption of the existence of a symmetric EPNE and
subsequently UIC is incorrect.

2. The user j makes an off-chain agreement with the miner to make the block
such as (ii) or (iii). The difference in revenue increase can divide between the
miner and the user. Therefore, as there is a possibility of OCA, the assumption
of OCA-proof is not correct. Hence, a contradiction. �

Theorem 3. (Necessary condition for UIC TFM). A TFM is said to be
incentive compatible for users if, for every placed transaction txi in block Bk,
BOSi is empty.

Proof. We consider two cases: (i) if a transaction txi is order-robust and (ii)
when transaction txi is order-sensitive.

– Order-robust: if a transaction txi is order-robust, then, by definition, the
private value of user ui is independent of other transactions in the block.

– Order-sensitive: Assume that txi is placed at rank r > si. Since txi is order-
sensitive, it means that its BOSi at r is non-empty. This means that the
private value of txi is lower than the maximum expected private value. To
increase the utility of ci, txi is moved higher up. However, when BOSi is
empty when txi is ranked at si, txi is order-robust for that given sequence.
Hence, the private value of user ci is constant, equal to the expected private
value, when BOSi is empty. �

Corollary 1. (UIC TFM). If a TFM is UIC for order-robust transactions and
if for every order-sensitive transaction txi in a block and BOSi is empty, then
TFM is UIC.
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7 Discussion

One of the primary motivations behind the replacement of the first price auc-
tion (FPA) with EIP-1559 in the Ethereum blockchain was to achieve incentive
compatibility for both users and miners [15]. However, our analysis using the
generalized TFM framework reveals that EIP-1559 is not UIC when considering
an order-sensitive mempool. This finding is supported by the growing adoption
of exclusive mining services such as Flashbots, which indicates a lack of UIC for
order-sensitive transactions [9]. Moreover, by disregarding the impact of trans-
action ordering, existing TFMs fail to satisfy the conditions of MMIC, UIC, and
OCA-proof. Moreover, we have extended our results to demonstrate the impossi-
bility of a deterministic TFM that can simultaneously satisfy both user incentive
compatibility and OCA-proof conditions.

We have established that the necessary condition for a TFM to be UIC
is the absence of any order-sensitive sub-sequence (BOS) within a block. This
condition ensures that all transactions in the block are order-robust, providing
users with confidence in the value they will receive. Alternatively, a UIC TFM
can be achieved by having an order-robust mempool, meaning that services or
functionalities within the blockchain system do not rely on transaction orders.
This condition was implicitly present in previously considered UIC TFMs.

In this study, we have primarily operated under the assumption that all
involved agents, encompassing users and miners, exhibit rational behaviour,
driven by their desire to maximize their revenue within the context of a TFM. We
acknowledge that this perspective excludes the influence of non-rational agents,
including altruistic or malicious actors whose behaviour might deviate from
incentive-based rationale. Nonetheless, it is our conjecture that over time, users’
behaviour will tend towards rationality. Additionally, we have presumed that
miners adhere to myopic decision-making. However, it is pertinent to note that
in cases where a substantial coalition of miners collaborates, they might priori-
tize long-term utility optimization over immediate block-specific gains. Another
dimension of limitation in our model pertains to our assumption of each user hav-
ing a maximum of one transaction within a mempool per block. This assumption
disregards scenarios where users may possess multiple transactions, each with
potentially varying effects on their revenue contingent upon distinct placements
within the block.

8 Conclusion and Future Works

This paper has made significant contributions towards understanding the effect
of transactions (re)ordering on blockchain transactions from agents’ utility per-
spectives. By defining the private value of transactions as a function of other
transactions in the block, we have captured the impact of order sensitivity. Addi-
tionally, we have proposed a generalized TFM modelling approach that considers
the placement of transactions in the block. Through our analysis, we have shown
that no deterministic TFM can satisfy both UIC and OCA-proof. Furthermore,
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we have identified and proved a necessary condition for a TFM to satisfy UIC.
These findings can help improve the design of TFMs in blockchain systems to
prevent order manipulation attacks.

As there exists no deterministic TFM that is UIC for order-sensitive mem-
pool, we will investigate weaker notions of UIC and also a stochastic version of
TFMs that are UIC, i.e., the pricing mechanism is varying rather than deter-
ministic.

Our future research will delve into the exploration of alternative forms of
UIC within the context of order-sensitive mempools. This involves investigating
weaker variations of UIC and exploring stochastic versions of TFMs, where pric-
ing mechanisms become variable rather than deterministic. We plan to address
the limitations outlined in Sect. 7, including the incorporation of non-rational
agent dynamics. Additionally, we plan to refine our model to account for scenar-
ios where users may have multiple transactions within a mempool for a single
block. This refinement will provide a more comprehensive understanding of how
transaction order impacts revenue outcomes.

Acknowledgements. The second author is supported by EPSRC (EP/T014784/1).

References

1. Crypto total market cap 2010–2022. https://www.statista.com/statistics/730876/
cryptocurrency-maket-value/. Accessed 1 Feb 2022

2. Basu, S., Easley, D., O’Hara, M., Sirer, E.G.: StableFees: a predictable fee market
for cryptocurrencies. Manage. Sci. 69, 6417–7150 (2023)

3. Basu, S., Easley, D.A., O’Hara, M., Sirer, E.G.: Towards a functional fee market
for cryptocurrencies. CoRR abs/1901.06830 (2019). http://arxiv.org/abs/1901.
06830

4. Chung, H., Shi, E.: Foundations of transaction fee mechanism design, pp. 3856–
3899 (2023). https://doi.org/10.1137/1.9781611977554.ch150, https://epubs.siam.
org/doi/abs/10.1137/1.9781611977554.ch150

5. Daian, P., et al.: Flash Boys 2.0: frontrunning in decentralized exchanges, miner
extractable value, and consensus instability. In: 2020 IEEE Symposium on Secu-
rity and Privacy (SP), pp. 910–927 (2020). https://doi.org/10.1109/SP40000.2020.
00040

6. Eskandari, S., Moosavi, S., Clark, J.: SoK: transparent dishonesty: front-running
attacks on blockchain. In: Bracciali, A., Clark, J., Pintore, F., Rønne, P.B., Sala, M.
(eds.) FC 2019. LNCS, vol. 11599, pp. 170–189. Springer, Cham (2020). https://
doi.org/10.1007/978-3-030-43725-1 13

7. Lavi, R., Sattath, O., Zohar, A.: Redesigning bitcoin’s fee market. ACM Trans.
Econ. Comput. 10(1), 1–31 (2022). https://doi.org/10.1145/3530799

8. Leonardos, S., Monnot, B., Reijsbergen, D., Skoulakis, E., Piliouras, G.: Dynami-
cal analysis of the eip-1559 ethereum fee market. In: Proceedings of the 3rd ACM
Conference on Advances in Financial Technologies. p. 114–126. AFT ’21, Associ-
ation for Computing Machinery, New York, NY, USA (2021). https://doi.org/
10.1145/3479722.3480993, https://0-doi-org.pugwash.lib.warwick.ac.uk/10.1145/
3479722.3480993

https://www.statista.com/statistics/730876/cryptocurrency-maket-value/
https://www.statista.com/statistics/730876/cryptocurrency-maket-value/
http://arxiv.org/abs/1901.06830
http://arxiv.org/abs/1901.06830
https://doi.org/10.1137/1.9781611977554.ch150
https://epubs.siam.org/doi/abs/10.1137/1.9781611977554.ch150
https://epubs.siam.org/doi/abs/10.1137/1.9781611977554.ch150
https://doi.org/10.1109/SP40000.2020.00040
https://doi.org/10.1109/SP40000.2020.00040
https://doi.org/10.1007/978-3-030-43725-1_13
https://doi.org/10.1007/978-3-030-43725-1_13
https://doi.org/10.1145/3530799
https://doi.org/10.1145/3479722.3480993
https://doi.org/10.1145/3479722.3480993
https://0-doi-org.pugwash.lib.warwick.ac.uk/10.1145/3479722.3480993
https://0-doi-org.pugwash.lib.warwick.ac.uk/10.1145/3479722.3480993


Transaction Fee Mechanism for Order-Sensitive Blockchain 343

9. Liu, Y., Lu, Y., Nayak, K., Zhang, F., Zhang, L., Zhao, Y.: Empirical analysis of
EIP-1559: transaction fees, waiting times, and consensus security. In: Proceedings
of the 2022 ACM SIGSAC Conference on Computer and Communications Security,
CCS 2022, pp. 2099–2113. Association for Computing Machinery, New York, NY,
USA (2022). https://doi.org/10.1145/3548606.3559341

10. Nakamoto, S., et al.: Bitcoin. A peer-to-peer electronic cash system (2008)
11. Piet, J., Fairoze, J., Weaver, N.: Extracting Godl [sic] from the salt mines: ethereum

miners extracting value. arXiv preprint arXiv:2203.15930 (2022)
12. Qin, K., Zhou, L., Gervais, A.: Quantifying blockchain extractable value: how dark

is the forest? In: 2022 IEEE Symposium on Security and Privacy (SP), pp. 198–214
(2022). https://doi.org/10.1109/SP46214.2022.9833734

13. Reijsbergen, D., Sridhar, S., Monnot, B., Leonardos, S., Skoulakis, S., Piliouras,
G.: Transaction fees on a honeymoon: Ethereum EIP-1559 one month later. In:
2021 IEEE International Conference on Blockchain (Blockchain), pp. 196–204.
IEEE Computer Society, Los Alamitos, CA, USA, December 2021. https://doi.
org/10.1109/Blockchain53845.2021.00034, https://doi.ieeecomputersociety.org/10.
1109/Blockchain53845.2021.00034

14. Roughgarden, T.: Transaction fee mechanism design for the ethereum blockchain:
an economic analysis of EIP-1559. arXiv preprint arXiv:2012.00854 (2020)

15. Roughgarden, T.: Transaction fee mechanism design. ACM SIGecom Exchanges
19(1), 52–55 (2021)

16. Strehle, E., Ante, L.: Exclusive mining of blockchain transactions (2020)
17. Torres, C.F., Camino, R., State, R.: Frontrunner jones and the raiders of the dark

forest: an empirical study of frontrunning on the ethereum blockchain. In: USENIX
Security 2021, pp. 1343–1359. USENIX Association, August 2021

18. Vitalik Buterin (@vbuterin), E.C.E.: EIP-1559: Fee market change for eth 1.0
chain, April 2019. https://eips.ethereum.org/EIPS/eip-1559

19. Yao, A.C.: An incentive analysis of some bitcoin fee designs. CoRR abs/1811.02351
(2018). http://arxiv.org/abs/1811.02351

https://doi.org/10.1145/3548606.3559341
http://arxiv.org/abs/2203.15930
https://doi.org/10.1109/SP46214.2022.9833734
https://doi.org/10.1109/Blockchain53845.2021.00034
https://doi.org/10.1109/Blockchain53845.2021.00034
https://doi.ieeecomputersociety.org/10.1109/Blockchain53845.2021.00034
https://doi.ieeecomputersociety.org/10.1109/Blockchain53845.2021.00034
http://arxiv.org/abs/2012.00854
https://eips.ethereum.org/EIPS/eip-1559
http://arxiv.org/abs/1811.02351


Comparison of Ethereum Smart Contract
Analysis and Verification Methods

Vincent Happersberger1(B) , Frank-Walter Jäkel1 , Thomas Knothe1,
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Abstract. Ethereum allows to publish and use applications known as
smart contracts on its public network.

Smart contracts can be costly for users if erroneous. Various security
vulnerabilities have occurred in the past and have been exploited causing
the loss of billions of dollars. Therefore, it is in the developer’s interest
to publish smart contracts that serve their intended purpose only.

In this work, we study different approaches to verify if Ethereum smart
contracts behave as intended and how to detect possible vulnerabilities.
To this end, we compare and evaluate, different formal verification tools
and tools to automatically detect vulnerabilities. Our empirical compar-
ison of 140 smart contracts with known vulnerabilities shows that differ-
ent tools vary in their success to identify issues with smart contracts. In
general, we find that automated analysis tools often miss vulnerabilities,
while formal verifiers based on model checking with Hoare-style source
code annotations require high effort and knowledge to discover possible
weaknesses. Specifically, some vulnerabilities (e.g., related to bad ran-
domness) are not detected by any of the tools. Formal verifiers perform
better than automated analysis tools as they detect more vulnerabilities
and are more reliable. One of the automated analysis tools was able to
find only three out of 16 Access Control vulnerabilities. On the contrary,
formal verifiers have a hundred percent detection rate for selected tests.

As a case study with a smart contract without previously known vul-
nerabilities and for a more in-depth evaluation, we examine a smart
contract using a two-phase commit protocol mechanism which is key in
many smart contract applications. We use the presented tools to analyze
and verify the contract. Thereby we come across different important
patterns to detect vulnerabilities e.g. with respect to re-entrancy, and
how to annotate a contract to prove that intended the restriction and
requirements hold at any time.
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1 Introduction

The term smart contract initially referred to the automation of general legal con-
tracts. Smart contracts recently gained much interest due to the rise of blockchain
technology, especially with the success of Ethereum [58]. Today smart contracts
are more known for their use as low-level code scripts running on blockchains,
enabling code execution without trusting third parties [37]. The most popular
blockchain for smart contracts, Ethereum, provides Solidity, a programming lan-
guage designed for the development of smart contracts. With this innovation,
Ethereum differs from previous blockchain technologies like Bitcoin, enabling
more generic decentralized applications instead of only asset transfers. Solidity
smart contracts have been used to create governance systems with voting rights,
escrow services, decentralized lending, and other financial services. Thousands
of smart contracts get deployed on the Ethereum network every day [5].

1.1 Related Work

The verification and analysis of smart contracts have recently received much
attention in the literature [7]. Indeed, many vulnerabilities have been observed
and reported in the last few years. The vulnerabilities we consider in this paper
are collected from [9,39,52], and were studied also in other works [28].

Existing literature revolves around automated analysis tools, formal verifica-
tion of the source code, approaches using source-code annotations, to byte-code
consideration, among other methods.

Security issues in Ethereum smart contracts in general and automated analy-
sis tools to identify those vulnerabilities are studied in [17], using the automated
analysis tools Oyente, Securify, Remix, and SmartCheck. The automated anal-
ysis tools Osiris, Oyente, and Slither (also studied in this paper) have been
analyzed against vulnerable Solidity smart contracts [54], also observing false
negatives, see also [10] and [17] for similar studies. Permenev et al. overview
current state-of-the-art practices collectively with properties to consider when
performing smart contract audits [44], however, their tool is not open source and
needs an additional specification file as input together with a smart contract.
Further automated analysis tools have been studied in [18,22,42,43] as well.
The authors in [18] use SmartBugs to execute automated test tools to compare
multiple tools, however, focusing on performance and considering fewer smart
contracts, and not discussing formal verifiers. The SmartCheck studied in [22] is
deprecated since 2020 and might not work correctly for Solidity version greater
than 0.6.0, which applies to our own example in Sect. 4.

The translation from Solidity to Boogie (both considered in this paper)
enables verification of Hoare-style annotations [8,55]. This allows for precise rea-
soning but depends on the inventiveness and know-how of the developer [8]: The
more annotations cover the specification, the more precise they are in validation.

Nenad Petrovic et al. present solc-verify as an existing smart contract ver-
ification solution as it reasons about source code using the Solidity compiler,
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Boogie, and SMT solvers to detect common vulnerabilities [45]; the authors also
present a tool that provides annotations but needs input verification rules.

The specification and annotation for smart contracts are often considered the
most difficult aspects of verification, and it has also been observed that the same
invariants appear in many different contracts and therefore can be reused [11].
In this work, we use formal verifiers which use Hoare logic [47].

Li et al. [53] discuss program-level specification with Hoare-style properties,
also covering vulnerabilities and semantic correctness of smart contract func-
tions [53].

The authors of [32] argue that static analysis tools which function on the
source code level often do not allow reason about the gas consumption when
executing smart contracts, hence making it impossible to analyze vulnerabilities
e.g., related to front running or denial of service.

In [56], a tool is presented that works on the source-code level to verify the
reliability and security of Ethereum smart contracts, using symbolic execution.
With that, it can additionally reason about properties such as gas consumption
which allows reasoning about vulnerabilities e.g. denial of service. But similar to
other implementations which use Hoare-style annotations these properties still
must be manually defined for this approach for the Formal Symbolic Process
Virtual Machine-Ethereum (FSPVM-E).

Nehai and Bobot [41] use the language WhyML to compile Why3 contracts
translated from Solidity contracts; these contracts contain low-level information
such as the gas consumption of a contract’s functions. On the generated smart
contracts they can annotate allocations to check that functions only use a limited
gas amount.

Another option to verify the correctness of smart contracts is formal verifi-
cation at the byte code level instead of the source code level which we study.
This approach finds bugs in the smart contract which result from the compiler
itself which translates source code to byte code and afterwards runs the byte
code [48]. We also note that smart contracts on Ethereum can be translated or
programmed in Java and verified with a dynamic logic called JavaDL [53].

Also, functional correctness properties were studied in the literature, using
model checking [33,40], and exploring possible execution paths which can pos-
sibly be exploited.

Further formal verification approaches and automated analysis tools are pre-
sented in [16,27].

1.2 Contribution

In summary, our paper makes the following contributions. Firstly, we conduct an
examination of 140 vulnerable smart contracts using automated analysis tools
and analyze the outcomes of this investigation. This data set of smart contracts
was grouped into categories, which renders searching for certain vulnerabilities
more efficient. With that approach, we were able to investigate the intended
behavior of the automated analysis tools which we have recorded in Table 2.
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Furthermore, we employ Hoare-style source code annotations on smart con-
tracts within each category in cases where the automated analysis tools failed
to detect the vulnerabilities. This allows us to perform formal verification with
model checking and compare the results with those obtained from the automated
analysis tools.

Furthermore, we analyze the smart contract development process with
respect to verifying the contract. As a case study, we consider a smart contract
implementing a two-phase commit protocol based on a well-known distributed
algorithm to carry out a transaction if all involved parties commit to it. We uti-
lize the proposed methods to apply the previously mentioned automated analysis
tools to our featured two-phase commit smart contract and conduct formal ver-
ification, enabling us to analyze potential vulnerabilities in this specific context.
We focus on the vulnerabilities we studied before and use Hoare-style source
code annotations for the application of formal verification annotation.

1.3 Organization

The remainder of this paper is organized as follows. In Sect. 2 we discuss tools
from different verification methods. Furthermore, in Sect. 3 we study the findings
of each tool on a curated data set containing 140 smart contracts. In Sect. 4 we
describe a general verification approach. Afterwards, we simulate the process of
a smart contract developer by presenting a contract implementing a two-phase
commit scheme and verifying each function with the acquainted methodology.
In Sect. 5 we discuss the pros and cons of test tools, their limitations, and their
findings. Finally, we conclude this work and discuss future work in Sect. 6.

2 Categorization of Methods

There are several methods to verify that a smart contract works as intended and
to find potential vulnerabilities in smart contracts.

An audit typically includes monitoring for common smart contract vulnera-
bilities like transaction order dependency, integer overflow, unprocessed excep-
tions/unchecked call-function return, re-entrancy, typographical errors, require-
ment violation, incorrect inheritance order, and unrestricted action. Further-
more, a comprehensive audit analyses gas consumption, deployment consis-
tency, data and repository consistency, access control, and authorization, oper-
ations trail and event generation, token supply manipulation, and data consis-
tency [2,14]. Some audits check for inconsistencies from the white paper and
other advanced logic errors that existing automated tools cannot detect [42].

In addition to manual code reviews, tools are used to detect vulnerabilities
and problems. In this section, we present the different tools we compare with
each other in subsequent sections.
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2.1 Automated Analysis Tools

The following automated analysis tools will be used to analyze smart contracts
because all of them are open-source and they only need a Solidity smart contract
without further annotation or test cases as input, and they detect vulnerabilities
and bad practices in smart contracts regardless of the Solidity version.

Oyente. Oyente [35] was developed by Melonport AG in 2016 as one of the
first smart contract analysis tools. It uses symbolic execution to detect vulnera-
bilities. Unlike a specific implementation, where a program operates on a given
input and finds only one control flow path, symbolic execution can simultane-
ously explore multiple paths at the same time when a program normally needs
different inputs. The execution is then performed by the symbolic execution
engine. Oyente operates directly on the low-level byte code which is executed
by the Ethereum Virtual Machine (EVM) and therefore has no direct contact
with the high-level Solidity code. Oyente is also the basis for other automated
tools like Maian [30] and Osiris [54]. Maian additionally deploys the analyzed
smart contracts on a private blockchain to confirm vulnerabilities by sending
corresponding transactions to the contracts. With that, it also considers attacks
requiring multiple transactions [16,30]. Osiris combines Oyente’s symbolic exe-
cution with taint analysis. Taint analysis tracks the reproduction of data across
the control flow of a program. This technique reduces the number of false posi-
tives for tools searching for integer errors to reliably find vulnerabilities caused
by integer bugs in Ethereum smart contracts.

Slither. Slither is one of the first open-source static analysis tools for smart
contracts built with Solidity and was developed by TrailOfBits [21]. It converts
Ethereum smart contracts through their abstract syntax tree that is gained by
the Solidity compiler into SlithIR. This is an intermediate representation of the
contract where it keeps the semantic information that would be lost by trans-
forming it into byte code. The framework runs multiple vulnerability detectors
and therefore can find over 80 different vulnerabilities, errors, and bad practices
which can occur in smart contracts.

Mythril. Mythril [12] was published in 2018 as a security analysis tool for
Ethereum smart contracts. It detects a wide range of security vulnerabilities in
smart contracts for every EVM-compatible blockchain e.g. Hedera, Tron, and
Vechain using symbolic execution on EVM bytecode, Satisfiability modulo theo-
ries(SMT) solving, and taint analysis. Additionally, it is also used as part of the
MythX security analysis platform.

2.2 Model Checking with Hoare-Style Annotation

This formal verification method can be used for systems that can be represented
by finite-state models. The user must provide a precise finite-state model of the
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system and a formally defined property the model should meet. The method
checks for every state and system scenario the model can access if the specified
property is met. If at any point the assumption is violated a counterexample is
provided to show the circumstances under which the system fails. However, if all
tests are successful the system model is formally tested for a given property [38].

In this section, two formal verification tools will be presented where both
use model-checking methods. The two are publicly available, only need a smart
contract as input, and perform automated formal verification using code anno-
tations. Other tools need additional specification files.

Solc-Verify. Solc-verify is a source-level verification tool for Ethereum smart
contracts using modular program analysis and SMT solvers. It is an extension to
the Solidity compiler (solc) and operates on the source code, not on the Ethereum
bytecode which is more common. By this solc-verify can make statements about
properties that can only be found in high-level language contracts. The veri-
fier enables automated formal verification by allowing contract invariants, loop
invariants, and pre and postcondition annotations [24]. Furthermore, it trans-
lates the contract source code to the Boogie Intermediate Verification Language
(IVL) and relies on the Boogie verifier to later provide verification conditions to
SMT solvers [25].

VeriSol. VeriSol is a Microsoft Research project which automatically checks
the correctness of assertions in a Solidity smart contract by also encoding the
semantics of contracts into a low-level intermediate verification language Boogie.
Afterwards, the tool leverages and extends the verification toolchain for Boo-
gie programs [51,55]. In general, VeriSol uses several model-checking techniques
including SAT [29].

3 Empirical Tool Comparison

For the comparison and evaluation between different automated analysis tools
and formal verifiers a data set [6] containing a total of 140 different smart con-
tracts subdivided into categories is used. The table below describes these cate-
gories. This made it possible to search for certain vulnerabilities and it helps to
know where each vulnerability should be expected.

The vulnerabilities are subdivided into two groups with the second group
starting after the Denial Of Service vulnerability. Note that the vulnerabilities
from the second group cannot be detected by formal verifiers. They need addi-
tional information to be trackable which is missing in the source code e.g. the gas
consumption of a smart contract. The column name Level describes where the
vulnerability occurs. E.g., Front-running vulnerabilities are typically due to the
ability of the miners to select which transactions to add to a block and should
therefore be handled at the blockchain level (Table 1).

SmartBugs [18,22] was used to run and evaluate all the 140 Solidity files with
Oyente, Slither, and Mythril. The results are presented in Table 2.
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Table 1. Dataset of 140 vulnerable Solidity smart contracts [6]

Vulnerability Category Number Level

Re-entrancy 31 Solidity

Access Control 18 Solidity

Arithmetic 15 Solidity

Unchecked Low-Level Calls 52 Solidity

Denial Of Service 6 Solidity

Bad Randomness 8 Blockchain

Front-running 4 Blockchain

Time Manipulation 5 Blockchain

Short Addresses 1 Ethereum Virtual Machine

Solc-verify and VeriSol are limited to certain pragma versions of smart con-
tracts as well as the compiler version. Moreover, the annotation of smart con-
tracts takes a lot of time, even when the vulnerability to be identified is known.
Therefore, we selected for each of the five solidity-level vulnerabilities categories
one smart contract where the automated analysis tools did not find any vulner-
abilities. For these contracts, we then added the necessary annotations for the
formal verifiers manually. This required carefully studying the smart contracts
to identify the properties and invariants and state them in the formalism the
tools understand.

The run time varies from seconds to minutes per contract. It takes Mythril
49:04 min to run 52 contracts and Oyente 4:15 min. The formal verifiers run
within seconds but can only read one smart contract at a time.

Table 2. Comparison between automated tools and formal verifiers. Percentages rep-
resent #(successful detection) / #(tested contracts)

Vulnerabilities & Tools Oyente Slither Mythril solc-verify VeriSol

Re-entrancy 96% 96% 80% 100% 100%

Access Control 0% 16% 0% 100% 100%

Arithmetic 100% 0% 93% 100% 100%

Unchecked L-L Calls 0% 0% 96% 100% 100%

Denial Of Service 0% 0% 0% 100% 100%

Bad Randomness 0% 0% 0% 0% 0%

Front-running 0% 0% 25% 0% 0%

Time Manipulation 0% 0% 0% 0% 0%

Short Addresses 0% 0% 0% 0% 0%
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The specification of annotations for formal verifiers needs knowledge of what
the contract should do and what edge cases might occur. The time and effort to
annotate a smart contract can vary greatly and is in the order of several hours
for a relatively simple contract like the two-phase commit contract presented in
the case study below. On the positive side, the understanding of contracts grows.

Verifiers can only detect violations of properties that are annotated. Hence,
developers might falsely assume that a contract is secure if the specifications do
not cover the expected behaviors. The results show that the effort is worth it
and the formal verifiers find vulnerabilities that can not be found by automated
analysis tools [1].

The comparison and analysis of the automated analysis tools and formal
verifiers clarify that none of the tools are able to detect all of the vulnerabilities.
The formal verifiers were able to find the vulnerabilities in the contracts with
annotations.

4 Case Study: 2-Phase Commit Smart Contract

In this section, we consider a smart contract that behaves as a coordinator for a
two-phase commit (2PC) procedure. Such a mechanism is crucial in many smart
contract applications to ensure that an action is only executed if other smart
contracts are in agreement with the execution.

2PC is executed in two phases. First, the coordinator asks participants to
prepare. The second phase is entered once all participants replied with commit
or abort. If all participants replied with ready, the coordinator asks the partic-
ipants to commit, otherwise, the coordinator instructs them to abort. The par-
ticipants reply with an acknowledgment when they executed accordingly. Thus
a transaction will only take place if all participants vote to commit [36].

In summary, a smart contract with 2PC ensures that a transaction is either
executed or aborted based on the votes of the participants within a timeout
interval. If one of the participants does not reply in time or votes to abort the
transaction will abort.

An existing contract [49] was extended to offer the following functionality.
The contract owner can start a voting phase by declaring a time until other
participants can call the commitRequest() function to vote for commit or abort
by calling the function with a parameter. Public variables commitCounter and
abortCounter store the number of votes. After the voting phase has ended the
commit() function can be called by the owner with two input parameters, an
address to receive funds and the amount to send. The receiver can be any valid
address from the network except the null address, and the amount to be sent to
the receiver e.g. 0.01 gETH equals 1016 in uint256. If no participant voted or if
at least one participant voted to abort the smart contract will return the funds
to the contract owner. If the transaction succeeds there is no error message and
the contract owner can start a new voting round.

The contract can be used where a community can decide through voting if a
donation e.g. to an institution announced on a website or to a participant should
happen and how much should be donated. The contract could be extended e.g.
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with some off-chain randomization to choose the receiver or the amount of the
donation. Also, the participant role could be restricted how many commit votes
are needed to finally commit, and how often the transfer should happen after
the voting phase. Additionally, a check that the receiver cannot be the contract
owner (self-transfer) is thinkable.

For the case study, we will use the same automated analysis tools and for-
mal verifiers with Hoare-style source code annotations as above. The contract
is deployed on the Goerli test network [26] via remix.ethereum.io [20]. After
deployment, the smart contract needs funds to later be able to transfer Ether.
To interact with the contract as a participant Metamask [34] was used to transfer
and receive funds which are possible to monitor via Goerli Etherscan [19].

4.1 General Approach

In addition to running automated analysis tools on the contract, a manual code
review is common during audits. This means each line of code is considered to find
vulnerabilities and decide whether the contract is exploitable. Depending on the
smart contract complexity this can take multiple days. Additionally, for each line
of code that is considered exploitable or vulnerable, a matching Hoare-style source
code annotation that picks up the vulnerability is necessary to verify that a possi-
ble remedy holds. To choose the right Hoare annotation the specification annota-
tions provided in [3,50] help by listing all possible options and examples of how and
where to use them. A downside of this procedure is the time and knowledge needed
to seek out, troubleshoot, and check whether vulnerabilities have been fixed with
annotations that examine them in detail. But if applied comprehensively this pro-
cedure helps to verify the correct execution of smart contracts.

Another approach to verify smart contracts regarding safety is verification of
the byte code read by the Ethereum Virtual Machine (EVM) after compiling the
high-level source code mostly written in Solidity to machine-readable byte code.
The verification of byte code is possible with the help of proof assistants such
as Coq and Isabelle/HOL [57]. Both provide formal languages to express math-
ematical formulas and environments to prove them [13,46]. For this approach,
the manual creation of specifications the contract must fulfill is still required.

4.2 Application

For this contract, we follow the above-described procedure to detect vulnerabil-
ities and exploits that can occur in each function.

As a first step, we run the automated analysis tools. They did not find any
vulnerabilities besides possible integer overflows1, but had problems with the
current Solidity syntax, and sometimes could not find the pragma version which
was implemented. Next, we check for each line of code whether it is exploitable
and add applicable Hoare annotations listed in [3,50]. As an example, we use
Re-entrancy exploits. They can be prevented with a simple pattern to execute

1 Since Solidity version 0.8.0 uint cannot overflow/underflow anymore [4].
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certain instructions before calling other contracts (e.g., decrease cached funds
before sending them) or make re-entering a function impossible by violating con-
ditions. Therefore, we consider which functions should be accessible by whom
and check if these requirements can be violated or exploited with invariants that
must hold at any time. We annotate the contract with an invariant (line 1) to
verify that the userBalances that the contract stores never gets in an inconsis-
tent state. The invariant, so the userBalances must always be less or equal to
the balance of the contract. With the fixed code where the userBalances vari-
able (line 10) is deducted before the external call (line 8) the invariant holds.
Another annotation is useful for the vulnerable function. A precondition (line 4)
to prevent self-transfers. This can be necessary since every function is checked
independently [23]. Solc-verify correctly outputs without the fix that the condi-
tions might not hold at the end of the function.

1 /// @notice invariant verifier sum uint(userBalances) <= address(this).balance

2 contract Reentrancy insecure {
3 mapping (address => uint) private userBalances;

4 /// @notice precondition msg.sender != address(this)

5 function withdrawBalance() public {
6 uint amountToWithdraw = userBalances[msg.sender];

7 // Here, the caller can call withdrawBalance() again

8 (bool success, ) = msg.sender.callvalue: amountToWithdraw("");

9 require(success);

10 userBalances[msg.sender] = 0;

11 }
12 }

If integer variables get modified, we check with pre and postconditions if the
modification takes place properly or if the integers can overflow (dependent on
the Solidity version). We insert an invariant in line 1 to prove that the function
can only be called within a voting phase to prevent access violations. This con-
dition must hold at every time for this function therefore we use an invariant.
We check that the commitCounter tracks the number of commits of participants
in a voting session and therefore increments itself. Thus we add postconditions
and do the same for abort votes. With postconditions we check that the counters
increase from their initial value (0) after the function call.

1 /// @notice invariant block.timestamp < endOfCommitRequest

2 // count the votings of the participants

3 function commitRequest(bool agreement) public onlyBeforeEndOfCommitRequest {
4 /// @notice postcondition commitCounter > 0

5 if( agreement) commitCounter++;

6 /// @notice postcondition abortCounter > 0

7 else abortCounter++;

8 }
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With the formal verification tools we prove with invariants that restrictions
hold at any time e.g. only the owner can call certain functions (access control),
only voting within voting phases is possible, the contract has enough funds for
transfer and the transfer is successful (unchecked low-level call). Additionally,
we check for possible integer overflows, re-entrancy, and correct manipulation of
the variables which hold the vote count.

5 Discussion

It stands out that formal verifiers perform better than automated analysis tools.
This was expected but some automated analysis tools did not detect what they
were intended to. The verifiers can only read one contract at a time and each
contract needs specific source code annotations based on the intended behavior.
This process is elaborate and we need to be sure we cover the specification.
All automated analysis tools have the same problem with detecting the pragma
version of a smart contract which cannot be foreseen as it occurs irregularly.
Many of today’s common security risks come from developers who do not follow
recommended development practices [15] and security measures or do not have
sufficient knowledge of the Ethereum system [31].

As the comparison and the underlying tests bring forward the automated
analysis tools are handy to use but do not cover all of the vulnerabilities we
tested. Mythril is one of the three automated analysis tools we used in this work
whose run time exceeds the time it took Oyente and Slither to test the data sets
by far.

The formal verification tools perform best, especially solc-verify. Both veri-
fiers are able to detect all of the identifiable vulnerabilities we tested for. It is
more costly to annotate contracts instead of just running an automated analysis
tool on them but it comes with more security, knowledge and brings more code
understanding. With the formal verifiers, we could prove the tested smart con-
tracts are vulnerable where the automated analysis tools found no vulnerabilities
or marked them insufficiently.

The automated analysis tools sometimes need multiple approaches to run a
test and Oyente e.g. gives no output messages for errors. Regular crashes can
cause a false interpretation of the results as it might give the impression the
contract cannot be tested which might not be the case that we witnessed after
several runs.

It seems that the automated analysis tools and the formal verifier VeriSol
are not up to date and have problems reading current syntax which made it
elaborate to perform tests.

6 Conclusion

We applied the collected knowledge from the vulnerabilities in smart contracts.
With the acquainted vulnerabilities, we could limit the spectrum of errors for the
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two-phase commit smart contract. Additionally, we applied Hoare-style annota-
tions for the case study of the two-phase commit smart contract. With that, we
came to the result that with concrete specification annotations formal verifica-
tion exactly proves the intended behavior of what the contract is designed to
do. However the process of defining an extensive and sufficient specification in
the form of annotations is elaborate and time-consuming. With our application
of the mentioned procedures in our case study of a two-phase commit protocol
we came to the conclusion that a mix that combines automated analysis, and
formal verification including manual review is the most efficient way to verify
the safety of smart contracts.

We recommend using automated analysis tools for initial testing purposes
as they are easy and fast to use and already cover many common vulnerabil-
ities. Furthermore, to apply formal verification at the end of the test phase
to detect deep-rooted vulnerabilities and verify intended behavior where auto-
mated analysis tools are limited. To our consideration, the automated analysis
tools performed not as well as presented by the developers and were limited
in their findings. Due to different Solidity versions many changes in the source
code, e.g. functions needed to be replaced by deprecated functions. This some-
how led to the falsification or misinterpretation of the outcomes. We also came to
the conclusion that reasoning about possible gas consumption of contracts with
their functions and possible compilation bugs is not covered by any tool that
we have considered. If there is not enough knowledge for manual verification it
is recommended to consider a smart contract audit which might be affordable
nowadays considering the costs starting from 500 USD. It is to be seen how
Solidity develops and formal verification for smart contracts finds more appli-
cation. But Solidity improved a lot and has a big community for continuous
development and bug fixes nowadays.

In terms of future work, we aim for more research in the field of security
of Ethereum smart contracts especially with formal verification methods. This
includes tools for automated Hoare-style source code annotations to fully cover
possible vulnerabilities. With that, a more independent verification methodology
is thinkable. Developers would be able to let a tool mathematically prove the
correctness of their smart contract and check if it executes the intended behavior.
Furthermore, improvements for the automated analysis tools are highly needed
which is also an important topic to which we want to contribute.
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13. Bertot, Y., Castéran, P.: Interactive theorem proving and program development.
In: Coq’Art: The Calculus of Inductive Constructions. Springer (2013)

14. CertiK: Certik - Securing the web3 World (2022). https://www.certik.com/
15. Chriseth, Liu, D., et al.: Solidity (2016). https://github.com/ethereum/solidity/

blob/develop/docs/security-considerations.rst
16. Di Angelo, M., Salzer, G.: A survey of tools for analyzing ethereum smart con-

tracts. In: 2019 IEEE International Conference on Decentralized Applications and
Infrastructures (DAPPCON), pp. 69–78. IEEE (2019)

17. Dika, A., Nowostawski, M.: Security vulnerabilities in ethereum smart contracts.
In: 2018 IEEE International Conference on Internet of Things (iThings) and IEEE
Green Computing and Communications (GreenCom) and IEEE Cyber, Physical
and Social Computing (CPSCom) and IEEE Smart Data (SmartData), pp. 955–
962. IEEE (2018)

18. Durieux, T., Ferreira, J.F., Abreu, R., Cruz, P.: Empirical review of auto-
mated analysis tools on 47,587 ethereum smart contracts. In: Proceedings of the
ACM/IEEE 42nd International Conference on Software Engineering, pp. 530–541
(2020)

19. Ethereum. Goerli Testnet Explorer (2015). https://goerli.etherscan.io/
20. Ethereum. The Native IDE for Web3 Development (2018). https://remix.

ethereum.org/
21. Feist, J., Grieco, G., Groce, A.: Slither: a static analysis framework for smart

contracts. In: 2019 IEEE/ACM 2nd International Workshop on Emerging Trends
in Software Engineering for Blockchain (WETSEB), pp. 8–15 (2019). https://doi.
org/10.1109/WETSEB.2019.00008

22. Ferreira, J.F., Cruz, P., Durieux, T., Abreu, R.: Smartbugs: a framework to analyze
solidity smart contracts. In: Proceedings of the 35th IEEE/ACM International
Conference on Automated Software Engineering, pp. 1349–1352 (2020)

23. Hajdu, A.: Solidity Summit Demo (2022). https://github.com/hajduakos/solidity-
summit-demo

https://github.com/ethereum/solidity/releases/tag/v0.8.0
https://github.com/ethereum/solidity/releases/tag/v0.8.0
https://dune.com/queries/688911
https://dune.com/queries/688911
https://github.com/smartbugs/smartbugs-curated/tree/main/dataset
https://github.com/smartbugs/smartbugs-curated/tree/main/dataset
http://arxiv.org/abs/2002.02710
https://norma.ncirl.ie/5932/
https://github.com/ConsenSys/mythril
https://github.com/ConsenSys/mythril
https://www.certik.com/
https://github.com/ethereum/solidity/blob/develop/docs/security-considerations.rst
https://github.com/ethereum/solidity/blob/develop/docs/security-considerations.rst
https://goerli.etherscan.io/
https://remix.ethereum.org/
https://remix.ethereum.org/
https://doi.org/10.1109/WETSEB.2019.00008
https://doi.org/10.1109/WETSEB.2019.00008
https://github.com/hajduakos/solidity-summit-demo
https://github.com/hajduakos/solidity-summit-demo


Comparison of Ethereum Smart Contract Analysis and Verification Methods 357
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Abstract. The Bitcoin protocol relies on scripts written in Script, a
simple Turing-incomplete stack-based language, for locking the money
carried over the Bitcoin network. This paper explores the usage of sym-
bolic execution for finding transactions that permit to redeem the money
without being the legitimate owner. In particular, we show in detail how
using insecure scripts could have led to security breaches, resulting in
bitcoins theft. Our contributions include (i) a quantification of the vul-
nerable script instances over the full Bitcoin history up to Feburary, 4th

2023; (ii) the development and open source publication of a symbolic
execution tool, called Chaussette; (iii) the description of how to use
Chaussette to perform the attack; and, (iv) a discussion around a way
to secure vulnerable money.

1 Introduction

Bitcoin, the first decentralized cryptocurrency has been deployed in 2008 [42].
While numerous cryptocurrencies followed thereafter [12,26], Bitcoin is the
largest by market cap: half a trillion USD as of April 2023 [28]. Since then,
the development of cryptocurrencies has generated a popular enthusiasm. In
particular, for Bitcoin, multiple and various use cases have been implemented
both by the academic and developers community [7] [5, Chapter 7]. Among oth-
ers, we can cite lotteries [9,39], multiparty computations [3,11], or contingent
payments [8,38].

In parallel to this enthusiasm, cryptocurrencies have been the subject,
throughout the years, of several hijacking [33,35]. According to TRM Labs anal-
ysis, 2022 was a record-setting year for crypto hacks, with about $3.7 billion in
stolen funds, including 10 hacks involving $100 million or more [47].

One key aspect of Bitcoin is that all applications share the common prop-
erty of being handled by scripts written in the Script programming language.
Indeed, Bitcoin relies fully on scripts to check the ownership and the validity
of money expenses. These scripts are subject to bugs or vulnerabilities [13],
introducing the risk of getting hacked and losing money.

In this paper, we provide a security analysis performed on the whole Bitcoin
blockchain using Chaussette, a symbolic execution tool we developed. Chaus-
sette explores all the paths a script’s execution might take and searches for a
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set of input values that allow a money transfer. In addition, we publicly release
the Chaussette code.1

Our analysis shows that numerous scripts, more than three hundred thou-
sand, do not properly secure the money they are in charge of. In particular, these
insecure scripts allow people other than the true owner to spend the money. In
total, tens of bitcoins could have been stolen.

The remainder of this paper is organized as follows: Sect. 2 provides a com-
prehensive guide on the main building blocks of the Bitcoin protocol and Script;
Sect. 3 introduces Chaussette, with the results of the analysis on the whole
blockchain. The attacks we found are carefully described and quantified; Sect. 5
discusses a potential solution to secure vulnerable funds; Sect. 6 positions this
paper with respect to the state of the art; finally, Sect. 7 concludes this paper
by summarizing its main achievements.

2 Background

In this section, we provide the required background for the remainder of the
paper. In Sect. 2.1, we discuss the main concepts on which the Bitcoin pro-
tocol [42] (hereafter abbreviated as Btc), is built. In Sect. 2.2, we provide a
comprehensive guide on the mechanisms used to verify the ownership of the
currency defined by the protocol: the bitcoin (hereafter abbreviated as B).

2.1 The Bitcoin Protocol

The Bitcoin protocol (Btc) defines a decentralized digital currency that enables
payments to anyone, anywhere in the world. The satoshi is the smallest possible
division and equals one hundred millionth of a bitcoin (B).

Btc runs over a decentralized network of nodes running a consensus algo-
rithm for updating a public ledger of financial transactions. Those transactions
are grouped into blocks which are chained together and form the blockchain.

Transactions are verified and blocks are created by special nodes called min-
ers. In every new block, a given number of new B is created and attributed to the
miner as a reward. Initially, the reward was set to 50 B and this value is halved
every 210,000 blocks [5, Chapter 10]. Additionally, every transaction specifies a
transaction fee paid to the miner which includes the transaction in the block.

Btc is designed to produce a block every ten minutes on average [5,
Chapter 10]. The transactions that are broadcasted on the network wait in the
mempool for a block to be mined.

A transaction is composed of a set of n > 0 inputs: i0, . . . , in−1 and m > 0
outputs: o0, . . . , om−1. The rightmost transaction represented in Fig. 1 is com-
posed of two inputs and two outputs. Every output is defined by a script that
locks the money and its value in satoshis. Here, the two outputs respectively
lock 107 and 9, 096, 749 satoshis. Every input refers to an output from a previ-
ous transaction and contains a proof of ownership. From that point, the referred
1 See https://gitlab.uliege.be/bitcoin/symbolic_execution.

https://gitlab.uliege.be/bitcoin/symbolic_execution
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Fig. 1. The satoshis unlocked by the two inputs in the right-most transaction are split
between two outputs. The transaction fee is attributed to the miner who includes the
transaction into the block.

outputs’ values are considered spent. Thus, the miners will reject any further
transaction containing an input spending one of them. The two inputs claim
respectively 5, 882, 892 and 13, 218, 618 satoshis from previous outputs. The sum
of the values unlocked by the n inputs of a transaction has to be greater or equal
to the sum of the values of the m outputs. The difference of the two sums (in
the example: 4, 761 satoshis) is the transaction fee that is rewarded to the miner
including the transaction into the block.

2.2 The Bitcoin Script Language

Btc defines a stack-based language, Script, to determine whether an input is
allowed to spend or not an output. This language instructions are encoded over
one byte and support a wide range of general functionalities such as crypto-
graphic, arithmetic, or branching operations [19]. Some other operations allow
pushing byte vectors onto the stack. When used as numbers, byte vectors are
interpreted as little-endian variable-length integers with the most significant bit
determining the integer sign [19].

Every input and output contains a script, which are both concatenated and
executed by the miners. If no error occurs and the script returns True, the input
is allowed to spend the money. Any non-zero value is interpreted as True, but
its default representation is the byte vector 0x01 [20]. On the other hand, False
is represented by any representation of 0, such as an empty byte vector (its
default representation [20]), 0x00, or 0x80 (negative zero). Btc specifies a set of
standard scripts [14] that are well known and secure methods to lock an output.
While the use of standard scripts is recommended, users can implement their
own, i.e., non-standard, scripts to support their specific needs.

Figure 2 illustrates the process of validation for an output locked with a
standard pubkey script. By extension, the output and the corresponding input
are said to be of type pubkey.

Firstly, the miner extracts the input and output scripts, that are provided in
hexadecimal format in Fig. 2. Then, the scripts are parsed and concatenated. The
parsing is straightforward: the first opcode 48 (72 in decimal) in the input script
indicates the following 72 bytes stand for a constant. This completes the parsing
of the input script. The output script starts with the opcode 41 that indicates a

https://www.blockchain.com/explorer/transactions/btc/42b11aeb827fefeb847db81d463ad4739233f9a3181ed22a47c9ae4fb8edc320
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Fig. 2. Claim of a pubkey output.

constant of 65 bytes is following. Finally, the last opcode is ac standing for the
operator op_checksig [19].

The miner’s last step is to execute the concatenation of the input and output
script. The constants are pushed on the stack in lifo order. op_checksig pops
two elements from the stack. The first one is assumed to be a public key and
the second one a signature. A hash digest is obtained from the transaction. The
exact parts of the transaction that are considered to produce the hash [16] are
not discussed in this paper. The signature used by op_checksig must be a
valid signature for this hash and public key. If it is, True is pushed onto the
stack. Otherwise, False is pushed onto the stack.

We also need to cover two other standard scripts defined by Btc: script-
hash [2] and witness_v0_scripthash [37] which require an extra verification
rule.

Every scripthash and witness_v0_scripthash input contains a second
script called the redeem script. In scripthash (resp. witness_v0_script-
hash) inputs, the redeem script is included as the last constant inside the input
script (resp. in the witness data, i.e. an optional data array in the input). For
example, in Fig. 3, the constant 5121022afc[...]52ae is the redeem script. For the
sake of simplicity, we do not present the raw hex script, but rather its parsed ver-
sion. Note that this example stands for one particular instance. Redeem scripts
are not restricted to the use of a standard multisig script. In fact, redeem scripts
might also be non-standard.

As usually, the miners will execute the input and output script together as
illustrated at step 1 in Fig. 3. The redeem script is just interpreted as a constant.
Then, a few extra steps are required for the transaction to be valid. The redeem
script is parsed again. In the current example, the first byte is 51 that represents
the instruction op_1 and the second byte indicates the presence of a 33-byte
constant: 022afc[...]. To finish, 52 and ae stand for the instructions op_2 and

https://www.blockchain.com/explorer/transactions/btc/5a4ebf66822b0b2d56bd9dc64ece0bc38ee7844a23ff1d7320a88c5fdb2ad3e2
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Fig. 3. Claim of a scripthash output whose redeem script is a standard multisig
script.

op_checkmultisig. Finally, the parsed redeem script is executed with the
remaining input data. This second execution must also run without errors and
return True for the input to be valid.

3 Data Collection Methodology

Measurements were run on a computer equipped with an AMD 3600X processor
running Ubuntu 20.04.5 at 4.4GHz using 16 GB. We ran a Btc node on the
machine to obtain the full blockchain. The client used was the C++ reference
implementation [18] version v22.0.0. This client offers a convenient command line
interface to fetch the transactions in JSON format. The blockchain was analyzed
from block 0 to 775,000 (included). This latter was published on February 4th,
2023 at 13:14:22 UTC.

Unfortunately, the command line interface does not include much informa-
tion about the transactions’ inputs in the results as they just point to an out-
put [17]. In fact, the type and value of the corresponding output are not included.
To circumvent the issue, instead of relying on existing pieces of code, such as
Blocksci [32] (no longer supportered by its authors as of November 2020 [31])
we developed our own tool to parse the blockchain and annotate the inputs (our
code is freely available2). The annotation is composed of two phases.

During the first phase, the blockchain is parsed exactly once. Unspent outputs
are collected and cached in a utxo (Unspent Transaction Outputs) set in RAM.
Because of the RAM constraints, this set can only contain a maximum number
of outputs. When the set is full, the oldest unspent outputs are evicted from the
cache. The inputs are annotated with their corresponding output, if this latter
is in the set.

2 https://gitlab.uliege.be/bitcoin/symbolic_execution.

https://www.blockchain.com/explorer/transactions/btc/4d8eabfc8e6c266fb0ccd815d37dd69246da634df0effd5a5c922e4ec37880f6
https://gitlab.uliege.be/bitcoin/symbolic_execution
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The second phase consists in labeling the inputs that were not annotated
during the first phase. The RAM is filled with as many of these inputs as pos-
sible. Then, the blockchain is parsed to find their corresponding outputs. This
procedure is repeated with another batch of unannotated inputs until all inputs
are annotated.

Our code performed the two phases in roughly 48 h. Our code will be released
upon paper acceptance.

4 Non-standard Scripts as Attack Vector on Bitcoin

In this section, we expose how non-standard scripts can be used as an attack
vector to steal funds. Those custom scripts (see Sect. 2.2) are implemented by
the users or services to protect their funds. They can be involved either in inputs
as a redeem script or in outputs. As with every piece of code, they are subject
to bugs and vulnerabilities.

Figure 4a exposes a few metrics to give an order of magnitude of the differ-
ent scripts’ usage. 433,458 outputs are locked with a non-standard script, which
represents 0.019% of all the outputs. 24,394,307 witness_v0_scripthash [37]
and 634,004,474 scripthash [2] outputs have been used. From these 658.3 mil-
lion outputs (29% of all outputs), 16.4M are unspent. Amongst the 641.9 million
inputs spending the outputs, 3,435,086 redeem scripts (0.15% of all outputs)
are non-standard. This gives a total of 3,868,544 non-standard scripts found in
the blockchain.

Finally, the probability distribution function (PDF) per output type is pro-
vided in Fig. 4b. Most of the variations in usage come from the fact that all
the standard scripts have been defined at different points in time. For example,
scripthash was defined in January 2012 [2] (roughly after block 160,000) and
took a long time to be widely adopted.

While still popular, the usage of outputs requiring a redeem script decreases
over time for the benefit of simpler locking methods such as pubkeyhash and
witness_v0_keyhash scripts.

While the usage of non-standard scripts stays low in proportion, this still
concerns numerous outputs. More importantly, the majority of B is held by
a small number of Virtual Asset Service Providers (VASP), because many Btc
users rely on them to manage their cryptocurrency [27]. A malicious VASP could
start using on purpose a vulnerable non-standard script to protect the funds of
their customers. Then, this could be used as a back door to steal the money and
the VASP could claim to be under attack.

In the following subsections, two attacks on non-standard scripts are
described. The tool implemented to perform these attacks is described priorly
at Sect. 4.1. The first attack targets the non-standard output scripts (Sect. 4.2)
and the second one targets the non-standard redeem scripts (Sect. 4.3).
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Fig. 4. Distribution of the Btc outputs up to block 775,000.

Table 1. Path and opcodes count of the non-standard scripts.

Mean Std Dev 95% CI

Path Count 5.622 2.87 ±0.003

Opcodes Count 15.35 10.47 ±0.01

4.1 CHAUSSETTE: A SCRIPT Symbolic Execution Tool

Symbolic execution is a way of analyzing a program to determine what
inputs cause each part of a program to execute. Symbolic execution employs
satisfiability-modulo theory (SMT) [40] constraint solvers to determine the fea-
sibility of a path condition and generate concrete solutions for it.

Contrarily to miners who execute scripts on concrete values to check the
validity, our symbolic execution tool, called Chaussette, executes scripts on
symbols and returns scripts’ output as a function in terms of these symbolic
inputs. Then, Chaussette uses Z3 [41], an SMT solver, to find a set of concrete
values for which the script output is True. For example, while a miner would
execute the concatenation of an input script and an output script, Chaussette
only considers the output script and searches for values for which the output
script returns True.

This technique is particularly suitable for the Bitcoin script language as many
of the usual limitations do not apply. Indeed, the scripts are usually quite simple
(see Table 1), so the number of feasible paths stays computationally manageable.
Additionally, the Bitcoin language does not implement arrays [19] that are usu-
ally trickier to represent symbolically [43]. Finally, no operator interacts with
their environment as a regular program on a machine would, e.g., by making
system calls or receiving signals [19].
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Fig. 5. Example of Chaussette execution.

Due to space constraints, we do not describe how Chaussette deals with
every operator. Instead, we present how Chaussette deals with the script illus-
trated in Fig. 5. Chaussette’s goal is to find the data that will redeem the
money locked by this script. We use the acronym ite standing for If-Then-Else,
such that the expression ite(a, b, c) is evaluated to b if a is True, c otherwise.
Finally, byte vectors used by Script are represented as tuples (v, s), where v
is the integer interpretation of the vector and s its size in bytes. The default
representation of False is the empty byte vector (val = 0, size = 0), while the
default representation of True is (1, 1) (see Sect. 2.2).

As a first step, Chaussette builds the control flow graph for the script. The
opcodes are grouped into blocks of consecutive instructions, these blocks are
chained together to represent all the possible paths. The full list of opcodes that
might alter the execution flow is [op-if, op-notif, op-return, op-verify] [19].
These two latter are special in the sense that they may invalidate the execu-
tion. To represent this feature in our model, we create a special final block
error-block that pushes 0 (False) onto the stack and does not point to
any block. Thus, whenever this block is visited, the top stack is necessar-
ily False and invalidates the execution accordingly. The informed reader will
notice that some branching operators are missing from the above list, such as
op_checksigverify, op_equalverify, etc. The reason is that these opera-
tors ending with “verify” can be replaced by two operators. For example, the oper-
ator op_checksigverify can be replaced with the operators op_checksig
op_verify without any logic change [19].

The script is decomposed into four blocks: block0 containing the operators
[op-0 op-greaterthan op-if] that points to block1 and to block2 respec-
tively composed of [op-hash160 96d0[...]31 op-equal] and [op-else op-size 4
op-lessthan]. These two blocks point to the final block of the script: block4
composed of [op-endif].

The second step is the symbolic execution. We cover in detail in the next
paragraphs the execution for blocks 0, 1, 2, and 3. Figure 5 illustrates for each
block the set of constraints and the state of the stack after execution which are
passed to the child blocks.
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block0. The first block to be executed is the entry point of the script. Firstly,
op-0 pushes the empty vector (0, 0) onto the stack. Then, op-greaterthan
tries to pop two elements from the top of the stack. As only one element is
on the stack, Chaussette will generate on the fly a symbolic Btc byte vec-
tor. This symbolic vector is represented with a tuple (v1, s1), where v1 stands
for its integer value interpretation and s1 is the number of bytes. Finally, op-
greaterthan pushes another symbolic vector onto the stack represented with
the tuple: ite(v1 > 0, (1, 1), (0, 0)). Finally, op-if pops this symbolic vector. Con-
trarily to a regular execution, both child blocks, block1 and block2, will be
executed with a different set of constraints: respectively v1 > 0 and v1 ≤ 0.
Additionally, the state of the stack, that is currently empty, is passed to the
children.

block1. As op-hash160 tries to pop an element from an empty stack, a sym-
bolic vector (v2, s2) is generated. op-hash160 pushes the 20-byte vector [19]
(hash160(v2), 20) onto the stack, where hash160 is an uninterpreted function
taking one integer as an argument and returning one integer. As a remainder,
an uninterpreted function is a function that has no other property than its name
and a n-ary form. It allows any interpretation that is consistent with the con-
straints over the function. Then, the constant 96d0[...]31 is pushed onto the stack.
op-equal pushes the vector ite(hash160(v2) == int(96d0[...]31), (1, 1), (0, 0)).
Finally, the set of constraints and the state of the memory are passed to block3.

block2. A symbolic vector (v2, s2) is generated as op-size needs an ele-
ment and the stack is empty. op-size pushes onto the stack the element itself
(v2, s2), then the size of this element (s2,min_bytes_encoding(s2)) where
min_bytes_enco − ding is a function returning the size needed to encode s2.
Then, the concrete byte vector (4, 1) is pushed onto the stack. Finally, op-
lessthan pops two elements from the stack and pushes ite(s2 < 4, (1, 1), (0, 0))
on it. No additional constraint is added to the path. As done for block1, the
state of the memory and the set of constraints are passed to block3.

block3. As this block has several parents, we need to reconcile both paths’
constraints and memories. The parents’ constraints are merged using a logical
or. This gives us the expression v1 > 0 or v1 ≤ 0, which simplifies into True,
which is expected as any execution of the script goes through that block. The
memories are reconciled using ite expressions. For example, top, the top stack
element, becomes:

top = ite(v1 > 0, ite(hash160(v2) == int(96d0[...]31), (1, 1), (0, 0))
ite(s2 < 4, (1, 1), (0, 0)))

The last step consists in using Z3 to find values such as top �= 0. Because of
the nature of uninterpreted functions, hash160 is not constrained and Z3 can
evaluate hash160(v2) == int(96d0[...]31) to True. This is equivalent to assuming
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Table 2. Patterns for which the votes were not unanimous. The 3rd column designates
the number of scripts for which Chaussette found a solution to unlock them.

Pattern Script
count

Vulnerable
script count

op-constant op-checklocktimeverifyop-drop 15 7
op-constant op-constant 2 1
constant constant constant op-checkmultisig 18 3

we have the ability to perform a preimage attack, which is infeasible [36] for
ripemd-160 and sha256, the two hash functions being used by Script [19].
The trick is to add a final constraint hash160(v2) �= int(96d0[...]31). Thus, Z3
will return a solution made of concrete values such as v1 < 0 and s2 == 4.
In order to redeem the money locked by this script, two constants in the input
script are required: the first one being a constant of 4 bytes, the second one
being a negative value of any size.

We conclude this subsection with the results of Chaussette on the 3,868,544
non-standard scripts found. Despite the quantity, most scripts are very similar
and can be grouped into 780 patterns. Two scripts containing the same opcodes,
but differing only in the constants are said to be generated from the same pattern.
In order to speed up the computation, up to 100 scripts (some patterns have fewer
than 100 script instances) from every pattern have been randomly selected to
be analyzed by Chaussette with a 30-second timeout. The final security tag
attributed to the pattern is voted by majority and propagated to all the script
instances generated from this pattern. A pattern can either be considered unsafe
if a solution allowing the script to be unlocked is found, safe otherwise.

Apart from three patterns (see Table 2), the votes per pattern were unan-
imous. These three instances correspond to cases where the constant plays a
predominant role in the semantic. For example, in the third pattern, the first
constant designates the number of valid signatures the owner must present [19].
In three cases, this constant is 0, making the script vulnerable.

In total, Chaussette ran 16,138 script over 14,549.65 s (∼4 h). Aggregating
the run time per pattern, we obtain a 95% confidence interval for the run time
per pattern of 1.33±0.2448 s.

Moreover, due to the small number of patterns, we have inspected every one
of them manually to assert the security tag correctness. We define as a positive
a pattern tagged unsafe and a safe pattern as negative. Table 3 contains all the
analysis results. Nine patterns over the 780 exceed the 30-second timeout, with
five being manually analyzed as unsafe and four as safe. Two patterns use the
only opcode that Chaussette does not support: op-roll, one being safe and
the other one unsafe. In total, eleven patterns and the 2,114 related scripts
cannot be analyzed by Chaussette. Therefore, Chaussette is able to analyze
98.59% of the patterns discovered and 99.94% of the scripts that relate to these
patterns.
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Table 3. Results of the Chaussette analysis over the 780 patterns.

Manual security tag Total
Positive Negative

Chaussette security tag Positive 176 3 179
Negative 2 588 590
Timeout 5 4 9
Not supported 1 1 2

Total 184 596 780

Over the 771 patterns Chaussette manages to analyze within 30 s, we
detected three false positives (FP) and two false negatives (FN) for 176 true
positives (TP) and 588 true negatives(TN). Considering only the patterns that
Chaussette is able to analyze within 30 s, the recall of Chaussette is 0.9888
and its precision is 0.9832.

The origin of false positives and false negatives can be traced back to our
model that does not always perfectly align with reality. In general, a false positive
arises when the model lacks certain constraints, leading it to be overly permissive
in its formulation of a solution.

To ease reproducibility and future improvement of the current state of the art,
Chaussette is publicly released upon paper acceptance.3 Additionally, access
to the analyzed scripts will be granted on demand to researchers.

4.2 Non-standard Output Scripts

To perform this attack, the attacker needs to keep up-to-date a real-time utxo
(Unspent Transaction Outputs) set. In April 2023, it is composed of roughly 88M
outputs [25] which is manageable for any decent computer. For every unspent
output, Chaussette will return whether this script can be unlocked and the
values of the constants to include in the input script.

Note that Chaussette does not generate the input script by itself, but this
could be very easily implemented to fully automate the attack.

This attack can even be upgraded to a replay attack. Let us suppose an output
o requires finding a value y such that its sha256 hash is x and does not involve
any signature verification. As stated in the previous section, Chaussette is
designed to assume that preimage attacks are impossible. However, in the very
specific context of Btc, the legit owner must publish the input containing this
value y in a transaction t. This transaction t is broadcasted and is waiting in
the mempool to be included into the blockchain. One could sniff the mempool
very easily, as every full node maintains one. Moreover, most clients propose a
very convenient way to fetch this data [15]. Then, one would publish another
transaction t′ claiming the same output o′, but proposing a higher transaction
fee to incentive miners to include t′ rather than t into the blockchain.
3 See https://gitlab.uliege.be/bitcoin/symbolic_execution.

https://gitlab.uliege.be/bitcoin/symbolic_execution
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Table 4. Non-standard output scripts: security analysis results.

Script count Pattern count Total value locked

Vulnerable to symbolic execution 220,554 18 1.94675 B
Vulnerable to replay attacks 62 11 2.349736 B
Safe 203,485 39 3962.236896 B
Unspendable 9,357 16 0.639538 B

Table 5. Non-standard input scripts: security analysis results.

Script count Pattern count Total value locked

Vulnerable 153, 310 194 51.07 B
Safe 3,281,776 514 2.192923× 106 B

The results in Table 4 summarize the attack’s severity. The 433,458 scripts
can be grouped into 84 distinct patterns. From the Sect. 4.1, it has been shown
that eighteen of them are unsafe, and the 1.947 B protected by the 220,554
scripts derived from them can be unlocked by anyone. On the other hand, the
upgraded version of the attack could have been used to steal 2.35 B from 62
scripts. In total, from the 10.63 vulnerable, 9.62 B have been spent, leaving
1.01 B vulnerable. Finally, 9,357 outputs have been proven to be impossible
to spend and result from either a malformed script or a script designed to be
unspendable [1]. This category also encompasses scripts whose execution was
invalidated because of reserved opcodes [19].

4.3 Non-standard Redeem Scripts

This second attack involves sniffing the mempool as for the previous replay
attack in order to find inputs spending scripthash and witness_v0_script-
hash outputs. As a reminder from Sect. 2.2, these outputs include a value x and
the miners check that the hash of the redeem script equals to this x.

The attacker only needs to parse the mempool to find a transaction t spending
one scripthash or witness_v0_scripthash output. If the redeem script does
not involve any signature operators, the attacker can just publish a transaction t′

with the same input, a larger transaction fee, and a different output to steal the
money. Because miners tend to include transactions that maximize their profit,
t′ is more likely to be included than t [5, Chapter 2].

Table 5 contains the results of the analysis on the 3,435,086 non-standard
redeem scripts we found. 51.07 B have been spent with an input that could have
been attacked, i.e., the redeem script does not involve any signature. While, this
only represents an insignificant percentage (0.0023289%) of the total money that
has flown through these outputs, it still represents a decent incentive for hackers.
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There are exactly 16.4M unspent scripthash and witness_v0_script-
hash outputs, and they lock a total value of 5.46M B. This value is provided by
TRM Labs4, as it was faster to ask them rather than set up a UTXO set. This
represents the only third-party data we used in this paper. Thus, it represents
26% of the 21M B that will ever be mined [5, Chapter 1]. Unless they are
including an x value already encountered in the blockchain, the corresponding
redeem script is unknown. Thus, it is unfortunately impossible to know for every
one of them if they are safe or not.

But, the presence of 153,310 vulnerable scripts over the 641.9M spent
scripthash and witness_v0_scripthash outputs, gives a vulnerability ratio
of 0.000238838. Assuming the same ratio holds for the 16.4M unspent outputs,
we are able to provide an estimation of 1,304 B that might be stolen.

5 Attempts to Secure BTC

This section starts with recommendations to secure the future published scripts
against the attacks we have just described (Sect. 5.1). Then, a discussion on how
to secure scripts that are already published is proposed (Sect. 5.2).

5.1 Recommendations

At first, companies and individuals should consider if they really need to use
non-standard scripts because innovation introduces new risks as demonstrated
in Sect. 4. In case the need is real, the use of tools such as Chaussette is
necessary to assert the security.

As a rule of thumb, script developers should ensure that every possible path
involves at least one signature operation. Moreover, they should keep in mind
that relying only on pre-image hashes is not sufficient to guarantee security.
Indeed, a transaction containing a secret is going to be made public before being
included in the blockchain.

5.2 Securing Published Scripts

Unfortunately, there is no perfect solution for the published scripts that are
currently vulnerable. However, this section explores a potential solution.

Let us consider the following context. Bob owns some B in a scripthash
output. To spend it, Bob needs to publish the redeem script in an input in
a transaction t and suppose this script is vulnerable as described in Sect. 4.
From that moment, this transaction t is broadcasted, but not yet included in
the blockchain as it is waiting for a miner to include it in a block. As far as
we know, there is no mechanism implemented to prevent an attacker (Alice)
performing a replay attack as described in Sect. 4.

4 https://www.trmlabs.com/.

https://www.trmlabs.com/
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Such a situation has already been discussed in 2013 by the Btc community
as they faced the same issue [45]. A few outputs (see 37k7toV1Nv4DfmQbm
Z8KuZDQCYK9x5KpzP) were designed to be awarded to the first person finding
a collision for sha1. The redeem script did not involve any signatures, thus
making an attack possible.

By applying the same solution suggested in the thread, Bob would not broad-
cast t, but instead he would mine a block by itself and include t in it. The redeem
script would become public at the same time as the output will be spent. Attack-
ing this vulnerable output would require rewriting Btc history which is com-
putationally impossible unless Alice owns 51% of the computation power [5,
Chapter 10].

Unfortunately, this solution is impractical nowadays as the amount of com-
puting resources to mine a block is greatly higher than in 2013 [24]. As an
alternative, Bob could reach out to a known B mining company [6] and provide
them with proof of ownership. The mining company would not broadcast t and
would include the transaction moving Bob’s fund to a secured address directly
in a block. The downside of this solution is that it relies on the ability to trust
the mining company. From the moment this company is in possession of t, they
could simply modify it to steal the money.

6 Related Work

Blockchain security has attracted the attention of the research community those
last years. Numerous tools, such as Mythril [29], Securify [48], Manticore [46],
and Oyente [30] have been developed to analyze and report security issues in
Ethereum smart contracts. These tools also employ some symbolic analysis of
the code.

To the best of our knowledge, no tool designed for Btc exists. A prototype
tool [34] has been developed, but it only covers a portion of Script language
and was tested on two real Btc scripts.

Bartoletti and Zunino [10] define a theory of liquidity and a verification
technique for contracts expressed in BitML, a high level DSL (Domain Specific
Language) for smart contracts that compile into Btc transactions.

Finally, Andrychowicz et al. [4] discuss a framework for modeling the Btc
contracts using timed automata. They provide two Btc contracts that are mod-
eled manually as an example. Unfortunately, no automation process has been
provided yet.

7 Conclusion

While Btc is considered safe by most people, this paper highlighted vulnerabil-
ities in non-standard scripts written in Script that could have led to the theft
of 55.36 B, 1.57M US dollars worth on April, 26th 2023 [23]. A comprehensive

https://www.blockchain.com/explorer/addresses/btc/37k7toV1Nv4DfmQbmZ8KuZDQCYK9x5KpzP
https://www.blockchain.com/explorer/addresses/btc/37k7toV1Nv4DfmQbmZ8KuZDQCYK9x5KpzP
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guide on Script and its role in securing B and the detailed attacks was pro-
vided. Moreover, a proposal to secure the B that might still be vulnerable has
been given.

The Btc blockchain was parsed up to block 775,000 and 3,868,544 non-
standard scripts have been found. These scripts can be grouped into 780 patterns.

Chaussette, our symbolic execution tool, is capable of analyzing 99.94% of
the Btc scripts within 30 s with a precision and a recall of respectively 0.9832
and 0.9888. Moreover, Chaussette highlights the presence of numerous insecure
patterns used to secure B.

Potential future works include, but are not limited to, the application of
Chaussette to assert other utxo blockchains’ security which are also using
Script [21,22] or the application of symbolic execution techniques to account-
based blockchains.

Ethical Considerations.. The researches discussed in this paper have been con-
ducted in accordance to ethical considerations in blockchain network measure-
ments [44]. Further, to avoid any security issue, the vulnerable scripts are not released
publicly. Finally, Chaussette must be seen as a tool for also assessing vulnerability
risks in using non-standard scripts.
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Abstract. Currently, Gasper, the implemented consensus protocol of
Ethereum, takes between 64 and 95 slots to finalize blocks. Because of
that, a significant portion of the chain is susceptible to reorgs. The pos-
sibility to capture MEV (Maximum Extractable Value) through such
reorgs can then disincentivize honestly following the protocol, breaking
the desired correspondence of honest and rational behavior. Moreover,
the relatively long time to finality forces users to choose between eco-
nomic security and faster transaction confirmation. This motivates the
study of the so-called single slot finality protocols: consensus protocols
that finalize a block in each slot and, more importantly, that finalize the
block proposed at a given slot within such slot.

In this work we propose a simple, non-blackbox protocol that com-
bines a synchronous dynamically available protocol with a partially syn-
chronous finality gadget, resulting in a consensus protocol that can final-
ize one block per slot, paving the way to single slot finality within
Ethereum. Importantly, the protocol we present can finalize the block
proposed in a slot, within such slot.

Keywords: Ethereum · single slot finality · ebb-and-flow · consensus

1 Introduction and Related Work

Traditional Byzantine consensus protocols, such as PBFT [5], are devised in a
partial synchronous network model [8], in the sense that they always guarantee
safety, but they guarantee liveness only after GST. In this setting, however,
participants in the protocol are fixed, known in advance, and without possibility
to go offline.

Dynamic participation (among systems’ participants) has lately become an
essential prerequisite for developing permissionless consensus protocols. This
concept, initially formalized by Pass and Shi via their sleepy model, [15] encap-
sulates the ability of a system to handle participants joining or leaving during a
protocol execution. In particular, a consensus protocol that preserves safety and
liveness while allowing dynamic participation is called dynamically available.

One problem of such protocols, as a result of the CAP theorem [9,11], is
that they do not tolerate network partitions; no consensus protocols can both
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satisfy liveness (under dynamic participation) and safety (under temporary net-
work partitions). Simply put, a consensus protocol (for state-machine replica-
tion) cannot produce a single chain that concurrently offers dynamic availability
and guarantees transaction finality in case of asynchronous periods or network
partitions. Because of that, dynamically available protocols studied so far are
focused on a synchronous model [6,12,13].

To overcome this impossibility result, Neu at al. [14] introduce a family of
protocols, referred to as ebb-and-flow protocols, which operate under two con-
firmation rules, and outputting two chains, one a prefix of the other. The first
confirmation rule defines what is known as the available chain, which provides
liveness under dynamic participation (and synchrony). The second confirmation
rule defines the finalized chain, and provides safety even under network par-
titions. Interestingly, such family of protocols also captures the nature of the
Ethereum consensus protocol, Gasper [4], in which the available chain is output
by (the confirmation rule of) LMD-GHOST [17], and the finalized chain by the
(confirmation rule of the) finality gadget Casper FFG [3]. However, the (orig-
inal version of) LMD-GHOST is actually not secure [14] even in a context of
full-participation.

Motivated by finding a (more secure) alternative to LMD-GHOST, and follow-
ing the ebb-and-flow approach, D’Amato et al. [6] devise a synchronous dynam-
ically available consensus protocol, Goldfish, that, combined with a generic (par-
tially synchronous) finality gadget, implements an ebb-and-flow protocol. More-
over, Goldfish is reorg resilient: blocks proposed by honest validators are guar-
anteed inclusion in the chain. However, Goldfish is brittle to temporary asyn-
chrony [7], in the sense that even a single violation of the bound of network
delay can lead to a catastrophic failure, jeopardizing the safety of any previ-
ously confirmed block, resulting in a protocol that is not practically viable to
replace LMD-GHOST in Ethereum. In other words, Goldfish is not asynchrony
resilient.

To cope with the problem of Goldfish, D’Amato and Zanolini [7] propose
RLMD-GHOST, a provably secure synchronous protocol that does not lose
safety during bounded periods of asynchrony and which tolerates a weaker form
of dynamic participation, offering a trade-off between dynamic availability and
asynchrony resilience. Their protocol results appealing for practical systems,
where strict synchrony assumptions might not always hold, contrary to what is
generally assumed with standard synchronous protocols.

In this work we build upon the work of D’Amato and Zanolini [7], and we
devise a protocol that combines RLMD-GHOST with a partially synchronous
finality gadget. In particular, we give the following contributions. We devise a
secure and reorg-resilient ebb-and-flow protocol [14] as a potential substitute for
the current Ethereum consensus protocol, Gasper [4], which can finalize (at most)
one block per slot. In particular, our protocol can finalize the block proposed
in the current slot, within such slot, paving the way to single slot finality [2]
protocols for practical use within Ethereum. Finally, we expand upon the gener-
alized sleepy model [7] introduced by D’Amato and Zanolini [7], adjusting it to
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accommodate a partially synchronous setting. We refer to the resulting model
as the generalized partially synchronous sleepy model. This enhanced model not
only extends the original sleepy model, first presented by Pass and Shi [15],
but it also introduces stronger and more generalized constraints related to the
corruption and sleepiness power of the adversary. Furthermore, our model inte-
grates the concept of partial synchrony, setting it apart from the model proposed
by D’Amato and Zanolini [7]. Our security results will be proven within this
extended model.

The remainder of this work is structured as it follows. In Sect. 2 we present
our system model. Prerequisites for this work are presented in Sect. 3; we
recall RLMD-GHOST as originally presented by D’Amato and Zanolini [7],
state its properties, and show a class of protocols, called propose-vote-merge
protocols, that groups together (a variant of) LMD-GHOST, (a variant of)
Goldfish, and RLMD-GHOST under an unique framework. Protocol specifica-
tions are described in Sect. 4. In particular, we show how to slightly modify
RLMD-GHOST to interact with a finality gadget, and then present the full
protocol. In Sect. 5 we formally prove the properties that our protocol satisfy.
Finally, in Sect. 6 we enable our protocol to finalize the block proposed in the
current slot through acknowledgments, messages sent by participants in the con-
sensus protocol, but only relevant to external observers. Conclusions are drawn
in Sect. 7. Missing proofs can be found in the full version of this work.

2 Model and Preliminary Notions

2.1 System Model

We consider a set of n validators v1, . . . , vn that communicate with each other
through exchanging messages. Every validator is identified by a unique cryp-
tographic identity and the public keys are common knowledge. Validators are
assigned a protocol to follow, consisting of a collection of programs with instruc-
tions for all validators. A validator that follows its protocol during an execution
is called honest. Each validator has a stake, which we assume to be the same for
every validator. If a validator vi fails to serve the role assigned to it or tries to
deliberately deviate from the protocol, i.e., vi is Byzantine, and a proof of this
misbehavior is given, it loses a part of its stake proportional to the severity of
the fault (vi gets slashed). We assume the existence of a probabilistic poly-time
adversary A that can choose up to f validators to corrupt over an entire proto-
col execution. Corrupted validators stay corrupted for the remaining duration of
the protocol execution, and are thereafter called adversarial. The adversary A
knows the the internal state of adversarial validators. The adversary is adaptive:
it chooses the corruption schedule dynamically, during the protocol execution.

We assume that a best-effort gossip primitive that will reach all validators is
available. In a protocol, this primitive is accessed through the events “sending
a message through gossip” and “receiving a gossiped message.” Moreover, we
assume that messages from honest validator to honest validator are eventually
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received and cannot be forged. This includes messages sent by Byzantine val-
idators, once they have been received by some honest validator vi and gossiped
around by vi.

Time is divided into discrete rounds. We consider a partially synchronous
model in which validators have synchronized clocks but there is no a priori bound
on message delays. However, there is a time (not known by the validators), called
global stabilization time (GST), after which message delays are bounded by Δ
rounds. Moreover, we define the notion of slot as a collection of 4Δ rounds. The
adversary A can decide for each round which honest validator is awake or asleep
at that round [15]. Asleep validators do not execute the protocol and messages
for that round are queued and delivered in the first round in which the val-
idator is awake again. Honest validators that become awake at round r, before
starting to participate in the protocol, must first execute (and terminate) a join-
ing protocol (Sect. 3), after which they become active. All adversarial validators
are always awake, and are not prescribed to follow any protocol. Therefore, we
always use active, awake, and asleep to refer to honest validators. As for corrup-
tions, the adversary is adaptive also for sleepiness, i.e., the sleepiness schedule is
also chosen dynamically by the adversary. Moreover, there is a time (not known
by the validators), called global awake time (GAT), after which all validators are
always awake.

We assume that every message has an expiration period η [6,7]. More specif-
ically, for a given slot t and a constant η ∈ N greater than or equal to 0, the
expiration period for slot t is the interval [t−η, t−1]. Only messages sent within
this time frame influence the behavior of the protocol at slot t. Furthermore,
during each protocol execution slot, only the most recent messages sent by val-
idators are considered.

We require that, for some fixed parameter 1 ≤ τ ≤ ∞, the following condi-
tion, referred by D’Amato and Zanolini [7] as τ -sleepiness at slot t, holds for any
slot t after GST:

|Ht−1| > |At ∪ (Ht−τ,t−2 \ Ht−1)| (1)

with Ht, At, and Hs,t are the set of active validators at round 4Δt + Δ, the set
of adversarial validators at round 4Δt + Δ, and the set of validators that are
active at some point in slots [s, t], i.e., Hs,t =

⋃t
i=s Hi (if i < 0 then Hi := ∅),

respectively. Note that f = limt→∞ |At|. In other words, we require the number
of active validators at round 4Δ(t − 1) + Δ to be greater than the number of
adversarial validators at round 4Δt+Δ, together with the number of validators
that were active at some point between rounds 4Δ(t−τ)+Δ and 4Δ(t−2)+Δ,
but not at round 4Δ(t − 1) + Δ.

Intuitively, this condition is designed to work with a protocol that applies
expiration to its messages, with the period set as η = τ . The messages taken into
consideration at slot t originate from slots [t − τ, t − 1]. Among these, the only
messages sent by honest validators that can be relied upon come from Ht−1.
However, unexpired messages from honest validators, who were inactive in slot
t − 1, could potentially aid the adversary.
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Note that our approach diverges from the generalized sleepy model proposed
by D’Amato and Zanolini [7]. Specifically, we require that Eq. 1 only holds after
GST and we refer to this model as the generalized partially synchronous τ -sleepy
model (or wlog, when the context is clear, as the τ -sleepy model for short).
Finally, we say that an execution in the generalized partially synchronous sleepy
model is τ -compliant if it satisfies τ -sleepiness (Eq. 1).

2.2 Validator Internals

View. A view (at a given round r), denoted by V, is a subset of all the messages
that a validator has received until r. The notion of view is local for the validators.
For this reason, when we want to focus the attention on a specific view of a
validator vi, we denote with Vi the view of vi (at a round r).

Blocks and chains. Let’s consider two chains, ch1 and ch2. We denote ch1 ≺ ch2
if ch1 acts as a prefix to ch2. When block B is at the end of chain ch, we refer
to it as the head of ch, and we equate the entire chain with B. Therefore, if
ch′ ≺ ch and A is the head of ch′, we also express this as ch′ ≺ B and A ≺ B.

Fork-choice functions. A fork-choice function is a deterministic function,
denoted as FC. This function, when given a view V and a slot t as inputs, pro-
duces a block B. If B is a block extending FC(V, t), then FC(V ∪ B, t) equals B.
The result of FC is referred to as the head of the canonical chain in V, and the
chain with B as its head is referred to as the canonical chain in V. Every valida-
tor keeps track of its canonical chain and updates it using FC, according to its
local view. The canonical chain for validator vi at round r is represented as chr

i .
In this work we will focus our attention on a specific class of fork-choice functions
based on GHOST [16]. D’Amato and Zanolini [7] characterize a GHOST-based
fork-choice function by a view filter FIL, which takes as input a view V and a
slot t, and outputs (V ′, t), where V ′ is another view such that V ′ ⊆ V. Then,
FC(V, t) := GHOST(FIL(V, t)), i.e., FC := GHOST ◦ FIL.

2.3 Security

Security Parameters. In this work we treat λ and κ as the security parameters
related to the cryptographic components utilized by the protocol and the pro-
tocol’s own security parameter, respectively. We also account for a finite time
horizon, represented as Thor, which is polynomial in relation to κ. An event is
said to occur with overwhelming probability if it happens except with probability
which is negl(κ) + negl(λ). The properties of cryptographic primitives hold true
with a probability of negl(λ), signifying an overwhelming probability, although
we will not explicitly mention this in the subsequent sections of this work.
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Confirmed Chain. The protocols we consider always specify a confirmation rule,
with whom validators can identify a confirmed prefix of the canonical chain.
Alongside the canonical chain, validators then also keep track of a confirmed
chain. We refer to the confirmed chain of validator vi at round r as Chr

i (cf. chr
i

for the canonical chain).

Definition 1 (Secure protocol [6]). We say that a protocol outputting a
confirmed chain Ch is secure after time Tsec, and has confirmation time Tconf

1,
if Ch satisfies:

Safety For any two rounds r, r′ ≥ Tsec, and any two honest validators vi and
vj (possibly i = j) at rounds r and r′ respectively, either Chr

i ≺ Chr′
j or

Chr′
j ≺ Chr

i .
Liveness For any rounds r ≥ Tsec and r′ ≥ r+Tconf , and any honest validator vi

active at round r′, Chr′
i contains a block proposed by an honest validator at a

round > r.

A protocol satisfies τ -safety and τ -liveness if it satisfies safety and liveness,
respectively, in the τ -sleepy model, i.e., in τ -compliant executions. A protocol
satisfies τ -security if it satisfies τ -safety and τ -liveness.

We now recall the definitions of dynamic availability and reorg resilience
from [7]. We consider them only under network synchrony, i.e., for GST = 0, as
this is the only setting in which we utilize them. Note that it is customary to
only analyze dynamic availability with GST = 0, when analyzing the behavior
of ebb-and-flow protocols.

Definition 2 (Dynamic availability). We say that a protocol is τ -dyna-
mically-available if and only if it satisfies τ -security with confirmation time
Tconf = O(κ) when GST = 0. Moreover, we say that a protocol is dynamically
available if it is 1-dynamically-available, as this corresponds to the usual notion
of dynamic availability.

Definition 3 (Reorg resilience). An execution with GST = 0 satisfies reorg
resilience if any honest proposal B from a slot t is always in the canonical chain
of all active validators at rounds ≥ 4Δt+Δ. A protocol is τ -reorg-resilient if all
τ -compliant executions with GST = 0 satisfy reorg resilience.

Definition 4 (Accountable safety). We say that a protocol has account-
able safety with resilience f > 0 if, upon a safety violation, it is possible to
identify at least f responsible participants. In particular, it is possible to collect
evidence from sufficiently many honest participants and generate a cryptographic
proof that identifies f adversarial participants as protocol violators. Such proof

1 If the protocol satisfies liveness, then at least one honest proposal is added to the
confirmed chain of all active validators every Tconf slots. Since honest validators
include all transactions they see, this ensures that transactions are confirmed within
time Tconf + Δ (assuming infinite block sizes or manageable transaction volume).
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cannot falsely accuse any honest participant that followed the protocol correctly.
Finally, we also say that a chain is f-accountable if the protocol outputting it
has accountable safety with resilience f . If a protocol Π outputs multiple chains
Ch1, . . . ,Chk, we say that Chi is f-accountable if Πi is, where Πi is the protocol
which runs Π and outputs only Chi.

Ebb-and-flow Protocols. Neu et al. [14] propose a protocol with two confirmation
rules that outputs two chains, one that provides liveness under dynamic partic-
ipation (and synchrony), and one that provides accountable safety even under
network partitions. This protocol is called ebb-and-flow protocol. We present a
generalization of it, in the τ -sleepy model.

Definition 5 (τ-secure ebb-and-flow protocol)
A τ -secure ebb-and-flow protocol outputs an available chain chAva that is τ -
dynamically-available if GST = 0, and a finalized (and accountable) chain chFin
that, if f < n

3 , is always safe and is live after max{GST,GAT}. Moreover, for
each honest validator vi and for every round r, chFinr

i is a prefix of chAvar
i .

3 Propose-vote-merge Protocols

The aim of this work is to present a secure ebb-and-flow [14] protocol that can
finalize (at most) one block per slot and, in particular, that can finalize within
slot t the block proposed in t. This is achieved by revisiting the propose-vote-
merge protocol RLMD-GHOST introduced by D’Amato and Zanolini [7] as the
basis for our protocol implementation. Propose-vote-merge protocols proceed
in slots consisting of k rounds2, each having a proposer vp, chosen through a
proposer selection mechanism among the set of validators. In particular, at the
beginning of each slot t, the proposer vp proposes a block B. Then, all active
validators (also referred as voters) vote after Δ rounds. Every validator vi has a
buffer Bi, a collection of messages received from other validators, and a view Vi,
used to make consensus decisions, which admits messages from the buffer only
at specific points in time.

Propose-vote-merge protocols are defined through a deterministic fork-choice
function FC, which is used by honest proposers and voters to decide how to
propose and vote, respectively, based on their view at the round in which they
are performing those actions. It is moreover used as the basis of a confirmation
rule (Sect. 4.2), which defines the output of the protocol, and thus with respect
to which the security of the protocol is defined. In the case of RLMD-GHOST,
its fork-choice function RLMD-GHOST considers the last (non equivocating)
messages sent by validators that are not older than t− η slots (for an expiration

2 D’Amato and Zanolini [7] implement RLMD-GHOST with fast confirmation with
k = 3Δ (Appendix B [7]). However, we will consider k = 4Δ, following the approach
taken by D’Amato et al. [6] when presenting Goldfish with fast confirmation. We will
show how RLMD-GHOST with fast confirmation can be changed into its variant
with k = 4Δ in Sect. 4 while presenting our protocol.
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period η), in order to make protocol’s decisions. In particular, the filter function
FILrlmd(V, t) removes all but the latest messages within the expiry period [t−η, t)
for slot t, from non-equivocating validators, i.e., FILrlmd = FILlmd◦FILη-exp◦FILeq.
Here, FILlmd(V, t) removes all but the latest votes of every validator (possibly
more than one) from V and outputs the resulting view, i.e., it implements the
latest message (LMD) rule, FILη-exp(V, t) removes all votes from slots < t − η
from V and outputs the resulting view, and FILeq(V, t) removes all votes by
equivocating validators in V [1], i.e., validators for which V contains multiple,
equivocating, votes for some slot t.

A propose-vote-merge protocol proceeds in three phases:

propose: In this phase, which starts at the beginning of a slot, the proposer vp

merges its view Vp with its buffer Bp, i.e., Vp ← Vp ∪ Bp, and sets Bp ← ∅.
Then, vp runs the fork-choice function FC with inputs its view Vp and slot t,
obtaining the head of the chain B′ = FC(Vp, t). Proposer vp extends B′ with
a new block B, and updates its canonical chain accordingly, setting chp ← B.
Finally, it broadcasts the message [propose, B, Vp ∪ {B}, t, vp].

vote: Here, every validator vi that receives a proposal message [propose, B, V,
t, vp] from vp merges its view with the proposed view V, by setting Vi ← Vi ∪V.
Then, it broadcasts votes for some blocks based on its view. We omit, for the
moment, for which blocks a validator vi votes: it will become clear once we
present the full protocol.

merge: In this phase, every validator vi merges its view with its buffer, i.e.,
Vi ← Vi ∪ Bi, and sets Bi ← ∅.

The merge phase, along with all other operations involving views and buffers
discussed in the previous section, are implemented using the view-merge tech-
nique [6,7,10]. The idea behind the view-merge technique involves synchronizing
the views of all honest validators with the view Vp of the proposer for a specific
slot before the validators broadcast their votes in that slot.

D’Amato et al. [6] introduce the notion of active validators3: awake valida-
tors that have terminated a joining protocol at a round r, described as it follows.
Assuming a propose-vote-merge protocol proceeding in slots of k = 4Δ rounds,
when an honest validator vi wakes up at some round r ∈ (4Δ(t− 1)+3Δ, 4Δt+
3Δ], it immediately receives all the messages that were sent while it was asleep,
and it adds them into its buffer Bi, without actively participating in the pro-
tocol yet. All new messages which are received are also added to the buffer Bi.
Validator vi then waits for the next view-merge opportunity, at round 4Δt+3Δ,
in order to merge its buffer Bi into its view Vi. At this point, vi starts execut-
ing the protocol. From this point on, validator vi becomes active, until either
corrupted or put to sleep by the adversary. We consider such a joining protocol
when describing our propose-vote-merge protocol.

3 Observe that D’Amato et al. [6] actually refer to awake validators to indicate what
we call active, and to dreamy validators to indicate what we call awake (but not
active).
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4 Protocol Specification

4.1 Data Structures

We consider five message types: propose, block, checkpoint, head-vote,
and ffg-vote. We make no distinctions between network-level representation of
blocks and votes, and their representation in a validator’s view, i.e., there is no
difference between block and *-vote messages and blocks and votes, and we
usually just refer to the latter. We describe the objects as tuples (data-type,
. . . ) with their data type as a tag, but in practice mostly refer to them without
the tag. We use dot notation to refer to the fields. For the tag, we do so simply
with .tag, for the other fields we use the generic names specified in the object
descriptions below, to access the different fields, e.g., B.t is the slot of block B.
In the following, t is a slot and vi a validator.

Blocks and Checkpoints. A block is a tuple B = (block, b, t, vi), where b is a
block body, i.e., the protocol-specific content of the block4. A checkpoint is a
tuple C = (checkpoint, B, t), where B is a block and C.t ≥ B.t.

Votes. A head vote is a tuple [head-vote, B, t, vi], where B is a block. An
FFG vote is a tuple [ffg-vote, C1, C2, vi], where C1, v2 are checkpoints, C1.t <
C2.t, and C1.B ≺ C2.B. We refer to the two checkpoints as source and target,
respectively, and to FFG votes as links between source and target. When vi is
clear from context, we also write C1 → C2 for the whole vote, e.g., we say that
vi casts a C1 → C2 vote.

Proposals. A proposal is a tuple [propose, B, V, t, vi] where B is a block and
V a view. We refer to V as a proposed view.

Gossip Behavior. Votes and blocks are gossiped at any time, regardless of
whether they are received directly or as part of another message. For exam-
ple, a validator receiving a vote also gossips the block that it contains, and a
validator receiving a proposal also gossips the blocks and votes contained in the
proposed view. Finally, a proposal from slot t is gossiped only during the first
Δ rounds of slot t.

4.2 Confirmation Rule

A confirmation rule allows validators to identify a confirmed prefix of the canon-
ical chain, for which safety properties hold, and which is therefore used to define
the output of the protocol. Since the protocol we are going to present out-
puts two chains, the available chain chAva and the finalized chain chFin, we
have two confirmation rules. One is finality, which we introduce in Sect. 4.3, and
defines chFin. The other confirmation rule, defining chAva, is the one adopted by

4 For simplicity, we omit a reference to the parent block.
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RLMD-GHOST, in its variant supporting fast confirmation5. It is itself essen-
tially split in two rules, a slow κ-deep confirmation rule, which is live also under
dynamic participation, and a fast optimistic rule, requiring 2

3n honest validators
to be awake, i.e., a stronger assumption than just τ−compliance. Both rules
are employed at round 4Δt + 2Δ, and chAva is updated to the highest block
confirmed by either one, so that liveness of chAva only necessitates liveness of
one of the two rules. In particular, τ -compliance is sufficient for liveness. On the
other end, safety of chAva requires both rules to be safe.

4.3 FFG Component

As mentioned above, a propose-vote-merge protocol is characterized by a fork-
choice function that identifies for every slot the current head of the canonical
chain for a given validator. Moreover, we described two kind of votes that a
validator vi executes in the vote phase: a head-vote, used to vote for the head
of the canonical chain, i.e., the output of the fork-choice function evaluated at the
current slot, and an ffg-vote, used by the FFG-component of our protocol6.

The FFG component of our protocol aims at finalizing one block per slot by
counting ffg-votes cast at a given slot.

Justification. We say that a set of 2
3n distinct FFG votes C1 → C2 is a superma-

jority link between C1 and C2. We say that a checkpoint C is justified if there
is a chain of k ≥ 0 supermajority links (Bgenesis, 0) → C1 · · · → Ck−1 → C. In
particular, (Bgenesis, 0) is justified. Finally, we say that a block B is justified if
there exists a justified checkpoint C with C.B = B.

Slashing. The slashing rules are the same as in Casper FFG. Validator vi is
slashable (see Sect. 2) for two distinct FFG votes (C1, C2, vi) and (C3, C4, vi) if
either: E1 (Equivocation) C2.t = C4.t or E2 (Surround voting) C3.t < C1.t <
C2.t < C4.t.

Latest Justified Checkpoint and Block. A checkpoint is justified in a view V if V
contains the chain of supermajority links justifying it. We refer to the justified
checkpoint C of highest slot C.t in V as the latest justified checkpoint in V, or
LJ (V), and to LJ (V).B as the latest justified block in V, or LJ(V). Ties are
broken arbitrarily (the occurrence of a tie implies that n

3 validators are slashable
for equivocation). For brevity, we also use LJ i to refer to LJ (Vi), the latest
justified checkpoint in the view Vi of validator vi.

5 With some minor changes, as RLMD-GHOST still has 3Δ rounds per slots, by
requiring an optimistic assumption on network latency in order for fast confirmations
to be live.

6 The component of our protocol that outputs chFin is almost identical to Casper [3],
the friendly finality gadget (FFG) adopted by the Ethereum consensus protocol
Gasper [4]. This is the reason why we decided to use the FFG terminology already
accepted within the Ethereum ecosystem.
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Finality. A checkpoint C is finalized if it is justified and there exists a superma-
jority link C → C′ with C′.t = C.t + 1. A block B is finalized if there exists a
finalized checkpoint C with B = C.B.

4.4 Voting

Fork-choice. Similarly to Gasper [4], we adopt an hybrid justification-respecting
fork-choice, namely HFC, building upon RLMD-GHOST [7] fork-choice func-
tion. HFC(V, t) starts from LJ(V), the latest justified block in V, instead of
Bgenesis, and then proceeds as RLMD-GHOST, i.e., it runs GHOST using the
view filtered by FILrlmd. Formally, we can define it by using another view filter,
FILFFG, i.e., HFC = RLMD-GHOST ◦ FILFFG. FILFFG(V, t) outputs (V ′, t),
where V ′ filters out blocks in V that conflict with LJ(V). In other words, it
filters out branches which do not contain LJ(V), so LJ(V) is guaranteed to be
canonical.

Algorithm 1. HFC, the justification-respecting fork-choice function
1: function HFC(V, t)
2: return RLMD-GHOST(FILFFG(V, t))
3: function FILFFG(V, t)
4: V ′ ← V \ {B ∈ V, B.tag = block : LJ(V) �≺ B ∧ B �≺ LJ(V)}
5: return (V ′, t)

Voting Rules. Consider a validator vi voting at slot t. Head votes work exactly
as in RLMD-GHOST, or any propose-vote-merge protocol, i.e., validators vote
for the output of their fork-choice: when it is time to vote, validator vi casts
vote [head-vote, HFC(Vi, t), t, vi]. FFG votes always use the latest justified
checkpoint as source. The target block is the highest confirmed descendant of
the latest justified block, or the latest justified block itself if there is none. The
target checkpoint is then Ctarget = (arg maxB∈{LJi,chAva}|B|, t), with |B| being
the height of block B, and the FFG vote of vi is [ffg-vote, LJ i, Ctarget, vi],
voting for the link LJ i → Ctarget.

4.5 Protocol Execution

Our protocol is implemented in Algorithm 2 and it works as it follows. Note that
the Propose and Head-vote phases are exactly as in a generic propose-vote-
merge protocol (see Sect. 3). Moreover, a slot t in our protocol begins at round
4Δt. At any time, the finalized chain chFini of validator vi just consists of the
finalized blocks according to its view Vi, so we omit explicit updates to chFin in
the following.
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Algorithm 2. Single slot finality protocol – code for validator vi

1: State
2: Vi ← {Bgenesis}: view of validator vi

3: Bi ← ∅: buffer of validator vi

4: chi ← Bgenesis: canonical chain of validator vi

5: t ← 0: the current slot
6: r ← 0: the current round

propose

7: at r = 4Δt do
8: if vi = vt

p then
9: Vi ← Vi ∪ Bi, Bi ← ∅ , B′ ← HFC(Vi, t)

10: B ← NewBlock(B′), chi ← B
11: send message [propose, B, Vi ∪ {B}, t, vi] through gossip

Head-vote

12: at r = 4Δt + Δ do
13: chi ← HFC(Vi, t)
14: send message [head-vote, HFC(Vi, t), t, vi] through gossip

Confirm and ffg-vote

15: at r = 4Δt + 2Δ do
16: Bfast ← Bgenesis

17: Sfast ← {B ≺ chi : |{vj : ∃B′ 
 B : [head-vote, B′, t, vj ] ∈ Bi}| ≥ 2
3
n}

18: if Sfast �= ∅ then:
19: Bfast ← arg max

Sfast

|B|
20: if ¬(Bfast ≺ chAvai ∧ ch

�κ
i ≺ chAvai) then:

21: chAvai ← arg max
ch∈{ch�κ

i ,Bfast}
|ch|

22: Ctarget ← ( arg max
B∈{LJi,chAvai}

|B|, t)
23: send message [ffg-vote, LJ i, Ctarget, vi] through gossip

merge

24: at r = 4Δt + 3Δ do
25: Vi ← Vi ∪ Bi

26: Bi ← ∅
27: upon receiving a gossiped message [propose, B, V, t, vt

p] do
28: Bi ← Bi ∪ {B}
29: if r ∈ [4Δt, 4Δt + Δ] then
30: Vi ← Vi ∪ V
31: upon receiving a gossiped block B or a gossiped *-vote V from vj do
32: Bi ← Bi ∪ {B} or Bi ← Bi ∪ {V }

Propose: At round 4Δt, proposer vp merges its view Vp with its buffer Bp, i.e.,
Vp ← Vp∪Bp, and sets Bp ← ∅. Then, vp runs the fork-choice function HFC with
inputs its view Vp and slot t, obtaining the head of the chain B′ = HFC(Vp, t).
Proposer vp extends B′ with a new block B, and updates its canonical chain
accordingly, by setting chp ← B. Finally, it broadcasts the proposal [propose,
B, Vp ∪ {B}, t, vp].
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Head-vote: In rounds [4Δt, 4Δt+Δ], a validator vi, upon receiving a proposal
message (propose, B, V, t, vp) from vp, merges its view with the proposed view
V by setting Vi ← Vi ∪ V. At round 4Δt + Δ, even if no proposal is received,
validator vi updates its canonical chain by setting chi ← HFC(Vi, t), and casts
the head vote (head-vote, HFC(Vi, t), t, vi).

Confirm: At round 4Δt + 2Δ, a validator vi selects for fast confirmation the
highest canonical block Bfast ≺ chi such that Bi contains ≥ 2

3n votes from slot t
for descendants of Bfast, from distinct validators. It then updates its confirmed
chain chAvai to the highest between Bfast and ch

�κ
i , the κ-deep prefix of its

canonical chain, as long as this does not result in updating chAvai to some prefix
of it (we do not needlessly revert confirmations).

ffg-vote: At round 4Δt + 2Δ, after updating chAvai, a validator vi casts the
FFG vote (ffg-vote, LJ i, Ctarget, vi), where Ctarget = ( arg max

B∈{LJi,chAvai}
|B|, t)

Merge: At round 4Δt + 3Δ, every validator vi merges its view with its buffer,
i.e., Vi ← Vi ∪ Bi, and sets Bi ← ∅.

5 Analysis

Algorithm 2 works in the generalized partially synchronous sleepy model, and
is in particular a τ -secure ebb-and-flow protocol, if we strengthen τ -compliance
to require that less than n

3 validators are ever slashable for equivocation, for
reasons that will be explained shortly. For GST = 0, we show in Sect. 5.1 that,
if the execution is τ -compliant in this stronger sense, then all the properties of
RLMD-GHOST [7] keep holding. In Sect. 5.2 we show that the finalized chain
chFin is n

3 -accountable, and thus always safe if f < n
3 . Moreover, if f < n

3 , chFin
is live after max{GST,GAT}.

Before proceeding with the analysis under synchrony and partial synchrony,
we state without proof the view-merge property, which follows from the usage of
the view-merge technique, since it enables proposers to synchronize the view of
honest voters with theirs. It corresponds to Lemma 2 as presented by D’Amato
and Zanolini [7], with an addition regarding synchronization of the latest justified
checkpoint.

Lemma 1. Suppose that t is a slot with an (honest) active proposer and that
network synchrony holds in rounds [4Δt−Δ, 4Δt+Δ]. Say the proposed block is
B, and the latest justified checkpoint in the view of the proposer is LJ p. Then,
at round 4Δt + Δ, all active validators broadcast a head-vote for the honest
proposal B of slot t. Moreover, LJ i = LJ p for any such active validator vi.

5.1 Synchrony

Throughout this part of the analysis, we assume that GST = 0, and that < n
3

validators are ever slashable for equivocation, by which here we mean signing
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multiple head-votes for a single slot, rather than violating E1. In other words,
we are not concerned about equivocation with ffg-votes, but rather with head-

votes, which can similarly be declared a slashable offense. Observe that, in
RLMD-GHOST with fast confirmations (Appendix B [7]), this assumption is
strictly needed for safety (and only for clients which use fast confirmations),
but for example not for reorg resilience or liveness, because fast confirmations
do not affect the canonical chain. On the other hand, the protocol we present
here utilizes confirmations as a prerequisite for justification, and justification
does affect the canonical chain, since HFC filters out branches conflicting with
the latest justified block. Therefore, we require that < n

3 validators are ever
slashable for equivocation for all of the properties which we are going to prove. As
already mentioned, to avoid stating it repeatedly, we further restrict η-compliant
executions to those executions in which the assumption holds.

Our single slot finality protocol implemented in Algorithm 2 uses the HFC

fork-choice function, dealing with checkpoints and justifications. However, one
could implement it using also different fork-choice functions. In particular, we
show that by substituting HFC with RLMD-GHOST (with equal expiration
period η), i.e., if we ignore justifications and consider the vanilla fork-choice
function introduced by D’Amato and Zanolini [7], then the resulting protocol
is equivalent to the RLMD-GHOST protocol with fast confirmation (Appendix
B [7]). This because FFG votes have no effect at all, and as such it is η-reorg-
resilient, and η-dynamically-available. Moreover, the following two results about
fast confirmations (Appendix B [7]) also apply.

Theorem 1 (Reorg resilience of fast confirmations). Let us consider an
η-compliant execution with GST = 0. A block fast confirmed by an honest valida-
tor at a slot t is always in the canonical chain of all active validators at rounds
≥ 4Δ(t + 1) + Δ.

Theorem 2 (Liveness of fast confirmations). An honest proposal B from
a slot t in which |Ht| ≥ 2

3n is fast confirmed by all active validators at round
4Δt + Δ.

We show that, under synchrony, i.e., with GST = 0, these properties are
preserved by our justification-respecting protocol, which uses HFC instead. To
do so, we show that for every η-compliant execution, Algorithm 2 using FC =
RLMD-GHOST and Algorithm 2 using FC = HFC are equivalent, i.e., the
sequence of outputs of Algorithm 2 is the same regardless of which fork-choice
function is used. All properties of Algorithm 2 with FC = RLMD-GHOST in
such η-compliant executions then also apply to Algorithm 2 with FC = HFC.
In particular, it is also η-reorg-resilient and η-dynamically-available, and it also
satisfies reorg resilience and liveness of fast confirmations, i.e., Theorems 1 and
Theorem 2 hold.

Theorem 3 (Execution equivalence). Let us consider an η-compliant exe-
cution with GST = 0 and with Algorithm 2 using FC = HFC. Furthermore, let
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us consider the same execution, with the same adversarial strategy and random-
ness, with Algorithm 2 using FC = RLMD-GHOST. The sequence of outputs
of the two algorithms correspond exactly.

5.2 Partial Synchrony

Throughout this section we assume that f < n
3 . First, we prove that the final-

ized chain is accountably safe, exactly as done in Casper [3]. Then, we show
that honest proposals made after max(GST,GAT) + Δ are justified within their
proposal slot, which implies liveness of the finalized chain.

Theorem 4 (Accountable safety). The finalized chain chFin is accountably
safe, i.e., two conflicting finalized blocks imply that at least n

3 adversarial valida-
tors can be detected to have violated either E1 or E2.

Lemma 2. If an honest proposer vp proposes a block B at a slot t after
max(GST,GAT) + Δ, and the latest justified checkpoint in the view of the pro-
poser is LJ p, then the checkpoint (B, t) is justified in all honest views at round
4Δt + 3Δ, by supermajority link LJ p → (B, t).

Theorem 5 (Liveness). Consider two consecutive slots t and t+1 with honest
proposers after max(GST,GAT) + 4Δ. The block B proposed at slot t is finalized
at the end of slot t + 1.

6 Single Slot Finality

The protocol implemented in Algorithm 2 is a an η-secure ebb-and-flow protocol
which (at best) finalizes a block in every slot, but it does not achieve single slot
finality, i.e., it cannot finalize a proposal within its proposal slot. At best, it lags
behind by one slot, finalizing a proposal from slot t at the end of slot t + 1. A
straightforward extension of our protocol which achieves single slot finality is
one with 5Δ rounds per slot, allowing for an additional FFG voting phase. This
would be very costly in Ethereum, for two reasons. First, it would in practice
significantly increase the slot time, because each voting round requires aggregat-
ing hundreds of thousands (if not millions) of BLS signatures, likely requiring
a lengthier multi-step aggregation process. Moreover, it would be expensive in
terms of bandwidth consumption and computation, because such votes would
have to all be gossiped and verified by each validator, costly even if already
aggregated. For these reasons, we describe here an alternative way to enhance to
protocol for the purpose of achieving single slot finality, without suffering from
the drawbacks just described. We introduce a new type of message, acknowl-
edgment, and a new slashing condition alongside it. Acknowledgments do not
influence the protocol in any way, except in case of slashing, and are mainly
intended to be consumed by external observers which want to have the earli-
est possible finality guarantees. Therefore, they do not need to be gossiped to
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and verified by all validators. They can then simply be gossiped in smaller sub-
networks (similar to the attestation subnets which Ethereum employs today),
requiring limited bandwidth and verification resources. If an observer wants to
have faster finality guarantees than they could have by simply following the
chain or listening to the global gossip, they can opt to participate in all such
sub-networks, and collect all acknowledgments. As doing so is permissionless,
it can also be expected that aggregate acknowledgments, or equivalent proofs,
might become available through some other channels.

Acknowledgment. An acknowledgment is a tuple [Ack, C, t, v], where C is a check-
point with C.t = t. We also refer to this as an acknowledgment of C. A super-
majority acknowledgment of C is a set of ≥ 2

3n distinct acknowledgments of C.
At round 4Δt + 3Δ, after merging the buffer Bi, validator vi broadcasts the
acknowledgment [Ack,LJ i, t, vi] if LJ i.t = t, i.e., if LJ i has been justified in
the current slot. An observer which receives a supermajority acknowledgment of
a justified checkpoint C may consider C to be finalized.

Slashing rule for finality voting. When validator vi broadcasts an acknowledg-
ment of (C, t), it acknowledges that, at the end of slot t, it knows about C being
justified. Since the FFG voting rules prescribe that the source of an FFG vote
should be the latest known justified checkpoint, subsequent FFG votes with a
source whose slot is < t constitute a provable violation, which is analogous to
surround voting. Accordingly, we formulate a third slashing rule, which ensures
that finality via a supermajority acknowledgment is accountably safe. In partic-
ular, validator vi is slashable for an FFG vote (C1, C2) and an acknowledgment
(C, t), if they satisfy E3, i.e., C1.t < C.t < C2.t. In other words, the link C1 → C2

surrounds the acknowledged checkpoint.

Theorem 6 (Accountable safety with acknowledgments). The finalized
chain is accountably safe even when it is updated via acknowledgments as well,
i.e., two conflicting finalized checkpoints imply that more than n

3 adversarial
validators can be detected to have violated E1, E2, or E3.

Theorem 7 (Single Slot Finality). An honest proposal from a slot t after
max(GST,GAT)+4Δ is finalized in round 4Δ(t+1) by a supermajority acknowl-
edgment.

7 Conclusions

In this work, we have made significant strides towards realizing a secure and
reorg-resilient ebb-and-flow protocol that has the potential to replace Ethereum’s
current consensus protocol, Gasper. We have provided a comprehensive analysis
and modifications to D’Amato and Zanolini’s RLMD-GHOST protocol, integrat-
ing it with a partially synchronous finality gadget. In particular, our protocol
introduces a novel approach for achieving single slot finality.
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Another significant contribution of our work lies in the expansion of the
generalized sleepy model introduced by D’Amato and Zanolini. Our generalized
partially synchronous sleepy model introduces stronger constraints related to
the adversary’s corruption and sleepiness power and incorporates the concept
of partial synchrony. This extension not only enhances the original model but
also provides a generalized framework suitable for a wider array of practical
scenarios.

However, despite the security guarantees of our protocol, we acknowledge
that it is not (yet) practical for real-world implementation. This challenge is
due to the current structure of Ethereum, which employs a large pool of val-
idators. Requiring every validator to vote at each slot would necessitate exten-
sive message exchanges – a process that is far from optimal given the scale of
Ethereum’s network. Therefore, while our current findings represent a crucial
stride towards an improved consensus protocol, they also highlight the need for
additional research. Specifically, we need to focus on how we can refine the vot-
ing mechanism to better manage and aggregate the messages involved in this
process.
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Abstract. Over the past years, Decentralized Finance (DeFi) protocols
have suffered from several attacks. As a result, multiple solutions have
been proposed to prevent such attacks. Most solutions rely on identi-
fying malicious transactions before they are included in blocks. How-
ever, with the emergence of private pools, attackers can now conceal
their exploit transactions from attack detection. This poses a significant
challenge for existing security tools, which primarily rely on monitoring
transactions in public mempools. To effectively address this challenge, it
is crucial to develop proactive methods that predict malicious behavior
before the actual attack transactions occur. In this work, we introduce
a novel methodology to infer potential victims by analyzing the deploy-
ment bytecode of malicious smart contracts. Our idea leverages the fact
that attackers typically split their attacks into two stages, a deployment
stage, and an attack stage. This provides a small window to analyze
the attacker’s deployment code and identify victims in a timely manner
before the actual attack occurs. By analyzing a set of past DeFi attacks,
this work demonstrates that the victim of an attack transaction can be
identified with an accuracy of almost 70%.
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1 Introduction

Blockchain and smart contract-based financial systems and applications, com-
monly called Decentralized Finance (DeFi) protocols, have made remarkable
progress in capturing usage and attracting investments, resulting in exponential
growth in the amount of capital staked within them. A persistent problem in
these financial systems is the loss of funds through the unintended use of smart
contracts. These are often referred to as hacks and exploits.

Companies providing DeFi services employ various strategies to protect their
products against hacks. These encompass a range of approaches, such as devel-
oping secure development practices, conducting security audits, and bug boun-
ties. However, it is crucial to note that despite utilizing these methods, achieving
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100% security cannot be guaranteed. They must acquire information about ongo-
ing security incidents as soon as possible to ensure they can take appropriate
actions, such as pausing the protocols to limit the damage before significant
financial damage occurs.

Numerous studies focus on designing tools to detect attacks on smart con-
tracts by monitoring transactions on the public mempool and avoiding suspicious
transactions from being recorded on the ledger [12,14,18,29,30,35]. However,
these defensive methods become useless when attacker execute their transac-
tions via private pools. It could impede companies from reacting against attacks
promptly, particularly during the execution phase.

An essential aspect of DeFi security is detecting exploits while they are hap-
pening or before they happen (i.e., prevention). Typical exploits generally involve
the following steps: deployment of malicious contracts, attack execution, and
funds extraction. In a recent attack on Euler Finance [1], hackers utilized private
pools to drain $197 million. However, they deployed the malicious smart con-
tract a few blocks prior to initiating the attack transaction, providing a crucial
window for intervention and prevention. Another instance is the attack on the
Rubic exchange [7], resulting in a $1.4 million loss. During this incident, attack-
ers deployed a malicious contract and promptly executed the attack transaction
after deploying it via private pools. However, prevention could be achieved since
the attack transaction occurred one block after the contract creation transac-
tion. In such situations, the most viable option is detecting attack characteristics
during the rescue time window between creating a malicious smart contract and
the execution of the first exploit transaction. This can be achieved by analyzing
the features of newly created smart contracts to distinguish malicious smart con-
tracts from benign ones. For example, Forta recently introduced an ML bot [17]
that utilizes machine learning prediction models to analyze the deployment byte-
code (i.e., binary code sent to the network for the creation of a smart contract)
of newly created smart contracts. Nevertheless, an important aspect is still lack-
ing: when an ongoing attack is detected, what actions can we take to prevent the
attacker from further exploiting the victim? This involves a combination of the
following steps: 1) stopping the execution of malicious transactions, 2) detect-
ing and informing the victim of the attack, and promptly notifying them about
the ongoing attack. This enables the victim to take remedial actions, including
identifying and fixing the exploited vulnerabilities. While Forta’s ML bot [17]
provides alerts on potential attacks, it does not offer an approach to identify the
victims of the attacks.

In this work, we aim to address this limitation by proposing a solution that
automates the identification of targeted addresses by analyzing malicious smart
contracts deployed by attackers. We aim to quantify the percentage of victims
that could be identified and alerted before an attack occurs, allowing for proac-
tive intervention to minimize the hack’s impact. In both previously explained
attacks on Euler Finance and Robic Exchange, the victim’s address was hard-
coded inside the deployment bytecode of the malicious contract. Therefore, the
victim could be identified prior to the attack transaction. Through exploring 117
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attacks across four chains, we discovered that in almost 80% of cases, the vic-
tim’s address emerged before the first attack transaction. Nevertheless, numer-
ous attack contracts contain a large number of potential victims to consider. In
this research, our goal is to overcome the limitations of existing attack detec-
tion methodologies on DeFi by solving the victim identification problem. The
contributions of this paper are the following:

1. We investigate the usage of private pools for malicious purposes in the DeFi
ecosystem.

2. We propose a novel methodology to identify victims before being exploited
by malicious contracts.

3. We evaluate and compare two methods used to extract the victims’ addresses
from the set of potential victims of a malicious contract.

The paper is organized as follows. Section 2 provides information on smart
contracts, including their bytecode and an explanation of private and pub-
lic transaction pools. Section 3 discusses our motivations for performing this
research and examines the current trend of utilizing private pools for malicious
purposes. Section 4 outlines our methodology and algorithms. Section 5 presents
the evaluation of our results. In Sect. 6, we compare our findings with relevant
existing works. Finally, Sect. 7 concludes the paper.

2 Background

2.1 DeFi and Smart Contracts

Smart contracts are lines of code that are stored within a blockchain and can
be executed through transactions. Ethereum [33] was the first blockchain to
introduce Turing-complete smart contracts, and its implementation has been
crucial in the development of decentralized finance (DeFi) [32]. Smart contracts
are executed within decentralized blockchains. Without the requirement for a
trusted third-party involvement, they lead to a less costly and more efficient
execution. [37] Ethereum leverages the Ethereum Virtual Machine (EVM) for
the execution of smart contracts, which are compiled to EVM bytecode. DeFi
encompasses various financial services enabled through smart contracts, such as
lending, borrowing, and trading.

Smart contracts hold a balance of cryptocurrency or tokens, and this capabil-
ity is particularly relevant in DeFi. For example, users might deposit funds into
a smart contract to participate in a lending pool. The smart contract holds these
funds and manages their distribution according to its programmed logic. DeFi
allows for functionalities such as liquidity pools, where multiple users deposit
funds, and the smart contract automatically handles the pooling and distribu-
tion of assets.

A smart contract can also store data, known as the contract’s state. For exam-
ple, in a lending protocol, a smart contract could store information regarding the
total amount of funds lent out and the interest rates. These state variables can
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be read or modified through functions within the smart contract. When a user
interacts with the contract, for instance, by lending assets, the contract updates
the relevant state variables by changing, for instance, the total amount of funds
lent.

Smart contracts can also call functions and send transactions to other smart
contracts. This ability to interact, often referred to as composability, is crucial for
building complex decentralized applications where multiple smart contracts work
together. For instance, a decentralized exchange might use one smart contract
to manage user balances, another to handle order matching, and another to
execute trades. These contracts need to communicate with each other to function
cohesively.

Following Ethereum, several other blockchains have also adopted smart
contracts with EVM compatibility, enabling developers to deploy Ethereum
smart contracts with minimal modifications. As the pioneer of smart contracts,
Ethereum is the most adopted blockchain for DeFi applications. However, it often
suffers from high transaction fees and network congestion due to its popularity.
In this paper, we consider three other EVM-compatible blockchains: Binance
Chain [3], Polygon [6], Arbitrum [2]. At the time of writing, Ethereum has a
Total Value Locked (TVL) of about 24B USD, BSC has a TVL of about 3B
USD, Polygon has a TVL of about 884M USD, and Arbitrum has a TVL of
about 2B USD [4]. TVL refers to the amount of cryptocurrency or assets held
within a smart contract, a set of smart contracts, or a whole blockchain and it’s
usually expressed in USD.

2.2 Attacker Model

When examining DeFi attacks on EVM-compatible blockchains, the attack pro-
cess can typically be divided into three main stages: deployment of malicious
contract, attack execution, and funds extraction.

In the deployment stage, the attacker deploys a malicious smart contract onto
the blockchain. The smart contract contains the logic and instructions required
to exploit vulnerabilities contained within the victim’s smart contract.

After deployment, the attacker executes the attack by triggering the logic con-
tained in the malicious smart contract. This can be performed either at deploy-
ment time via the constructor or via a separate transaction. The constructor
embeds code that is executed only once, namely during deployment. Attackers
might embed the attack logic within the constructor itself to execute the attack
during deployment. Alternatively, the attacker embeds the attack logic into a
normal function and invokes it via a separate transaction after the malicious
contract has been deployed. This method gives the attacker more control over
the timing of the attack. It may be used to exploit more complex vulnerabilities
or to coordinate with other events on the blockchain. During the attack execu-
tion, the malicious contract may interact with the victim contracts in various
ways, such as by manipulating oracle data, performing reentrancy attacks, or
exploiting flaws in the business logic of the contract to bypass access control
checks, all aiming to create an illicit advantage for the attacker.
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After the successful exploitation, the attacker seeks ways to extract the ille-
gally obtained funds or assets. This might involve: extracting funds directly
to the attacker’s wallet address, using additional smart contracts to obscure
the source of the transactions to make tracing more difficult, or converting the
stolen assets through decentralized exchanges and mixing services to obfuscate
the traces further.

2.3 Private Pools

Maximal Extractable Value (MEV) is a concept that refers to the profit a user
can make through their ability to include, exclude, or reorder transactions within
certain blocks [22]. For instance, users can engage in practices like front-running,
where they observe a profitable transaction in the mempool and create another
transaction with a higher gas price to benefit from the knowledge of the pending
transaction [31]. MEV has implications for blockchain security, fairness, and
transaction finality.

Flashbots [15] is a research and development organization aiming to miti-
gate the negative externalities of MEV. It provides a communication channel
called Flashbots Relay, through which users can send their transactions directly
to block producers without broadcasting them via the public mempool. This
mechanism allows for a more efficient way to capture MEV. In 2022, more than
80% of MEV extraction was happening via Flashbots and 13.2% was coming
from other private pools [31].

Attackers can also leverage private pools and transaction relay systems to
conduct their malicious activities with more privacy and precision [21]. Indeed,
private pools allow transactions to be executed privately before being broadcast
to the public blockchain. Thus, attackers can hide their activities until the attack
has been completed, obscuring the malicious contract’s interactions from any
tools that monitor the public mempool. Some private transaction pool providers,
such as Flashbots and Eden Networks are already operating on Ethereum, and
we expect this trend to grow in other chains, either.

3 Motivation

Despite the emergence of numerous attack analysis and detection tools over the
past years, the DeFi ecosystem continues to experience a growing trend in both
the rate of attacks and loss of funds. According to Immunefi’s 2022 crypto loss
report [20], hackers exploited vulnerabilities in 134 different contracts of sev-
eral chains, including Ethereum and BSC, resulting in $3,773,906,837 in losses
throughout the year. It highlights that even though we can detect attacks, we
still lack in preventing attackers from fulfilling their malicious intentions and
protecting funds against such exploitation. While various existing tools iden-
tify suspicious behavior by monitoring chain activities, they still fall short in
automatically detecting the actual victims and notifying them on time.
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We investigated a dataset of 69 attacks on Ethereum occurred between 2020
and 2023 on the Ethereum blockchain to determine if they utilized private pools
for execution (Fig. 1). To do this, we focused on Flashbots [15] and Eden networks
[16] as two major private pool providers on Ethereum. We extracted the attack
transactions and checked whether they were relayed through Flashbots or Eden
network’s private pools. We found that none of these attacks originated from
Eden networks. However, we observed a rising trend in attacks executed on
Flashbots’ private pools. Out of all 26 attacks we analyzed in 2022, 13 or 50%
of them were executed through Flashbots, while only 2 out of 21 attacks in 2021
were executed through Flashbots. Considering the available data, we expect a
potential increase in the future usage of Flashbots’ private pool.

Our analysis revealed that attackers increasingly utilize private pools to exe-
cute malicious transactions, allowing them to conceal their malicious activities
from monitoring tools. This highlights the importance of proactively analyzing
malicious contracts and preventing such attacks. Research by Zhou et al. [38]
analyzed 192 attacks and discovered that 56% of the hackers are not execut-
ing attacks automatically, providing defenders with a rescue time frame. Rescue
time is the time frame between deploying a malicious smart contract and the
first malicious transaction. This rescue time window provides an opportunity to
prevent malicious activities. For instance, for the recent attack on Euler Finance
[1], the attackers managed to drain $197,000,000 through a flash loan attack.
Even though the hackers used private pools to execute attack transactions, they
deployed the attack contract a few blocks before executing the actual attack
transactions, providing a short rescue time window.

The increasing use of private pools by attackers and a rescue time window
highlight the importance of identifying victims’ addresses in malicious contracts.
Identifying the addresses of potential victims makes it possible to notify them
and take proactive measures to protect their funds before the attack is executed.

4 Methodology

To achieve the goal of identifying victims’ addresses prior to hack transactions
and through the analysis of malicious smart contracts, we have developed a novel
methodology consisting of the following three consecutive steps: (1) extracting
potential victims’ addresses; (2) extracting deployers’ addresses; (3) determining
the actual victims.

4.1 Extracting Potential Victims’ Addresses

To execute a malicious transaction targeting specific victims, the victims’
addresses should be provided to the malicious contract beforehand. There are
four different approaches for a hacker to communicate victims’ addresses to mali-
cious contracts:

1. Including victim addresses in the deployment bytecode during contract cre-
ation. In this way, the victim addresses are hardcoded into the bytecode of
the malicious contract itself.
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Fig. 1. The progression of attacks performed through private pools and on Ethereum
over time, compared to the total number of attacks. Each bar represents the number
of attacks that occurred within one quarter of the year.

2. Importing them during the deployment of the malicious contract. Victim
addresses can be passed as parameters to the constructor of the malicious
contract during its creation.

3. Sending them by some other initialization transactions before malicious trans-
action.

4. Sending victim addresses as parameters during the execution of the malicious
transaction.

We manually analyzed all malicious contracts in our dataset over four differ-
ent chains and we realized that in the majority of attacks (79.49%), the hackers
specify the victim’s address either in the malicious smart contracts or its con-
structor’s parameters. Only 20.51% of attacks rely on the attack transaction
to specify the victim as well. None of these attackers transmitted the victim’s
address for the first time through any transaction other than the first attack
transaction or the contract creation transaction.

Thus, the first step of our methodology is to extract all hardcoded addresses
from the deployment bytecode and the parameters of the malicious contract’s
constructor. To achieve this goal, we extract the deployment bytecode of mali-
cious smart contracts, convert them to readable opcodes, and extract all hex
strings with a length of 20 that was loaded with the operand of Push20. Addi-
tionally, we extracted all 20-byte values found within the inputs of the contract
creation transaction. Then, we examined each extracted address to determine if
an active contract was associated with it. For our analysis, we define an active
contract as a contract with at least one transaction.
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From the creation transactions of the malicious contract, we extracted a set
of active contracts, which we refer to as potential victims. Note that external-
owned accounts (EOAs), non-active contracts, and non-addresses were excluded
as potential victims, as they cannot be targeted in an attack.

4.2 Extracting Deployers’ Addresses

The average number of potential victims for a malicious smart contract is 9.63,
making extracting the actual victim challenging. To visually represent this distri-
bution, we present the Fig. 2, illustrating the frequency of the potential victims
associated with each malicious contract. In the worst-case scenario, a malicious
contract included more than 40 potential victims.

Fig. 2. Frequency of Number of Potential Victims in Different Attacks.

Note that the number of actual victim addresses in a single attack often
exceeds one. However, we have observed that all victim addresses are usually
associated with the same project. For example, let us consider the recent attack
on Euler Finance [1], an Ethereum-based borrowing and lending platform. It
suffered from a Flash loan attack on 13th March 2023, resulting in a substan-
tial loss of $196,000,000. Through the analysis of the deployment bytecode of
the corresponding malicious smart contract, we extracted 25 potential victims.
Out of all these potential victims, we discovered that only five unique deployers
deployed 15. Figure 3 represents all the potential victims of the attack on Euler
Finance. Seven are deployed by the same deployer address, all belonging to the
victim project.

Therefore, the methodology’s second step extracts each potential victim’s
deployer address, indicating affiliation to a specific DeFi project.
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Fig. 3. Potential victims of Attack on Euler Finance clustered by their deployers.

4.3 Determining Actual Victims

The third stage of our methodology involves analyzing the potential victims
identified in the preceding steps in order to detect the actual victims. This stage
is based on the hypothesis that a significant association exists between the num-
ber of contracts deployed by a particular deployer and the probability of that
deployer being the victim.

This subsection presents the Dominant Deployer Identification (DDI)
method, which can be enhanced with the ERC20 exclusion criterion.

The DDI method focuses on the number of contracts deployed by each
deployer. By examining the deployment bytecode of malicious smart contracts,
this method aims to identify the deployer associated with the highest number
of deployed contracts within each malicious smart contract and designate all of
their contracts as victims. One key advantage of this method is its simplicity. It
relies on a straightforward metric, the number of contracts deployed, to deter-
mine the deployer with the highest deployment activity. The method provides a
direct approach to identifying victim addresses by singling out this deployer. In
cases where there is a tie between two or more different deployers for the high-
est number of deployed contracts, the method does not label any deployer as a
victim. This limitation may result in the omission of potential victim addresses,
potentially reducing the effectiveness of the identification process. We introduced
the following method to fix the limitations of tied deployers for the highest num-
ber of deployed contracts. This method aim to filter out potential victims that
are less likely to be the actual victim.

The DDI method with the ERC20 exclusion criterion considers that ERC20
tokens are often implemented using smart contract libraries that have undergone
extensive code audits and are considered more robust and secure. This method
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leverages this characteristic by filtering out ERC20 token contracts from the pool
of potential victims associated with deployers. By excluding ERC20 tokens, the
method aims to narrow down the set of potential victim addresses to those
less likely to have vulnerabilities or be targets of attacks. This filtering process
assumes that reusing well-audited smart contract libraries reduces the risk of
exploitation. After the filtering phase, the method counts the number of contracts
deployed by each deployer and follows the same procedure as the DDI method
without the ERC20 exclusion criterion. The advantage of adding this filtering is
that it introduces an additional layer of consideration by prioritizing contracts
that are more likely to be secure. By excluding ERC20 tokens, the method focuses
on contracts with a higher likelihood of being victims. However, it is essential to
acknowledge that this method assumes ERC20 token contracts are more secure
due to extensive code audits. While this assumption is generally valid, it does
not guarantee absolute certainty.

In the next section, we will evaluate the application of this methodology and
compare the effectiveness of the two proposed methods.

5 Evaluation

5.1 Dataset

To perform our analysis, we manually collected and labeled a dataset consisting
of 117 smart contract attacks. All these attacks occurred between 2020 and 2023,
and we gathered them from four different blockchains: 69 attacks occurred on
Ethereum, 28 of them were on BSC, 13 on Polygon, and finally 7 occurred on
Arbitrum. We analyzed the attacks documented in the Rekt database [8] and
extracted various data points such as deployment bytecode, runtime bytecode,
constructor parameters, and victim addresses of each attack. Table 1 provides a
detailed overview of our dataset and depicts the distribution of extracted attacks
across each chain.

According to our findings, out of all 117 attacks analyzed in our dataset, we
discovered that in 86 cases, the victim addresses were communicated through
deployment bytecode, and in 7 cases it was communicated through the con-
structor’s parameters. during contract creation; while initial hack transactions
revealed victim addresses in the remaining 24 attacks. We found that in all 117
attacks, the victim address could be found in the malicious contract’s deploy-
ment bytecode, the constructor’s inputs, or the initial attack transaction. Our
results clearly indicate that by analyzing contract creation transactions, we have
the potential to detect victim addresses for almost 80% of the attacks. However,
in the remaining attacks, the victim’s address remains unknown until the occur-
rence of the initial attack transaction.
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Table 1. Number of smart contract attacks in our dataset, categorized by chain name.

Chain Victim address’s communication method Total

Deployment Bytecode Constructor Parameters Attack Tx

Ethereum 53 3 13 69

Binance 17 3 8 28

Polygon 10 1 2 13

Arbitrum 6 0 1 7

Total 86 7 24 117

73.50% 5.98% 20.51% 100%

5.2 Results

We implemented a script to execute our methodology on smart contracts’ deploy-
ment bytecode. The script extracts all potential victims, cluster them based
on deployer addresses, and utilizes the Dominant Deployer Identification (DDI)
technique on these potential victims. If there is a single dominant set of addresses,
the script labels them as the victim. This means we identified a single deployer
who deployed the highest number of deployed contracts within the malicious
smart contract. Otherwise, if multiple sets of addresses are dominant, we will
analyze them using the two specified victim determination methods we explained
in Sect. 4.3.

We evaluated the script on all 117 malicious contracts and calculated the
confusion matrix for each of the two methods. Table 2, demonstrates the corre-
sponding measures. As can be observed, we successfully identified the victims
of 62 attacks out of all 117 attacks, using the DDI approach and without the
ERC20 exclusion criterion. The DDI approach combined with the ERC20 exclu-
sion criterion was able to identify the victims of 65 attacks. Furthermore, the DDI
approach without the ERC20 exclusion criterion correctly identified 21 attacks
where the victim’s address wasn’t present in the deployment bytecode. However,
when using the DDI approach with the ERC20 exclusion criterion, we identi-
fied 19 attacks where the victim’s address was not present in the deployment
bytecode.

We can assess the effectiveness of the two methods by comparing their preci-
sion and recall. As predicted, incorporating the filtering analysis method resulted
in an increase in the number of false positives but a decrease in the number
of false negatives, resulting in a higher recall, but lower precision. Note that
the importance of recall’s absolute value is greater than that of precision. This
is because false negatives can lead to significant financial loss. False positives,
on the other hand, are relatively less costly. Until a specific threshold, such
as a weekly occurrence, is crossed, project owners might tolerate false positive
reports; however, a false negative report could directly result in a huge financial
loss and warrants closer attention.
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Table 2. Results on the comparison of DDI Performance, with and without ERC20
exclusion criterion on the Dataset of hacks, across four different chains.

Chain Measure Methods

DDI DDI + ERC20 exclusion criterion

Ethereum Number of Attacks 69 69

True Positive 33 36

False Positive 7 9

False Negative 16 13

True Negative 13 11

Accuracy 66.67% 68.12%

Binance Number of Attacks 28 28

True Positive 17 17

False Positive 3 3

False Negative 3 3

True Negative 5 5

Accuracy 78.57% 78.57%

Polygon Number of Attacks 13 13

True Positive 6 6

False Positive 0 0

False Negative 5 5

True Negative 2 2

Accuracy 61.54% 61.54%

Arbitrum Number of Attacks 7 7

True Positive 6 6

False Positive 0 0

False Negative 0 0

True Negative 1 1

Accuracy 100% 100%

Total Number of Attacks 117 117

Attacks with Hardcoded Victims 93 93

True Positive 62 65

False Positive 10 12

False Negative 24 21

True Negative 21 19

Precision 86.11% 84.42%

Recall 72.09% 75.58%

Accuracy 70.94% 71.79%

F1 score 78.48% 79.75%

Nonetheless, when evaluating the F1 score, which represents the harmonic
mean of precision and recall, we observe that the F1 score of DDI with the ERC20
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exclusion criterion is 79.75%, hence surpassing the F1 score of DDI without the
ERC20 exclusion criterion which is 78.48%.

We have identified some limitations that challenge our ability to identify the
victims of all attacks. The first limitation refers to attacks where the actual vic-
tim’s address is transmitted solely through the first attack transaction. It makes
it impossible to identify the victims in the contract creation phase. Second,
attackers might combine the contract creation and execution in a single trans-
action, leaving no rescue time to identify the attack before the execution of the
attack. Within our dataset, we found only one instance of such an attack where
contract creation and the malicious transaction occurred in the same transac-
tion. It was the Reentrancy attack on Rari Fuse on Arbitrum [5], which took
place on 30th April 2022. Another limitation is the dataset size. As shown in
the table, the ERC20 exclusion criterion yielded noticeable improvements in the
True Positive rate for Ethereum but did not affect Polygon. It is due to the vol-
ume of data available on Ethereum compared to Polygon and BSC. However, it
is worth noting that our DDI method successfully extracted all victim addresses
of attacks in Arbitrum, despite the smaller dataset for that chain.

6 Related Work

Smart Contract Attacks. A plethora of tools have been proposed to detect
and analyze attacks on smart contracts. ECFChecker [19] was the first tool
to enable the runtime detection of reentrancy attacks via a modified version
of the EVM. Sereum [28] also proposed a modified version of the EVM, but
which could protect already deployed smart contracts by blocking reentrancy
attacks. ÆGIS [12,13] generalize Sereum’s idea by leveraging a smart contract
to maintain and distribute a list of rules that are written using a domain-specific
language to detect and block smart contract attacks at runtime. Perez et al. [23]
use Datalog to study and analyze the bytecode of vulnerable smart contracts of
past attacks. Similar to ECFChecker and Sereum, SODA [11] uses a modified
Ethereum client to inject custom modules for the online detection of malicious
transactions. EthScope [34] adds dynamic taint analysis to an Ethereum client
and replays historical transaction data which then stores traces into an Elastic-
search database which can be queried for past attacks. Zhou et al. [39] analyzed
real-world attacks and defenses adopted in the wild based on the transaction
logs produced by an uninstrumented EVM and decoupling decoupling adversar-
ial actions from adversarial consequences. TxSpector [35] adopts the Datalog
facts proposed by Brent et al. [9] to detect and analyze malicious transactions
post-mortem. Similarly, Horus [14] also leverages Datalog to detect attacks
against smart contracts but leverages dynamic taint analysis to capture attacks
that span across multiple transactions. [36] Zheng et al. present XBlock-ETH – a
framework that generates Ethereum datasets in the form of CSV files consisting
of transactions, smart contracts, and token transfers, which can then be further
leveraged to detect attacks. Wang et al. [29] propose BlockEye a real-time
attack detection system for DeFi projects, which performs symbolic reasoning
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on the data flow of smart contract states, e.g., asset price, and flags a transaction
as a potential attack if a violation is detected on a critical invariant. Zhou et
al. [38] analyzed close to 200 real-world incidents and concluded that the average
rescue time frame for most smart contract attacks is 1±4.1 h, with the longest
rescue time frame being 26.5 h. Forta [17] tries to leverage the same fact as we
do, namely that there is a rescue window that allows them to detect malicious
deployment bytecode before an attacker can perform the actual attack. They use
a detection bot that uses a machine learning model to detect malicious smart
contract creations based on a contract’s disassembled EVM opcodes. Wang et
al. [30] propose a deep-learning-based attack detection system called DeFiScan-
ner that leverages information emitted via events during transaction execution
to cluster if a transaction is an attack or not. Gai et al. [18] present a tool called
BlockGPT, which leverages a large language model to detect abnormal trans-
actions from traces that are captured during the execution of a transaction. Qin
et al. [25] describe a methodology for whitehat hackers to monitor the public
mempool and to copy and frontrun attacker transactions before they can have
an impact on the victim contracts. Moreover, Qin et al. [26] introduce execution
property graphs for EVM transactions and leverage graph traversal techniques
to detect if a transaction is malicious or not. Most of the solutions that been
proposed so far either take too long to analyze transaction which makes them
impractical to be used as real-time attack detection systems, or they depend
on the monitoring of pending transactions in the mempool which attackers can
avoid by leveraging private pools. Moreover, most of the aforementioned tools
focus on detecting attacks but not identifying victim addresses. However, iden-
tifying victim addresses is crucial as this allows for them to be rescued.

Private Transactions. Lyu et al. [21] collected private transactions at a large
scale and performed analysis on their characteristics, such as transaction costs,
miner profits, as well as security impacts. Lyu et al. [21] find that although
private transactions were proposed to protect end users from attacks, they find
that only 18.1% of private transactions have been used for that purpose. Qin
et al. [27] provide a theoretical analysis of network congestion in the presence
of private pools, and conclude that as opposed to Flashbots’ claims, private
pools do not reduce network congestion. Weintraub et al. [31] show however that
Flashbots does at least reduce gas prices in some instances. Moreover, they also
show that a large number of MEVs are being extracted via private pools such as
Flashbots. Piet et al. [24] and Capponi et al. [10] analyze the profit distribution
within Flashbots and conclude, similarly to Weintraub et al. [31], that miners
are making most of the profit. Weintraub et al. [31] measures MEV ex- traction
before and after the inception of Flashbots and concludes that searchers were
making more profit prior to Flashbot sand that the number of searchers using
Flashbots is decreasing.
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7 Conclusion

We investigated whether we can identify victims of attacks by analyzing the
deployment bytecode of malicious smart contracts. We introduced a comprehen-
sive methodology that involved extracting potential victims from deployment
bytecode and identifying the actual victims. By analyzing 117 attacks on DeFi
across four different blockchain networks, we discovered that in over 80% cases,
the victim address is present within the malicious smart contracts even before
the first attack transaction occurs. To refine our approach, we introduced a
technique that involved identifying the dominant deployer among all potential
victims and filtering out ERC20 tokens, considered proven secure tokens, to
improve the accuracy of our findings. In future work, we aim to improve accu-
racy by formalizing heuristics, refining analysis methods, and expanding our
dataset.
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Abstract. The Lightning network (LN) addresses Bitcoin’s scalability
issues by providing fast and private payment processing. In order to
mitigate failures caused by insufficient channel capacities, LN introduced
multi-path payments. To the best of our knowledge, the effect of multi-
path payments remains unclear. In this paper, we therefore study the
impact of multi-path payments on performance and privacy. We identify
metrics quantifying the aforementioned properties and utilise them to
evaluate the impact of multi-path payments. To this end, we develop a
simulator implementing pathfinding in LN using single and multi-path
payments as well as various pathfinding algorithms. We find that, while
the success rate of multi-path payments is up to 20% higher, the impact of
multi-path payments on performance otherwise remains within limits. On
the other hand, the impact on privacy appears to be greater, e.g., multi-
path payments are more likely to encounter an on-path adversary and
the relationship anonymity is more likely to be compromised by colluding
intermediate hops. However, multi-path payments are less likely to be
deanonymised based on the path lengths.

1 Introduction

Layer 2 solutions such as the Lightning network (LN) [21] offer a solution to
Bitcoin’s scalability problem by means of a payment channel network (PCN).
A PCN is a network of off-chain payment channels, each between two parties,
in which funds can move in either direction as long as both parties agree. LN
facilitates fast payment processing by limiting the need for global consensus to a
subset of states [21]. In addition to speed, privacy is a focal objective in LN lead-
ing to various privacy-enhancing measures. For instance, while channel capacities
are announced to the public network, the individual endpoints’ balances are kept
private. LN also supports multi-hop payments allowing the routing of payments
over multiple intermediate nodes.

Finding such paths is an essential part of LN and is delegated to the sender
of a payment. i.e., multi-hop payments are source-routed. The pathfinding algo-
rithm in LN is typically accomplished using Dijkstra’s shortest path algorithm [5]
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S. Katsikas et al. (Eds.): ESORICS 2023 Workshops, LNCS 14398, pp. 411–427, 2024.
https://doi.org/10.1007/978-3-031-54204-6_25
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and a fee-based cost function.1 Given the uncertainty over balances, a path cho-
sen by a sender, may fail due to insufficient balances along the way. To ameliorate
this challenge, a lot of effort has been devoted to the question of efficient routing,
e.g., [2,22,26] and notably [20] whose authors proposed the selection of paths
based on the probability of a payment succeeding.

It has been shown that LN generally performs well with lower payment vol-
umes, but suffers from degradation with increasing payment volumes due to a
lack of channels with sufficiently high capacity [3,31]. As a response, the network
introduced multi-path payments (MPP) and atomic multi-path payments (AMP)
as an alternative payment scheme [6,8,18]. Such payments allow splitting a pay-
ment amount into multiple payment parts of lesser value and thereby maximise
on the entire available flow between sender and receiver. A crucial difference
between MPPs and AMPs is that the former use the same payment hash for all
parts and AMPs are atomic.

To the best of our knowledge, the relationship between performance and pri-
vacy in conjunction with multi-path payments remains open. Privacy in LN has
been shown to be susceptible to various attacks such as balance-revealing [4,9]
and deanonymisation attacks [11,15,23]. It is probable that multi-path payments
may heighten privacy concerns due to payment data traversing the network on
multiple occasions, e.g., with respect to correlation attacks.

In this work, we study the impact of multi-path payments on performance
and privacy in LN empirically using network simulations. We include fee and
probability-based pathfinding in our analysis as the pathfinding algorithm plays
a role in the outcome of key routing parameters. Among others, we find that high-
volume payments are more likely to succeed as multi-path payments which are
also less likely to be deanonymised based on the path lengths. Where applicable,
we contextualise our results with earlier research. The main contributions of this
work can be summarised as follows:

1. we identify various metrics to quantify performance and privacy in the LN;
2. we compare the single and multi-path payments w.r.t the identified metrics

in combination with fee and probability-based pathfinding algorithms; and
3. we implement an LN simulator providing us with empirical, simulation-based

results on the impact of multi-path on performance and privacy in LN.

The remainder of this paper is structured as follows. Section 2 provides an
overview of LN as well as our methodology including the identified metrics for
performance and privacy. We present and discuss our results in Sect. 3 and Sect.
4. We summarise related literature in Sect. 5 and conclude in Sect. 6.

2 Network Model

Once a (bidirectional) channel in LN has been established between two parties,
an arbitrary number of payments can be made between them. By opening a
1 https://github.com/lightning/bolts/blob/master/07-routing-gossip.md#

requirements-9.

https://github.com/lightning/bolts/blob/master/07-routing-gossip.md#requirements-9
https://github.com/lightning/bolts/blob/master/07-routing-gossip.md#requirements-9
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channel, a fixed number of funds is committed – known as the capacity – which
can be disposed of freely within the channel. Transactions between the two chan-
nel endpoints alter the parties’ balances, i.e., each node’s share of the channel’s
capacity. Motivated by privacy concerns, node balances are kept private.

For reasons mainly related to practicability, LN is not a complete network
in which every pair of nodes has a channel. Instead, channels form a PCN that
enables routing payments between parties via multiple intermediate hops. Multi-
hop routing requires that there must be a set of channels linking the sender and
the recipient and essentially boils down to a shortest path problem. The PCN is
therefore commonly modelled and reasoned about as a (directed) graph [3,28].

Definition 1 (The Lightning network graph). The LN graph is a directed
multigraph G = (V,E) where V is the set of Lightning nodes and E the multiset
of payment channels in the network.

Note that while channels are bidirectional, attributes such as each node’s fee
structure make it necessary to distinguish the direction of an edge in G when
reasoning about pathfinding. Hence, it is necessary to define G as a directed
graph. G is a multigraph as, in practice, a pair of nodes may have more than
one channel between them.

Payments in Lightning are source-routed, i.e., the sender is responsible for
finding a path to the recipient, and is typically accomplished using some form of
Dijkstra’s shortest path algorithm [5]. The LN specification, Basis of Lightning
Technology (BOLT) [1], defines the edge weights using a fee-minimising cost
function based on channel capacities, fees and locking duration. At the time of
writing, routing nodes in LN charge two types of fees – a base fee that is due
regardless of the amount in question as well as a proportional fee that is scaled
by the amount to be forwarded. Given the cost function, a shortest path search
algorithm is expected to return the cheapest path between two nodes. Due to
the uncertainty over balances, this cost function often leads to failed payments
as a result of insufficient liquidity [20].

Based on the observation that channels with higher capacity provide a higher
chance of success, Pickhardt et al. propose to select paths based on the success
probability [20], which is the product of the involved channels’ individual success
probabilities. The lower the ratio of payment amount and channel capacity, the
higher the success probability. In this case, a shortest path search algorithm
returns the channel with the highest probability of success.

Further design details of payment channels in general and PCNs in particular,
e.g., on the atomicity of multi-hop payments, can be found in [1,13,21,29].

2.1 Performance Metrics

In the following, we describe metrics quantifying the performance of LN and
PCNs in general. While some of the described metrics can already be found
in existing literature, we identify additional metrics that encapsulate the utility
and usability of the network from a user’s perspective.
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We begin with the success rate as a rudimentary measure of performance
which we define as the ratio of successful payments and the total number of pay-
ments [16]. Furthermore, we study the amount of transaction fees due for suc-
cessful multi-hop payments. In the case of multi-part payments, we consider each
part individually. The path length is a well-known measure of network topolo-
gies and quantifies the number of edges (channels) a payment traverses before
arriving at its recipient. Similar to the transaction fees, we consider the par-
tial payment paths independently. The path length is only relevant to successful
payments as failed payments do not have a complete path between sender and
receiver. As a final performance metric, we use the number of payment attempts
as an indicator of routing efficiency. We define the number of payment attempts
as the number of Hashed Timelock Contracts (HTLCs) triggered by a single pay-
ment before it eventually succeeds or fails. We define the number of attempts
for a multi-path payment as the sum of all parts’ attempts.

2.2 Privacy Metrics

Although LN (and layer 2 solutions in general) strives for improved privacy,
compared to on-chain solutions, recent works have identified shortcomings in
the privacy provided by LN [13,23,29,30]. We compile measures quantifying
privacy in LN in what follows.

Unless stated otherwise, we assume an honest but curious (HBC) adversary.
Such an adversary is a legitimate participant in LN who will not deviate from the
protocol but will try to infer as much as possible from observed messages [17].
Given that an HBC adversary has limited capabilities, we consider these prop-
erties to be a lower bound on privacy in the network.

Observation rate: We quantify how often an on-path adversary observes
payments using what we call the observation rate. The observation rate is the
proportion of the number of payments that encountered an adversary in any
of their attempted paths and the total number of payments. This metric has
previously been studied in [29]. In the case of multi-path payments, we define
the observation rate as the proportion of payments that include such a node in
at least one of their parts’ attempted paths.

A high observation rate is a result of either a high number of watchers or,
more plausibly based on the properties of LN channel graph [12,23,27], routing
hubs that forward a great number of payments.

Sender and Receiver Inference: After analysing the length of payment
paths in LN, Kappos et al. set up a formula defining the probability that a
node’s predecessor and successor in a payment’s path are the respective payment
endpoints [10]. The formula is based on the path length probability distribution
and estimates the probabilities Prsucc

s and Prfail
s of correctly identifying the

sender of successful and failed payments [10]. The probabilities Prsucc
r and Prfail

r

for the payment’s destination are calculated analogously.
Shorter, unsuccessful paths lead to the highest probabilities whereas longer,

successful paths exhibit the lowest probabilities. We propose to extend this mea-
sure to multi-path payments by handling payment parts as individual payments.
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Relationship Anonymity: Tikhomirov et al. examine the probability of
a successful path being vulnerable to a confirmation attack [29], i.e., a path
s, i1, ..., in, d in which the hops i1 and in are under adversarial control.

We extend this measure to payments by characterising a payment as vulner-
able if at least one of its paths is vulnerable in that both the first and last hops
are controlled by an adversary. The measure is identical to the one in [29] for sin-
gle payments as they have exactly one path if successful. Assuming an on-path
adversary is able to correlate payments, e.g., using common identifiers such as
the condition to fulfil an HTLC, successfully deanonymising one payment path
is sufficient to determine the sender-recipient pairs for the remaining parts.

Path Diversity: We introduce path diversity as a further measure of privacy
in the LN, i.e., we want to identify how (dis)similar the paths of a multi-path
payment are with respect to the routing nodes and edges. It does not make
much sense to examine single payments in this context as there is only one path
for each such payment. Path diversity is desirable from a privacy standpoint in
order to reduce the number of payments being observed by the same node so as
to, e.g., hamper correlation attacks. A lack of path diversity is also suggestive of
an (over)reliance on some nodes and edges which is unhealthy for a network in
respect to resilience. However, path diversity also means more nodes are involved
in delivering a given payment likely leading to an increase of the observation rate.

We propose to quantify the path diversity for a set of payment paths using
the effective path diversity (EPD) measure defined by Rohrer et al. [25]. The
EPD is the degree to which a set of paths between the same source s and
destination d share common intermediate nodes and edges. It is an aggregation
of path diversities for a set of paths between a given node pair (s, d) and defined
as

EPD = 1 − e−λksd ∈ [0, 1) , ksd =
k∑

i=1

Dmin(Pi), (1)

where k is the number of paths and Dmin(Pi) is the minimum diversity of path i
when measured against all previously selected paths. The constant λ scales the
impact of ksd based on the utility of added diversity. Lower marginal utility is
indicated by a high value of λ (> 1) whereas a low value of λ represents a higher
marginal utility. We argue that lower values of λ are more representative of the
significance of diverse paths in LN.

2.3 Network Simulations

In order to analyse the effects of the different payment types combined with
different pathfinding approaches, we developed a tool to simulate pathfinding
and payment delivery in LN using algorithms similar to those used in practice.
The simulator is publicly available in our accompanying Git repository.2 The
simulator reads LN snapshots to reconstruct the PCN according to the net-
work model in Def. 1. It supports probability-weighted [20] and fee-weighted
2 https://github.com/cndolo/lightning-simulator.

https://github.com/cndolo/lightning-simulator
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pathfinding3 as well as single and multi-path payments. The simulator imple-
ments a trial-and-error loop and attempts to deliver a failed payment by looking
for an alternative path until the set of possible paths is exhausted. In case of
ambiguity in the Lightning specification, e.g., on the maximum number of parts
a payment may be split into, we followed LND’s implementation as it is the most
commonly used client [32]. To this end, the simulator only attempts to split
payments greater than 10k sat and into at most 16 parts.

We utilised a channel graph dated 15th May 2023, which contains 18, 820
nodes and 134, 838 edges and was collected from our own well-synchronised LN
node. We discarded nodes and edges without essential data for the simulation
such as fee structure and reduced the graph to its largest strongly connected
component leading to a graph with 14, 453 nodes and 134, 782 edges.

Given the private nature of node balances, the simulator splits the channel
capacity into two balance values following a uniform distribution at the begin-
ning of a simulation (see [20] for discussions on the distribution of capacities)
and updates the node balances after every successful payment delivery. We sim-
ulate various payment volumes following the categorisation of payments in [7] as
actual volumes are unknown, i.e., micro payments, medium payments and macro
payments. We chose not to make assumptions about patterns between transact-
ing parties and simulated 5, 000 transactions between random sender-receiver
pairs for each selected amount ranging between 100 sat and 10 million (m) sat.
We repeated each simulation scenario multiple times with different seeds for the
random number generator, i.e., for each set of 5, 000 sender-receiver pairs, the
channel graph was initialised before simulating payment delivery of each amount
with all four combinations of pathfinding algorithm and payment type.

While the results in this work are based on an implementation of MPP in that
the same payment identifier is used for all parts, the results can be generalised to
AMP, e.g., by assuming an attacker is able to identify related parts. Furthermore,
the simulator ensures that all multi-path payments are atomic, i.e., either all
parts succeed or no funds are moved at all.

3 Impact on Performance

We present and discuss our results pertaining to the performance of LN based
on the metrics presented in Sect. 2.1. All in all, our simulations confirmed either
what previous works have already established or what we can expect given what
we know about the network. We omit some charts due to space constraints but
provide interactive versions of all charts in our accompanying repository.4

3.1 Success Rate

We observe that the choice of pathfinding method is not significant for the success
of the simulated payments. Instead, the payment amount – limited by channel
3 https://github.com/lightning/bolts/blob/master/07-routing-gossip.md#htlc-fees.
4 https://cndolo.github.io/lightning-simulator.

https://github.com/lightning/bolts/blob/master/07-routing-gossip.md#htlc-fees
https://cndolo.github.io/lightning-simulator
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capacities – is the decisive factor. The type of payment plays a secondary role
for the success rate in that larger payments are more successful when routed
as multi-path payments. Most failures in LN are due to an insufficient maxi-
mum flow between sender and receiver, i.e., there is no path between sender
and receiver where all of the path’s edges have enough capacity to forward the
requested amount [3]. Clearly, multi-path payments are at an advantage over sin-
gle payments when it comes to utilising the maximum flow because a payment
can be delivered via multiple paths.

As the payment amount increases, probability-weighted payments begin to
show a very slight advantage of up to 2% over their respective fee-weighted coun-
terparts. Multi-path payments start to separate themselves at payment volumes
≥10k sat when payments may actually be split and succeed approximately 20%
more often than their single counterparts. However, less than 2% of the payments
worth 5m sat and greater succeeded regardless of payment type.

3.2 Transaction Fees

In general, we noticed that the amount of absolute fees increases with the pay-
ment amount. Furthermore, paths selected based on the success probability
are more expensive than fee-weighted paths. This is not surprising and indeed
expected given that fee-weighted pathfinding selects paths by minimising the
total amount of fees whereas probability-weighted pathfinding disregards the
fees.

While multi-path payments mostly incur slightly higher fees than comparable
single payments, the additional cost of splitting a payment seems to be negligible.
The difference is partly due to the base fees charged by some nodes in LN. In
the absence of base fees, we expect close to no difference between single and
multi-path payments provided that all parts take paths with similar fee policies.
Tochner et al. found that fee policies in LN mostly follow the same structure [30].

The necessity of the base fee in LN has been questioned [19], however, it is yet
to be eliminated completely. At the time of writing, 50% of the channels in LN
have adopted this proposal and do not charge a base fee.5 The impact of base fees
becomes clearer when looking at the charged fees relative to the payment volume.
Lower payment volumes such as 100 sat were the most expensive regardless of
the pathfinding method or payment type.

3.3 Path Length

The distribution of the successful paths’ lengths is depicted in Fig. 1. At
lower payment volumes, some fee-weighted paths are significantly longer than
probability-weighted paths with some even at the maximum permitted hop count
of 20.

For payment volumes of up to 100k sat, all combinations yield a constant
median path length of 5. The median path length drops to 4 at payment vol-
umes ≥500k sat for single and ≥5m sat for multi-path payments. In anticipation
5 According to https://lnrouter.app/graph/zero-base-fee.

https://lnrouter.app/graph/zero-base-fee
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Fig. 1. The distribution of successful payments’ path lengths.

of discussions on privacy in Sect. 4.2, shorter paths have a negative impact on
privacy in LN. The results presented here align with findings presented in [10].

3.4 Payment Attempts

The total number of payment attempts recorded during simulation of the dif-
ferent combinations for various amounts is shown in Fig. 2. The total number of
attempts remains almost constant for all simulated amounts. As the payment
volume increases, we notice that the number of attempts made by single pay-
ments gradually decreases for payments greater than 50k sat. In cases where no
capable routes are found, payments fail without recording any attempts thus
leading to the decline in the number of attempts for single payments. This claim
is supported by the results in Sect. 3.1 where we recorded an almost zero suc-
cess rate for the highest payment amounts. When looking at the percentage of
successful attempts, we find that, while the total number of attempts remains
almost constant, most of the HTLCs initiated by multi-path payments are not
fulfilled in contrast to single payments.

Furthermore, probability-weighted pathfinding requires marginally fewer
attempts, which becomes evident as the payment amount increases. This
is because of the fundamental premise that probability-weighted pathfinding
prefers channels with endpoints that are more likely to have sufficient routing
balance leading to fewer iterations of the trial-and-error loop.

3.5 Insights

– The payment volume plays the most significant role in the success of a pay-
ment. We observe a previously confirmed inverse relationship between the
payment volume and success rate [3,31]. The type of payment plays a sec-
ondary role with multi-path payments able to deliver up to 20% more high-
volume payments than single payments.
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Fig. 2. The total number of HTLC attempts and the percentage of successful attempts.

– The impact of multi-path payments on fees proved to be marginal. In light
of the gradual elimination of base fees, we expect the additional fees accrued
by multi-path payments to diminish. Furthermore, our simulations show that
the pathfinding algorithm plays a vital role in the accumulated fees as routes
computed based on the success probability are significantly more expensive
than fee-weighted payments. While the main result is not unexpected, we
have been able to quantify that probability-weighted paths charge between 3%
and 10% more than fee-weighted paths in relative fees.

– Our results on path lengths indicate that it is not quite determined by the
payment type but more by the pathfinding approach. The payment amount
in question plays a minor role although the difference between the median
path lengths for different amounts is not significant.

– We find that the number of additional payments triggered by multi-path
payments is reasonable, however, a quick glance at the relative values shows
that more and more of these attempts are futile as the payment volume
increases. The heightened success rate comes at the price of more network
activity. Furthermore, we establish that probability-weighted pathfinding is
more efficient than fee-weighted pathfinding with regard to the number of
payment attempts.

4 Impact on Privacy

As the outcome of some of the discussed privacy measures is heavily dependent
on an adversary’s standing in the network, we executed our simulations with
two different adversary selection strategies on the same set of payments. Similar
to [11] and [14], we characterised up to 20 nodes as adversaries based on between-
ness centrality and random selection. Note that the betweenness centrality was
computed without weights.
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Fig. 3. The observation rate for successful payments for selected payment volumes,
various adversary selection strategies and a varying number of adversarial nodes.

4.1 Observation Rate

Figure 3 shows the observation rate for successful payments using two different
adversary selection strategies. Unsurprisingly, the random selection of adver-
saries results in a very low observation rate whereas central nodes observe a
high number of payments. These results are to be expected given the underly-
ing scale-free topology [3,23] of the channel graph and hint at the presence of
routing hubs.

The observation rate is higher for multi-path payments and is highest with
probability-weighted pathfinding. With only 15 adversarial nodes, over 70% of
the payments were observed by a central adversary. These findings are indica-
tive of a relation between centrality and capacity because probability-weighted
pathfinding deliberately looks for high capacity channels (in proportion to the
payment’s value).

An explanation for the higher observation rate when using multi-path pay-
ments is the triggered payment attempts (cf. Fig. 2). Accordingly, multi-path
payments have a higher observation rate than single payments and are other-
wise identical with regard to the different pathfinding methods.

From a privacy standpoint, the presence of hubs is indeed problematic as
these central watchers observe a fair share of the payments allowing them to
gather an abundant amount of information. For instance, such a node could
profile users in the case of regular payments of a certain amount taking the same
(sub-)path. The importance of path diversity in the network becomes evident.

4.2 Sender and Receiver Inference

Having studied the odds of encountering an adversary on a payment’s path, we
examine what information can be gained by such an observation. The proba-
bilities of correctly deanonymising the sender are depicted in Fig. 4. Recall that
payment parts are handled individually and that the probabilities for receiver
deanonymisation Prr are equal to the corresponding Prs.
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Fig. 4. The probability Prs that a node’s predecessor is the payment’s sender.

Successful, single payments are more likely to be deanonymised with the prob-
abilities increasing for higher payment amounts. It may seem counter-intuitive
that the sender of multiple payment parts is harder to deanonymise but it is
resultant of the individual parts’ path lengths and how often they occur. There
are fewer successful single payments at higher volumes and given that the den-
sity of single payments’ path lengths around the median increases (see Fig. 1),
the probability of a path being of that length rises. Besides, this measure does
not try to correlate observed payments.

We also observe that the probabilities Prsucc
s generally increase as the pay-

ment volume increases. Given that we know from Sect. 3.3 that the path lengths
not only tend to get shorter as the payment volume increases but also same-
length paths become more common, Prsucc

s is expected to increase. As every
additional edge increases the risk of payment failure, the availability of short,
liquid paths is a desirable property for a PCN like Lightning. However, precisely
this property has a negative impact on the anonymity.

The odds shift slightly when looking at the probabilities Prfail
s for failed

paths in that fee-weighted paths are easier to deanonymise than probability-
weighted paths for payments >1k sat and <100k sat. Outside of this range,
probability-weighted paths continue to be more likely to be deanonymised. We
also find that Prfail

s for the two payment types do not differ greatly when using
the same pathfinding approach and establish that the pathfinding method is
decisive for the sender/receiver inference of failed payments.

4.3 Relationship Anonymity

The percentage of payments vulnerable to deanonymisation based on colluding
intermediate hops is shown in Fig. 5. Similar to [29], we find that a random
selection of adversaries does not compromise the relationship anonymity. On the
other hand, the impact of central adversaries is already evident at just a handful
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Fig. 5. The percentage of payments in which the first and last hop of at least one part
are adversarial.

of adversaries. 20 adversaries, corresponding to � 1% of the node population,
are sufficient to compromise up to 20% of the payments.

As the payment amount increases, the overall share of vulnerable payments
decreases, however, the anonymity of multi-path payments is more likely to be
compromised. As shown in Fig. 6, the number of payment parts increases thereby
increasing the attack surface (in comparison to single payments). With respect
to the different pathfinding algorithms, probability-weighted paths are more vul-
nerable to such a confirmation attack. We hypothesise that this is because its
search optimises for shorter paths with relatively high capacity which places
well-connected nodes with high-capacity channels at an advantage. This claim is
supported by the slight decrease in vulnerable payments as the payment amount
increases driving the shortest path search algorithm to deviate to less-preferred
paths.

We conclude that the pathfinding approach plays a significant role for rela-
tionship anonymity as probability-weighted paths are clearly more susceptible
to attacks. Multi-path payments are also more vulnerable to deanonymisation
attacks than single payments in case of compromised intermediaries.

4.4 Path Diversity

We applied the EPD measure to every set of paths taken by multi-path payments
using different values of λ reflecting the utility of diverse paths and depict the
results in Fig. 7. The number of paths k is the number of parts a payment was
split into. In general, and regardless of the pathfinding approach, the utilised
paths exhibit diversity ranging between 0 and 0.6 for the smallest and greatest
tested λ respectively. For payments below 500k sat and 1m sat, the EPD values
for fee and probability pathfinding are all 0, which can be attributed to the fewer
number of parts needed to complete payments. These scores imply that paths
contain very few disjoint hops, e.g., detours around a bottleneck channel, and
are otherwise identical.
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Fig. 6. The number of parts successful
multi-path payments were delivered in.

Fig. 7. The median EPD for multi-
path payments using various λ.

The EPD values increase as the payment amount increases and show a clear
correlation between the number of parts and the diversity. As visible in Fig. 6,
the number of parts increases as the payment amount increases. Although higher
values of λ result in higher EPD values, the overall progression of the EPDs
remains the same. We argue that lower values of λ best signify the utility of
diverse paths with respect to the privacy of the Lightning channel graph.

4.5 Insights

– High-centrality nodes observe a fair share of the payments especially when
using probability-weighted pathfinding. Furthermore, the observation rate for
multi-path payments is higher than that of single payments. The higher obser-
vation rate is due to the number of triggered HTLCs and payment parts. A
tug-of-war between performance and privacy appears to be evident.

– Our results point to the influence of the payment type on the sender and
receiver inference of successful payments based on path length probabilities.
We established that successful single payments are more likely to be compro-
mised by a predecessor/successor attack while the pathfinding method plays
a bigger role for failed payments.

– In contrast, we find that relationship anonymity is more likely to be compro-
mised by colluding intermediate nodes when using multi-path payments.

– We find that a higher number of payment parts has a positive impact on the
path diversity which can lead to better privacy, e.g., by bypassing correlation
attacks. Simultaneously, the presence of more diverse paths means a payment
has a higher chance of traversing different observation points leading to a
higher share of vulnerable paths.
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5 Related Work

Given the abundance of literature on PCNs and the LN in particular, we limit
ourselves to relevant literature that deals with the interaction between utility
and privacy in Lightning. To the best of our knowledge, no prior work covers
these properties with regard to multi-path payments.

In an early work on LN, Martinazzi studies the structural properties of the
channel graph shortly after its mainnet launch and finds, among others, that
the network is resilient to random failures [14]. More recent works also present
findings on the structural properties of LN [3,23,27,30]. For example, Béres et
al. find that it is possible to deduce transacting parties based on the short path
lengths PCN [3]. Kappos et al. study the privacy offered by LN [10], revealing
privacy attacks and formalising the findings presented in [3].

Tang et al. study the interplay between privacy and utility in PCNs and show
fundamental limits of the established trade-off [28]. They argue that PCNs must
choose either low privacy or low utility and cannot offer profound privacy and
utility simultaneously. Additionally, Malavolta et al. prove the trade-off between
privacy and concurrency in PCNs [13] and show that PCNs can only achieve
non-blocking progress at the expense of privacy.

The authors of [18] investigate the utility of multi-path payments for the
successful delivery of payments in LN and show that splitting payments leads
to a higher success rate. The authors of [20] investigate payment splitting and
discuss when and how to split a payment. They conclude that payment splitting
is only beneficial for large payments.

Similar to our work, multiple previous works follow an empirical approach
and are based on network simulators [3,10,11,24]. However, they either make
simplifying assumptions about the routing algorithm, payment distribution or
updates to the channel graph during simulation. In addition, the simulator devel-
oped in this work contributes to the state of the art by implementing support
for multiple payment schemes as well as different pathfinding algorithms.

6 Conclusion

We identified performance and privacy metrics for PCNs and studied the impact
of multi-path payments on performance and privacy in LN empirically. In part,
we confirm earlier results such as the relationship between the success rate and
payment volume. Having recorded notable differences in the fees, number of
payment attempts, and path lengths, we find that the choice of pathfinding
algorithm has a greater impact on performance than on privacy. Our results indi-
cate that the impact of multi-path payments on performance generally remains
within limits, although multi-path payments have a higher success rate. Our
results point to a greater impact of multi-path payments on privacy, e.g., the
higher chance of encountering an on-path adversary. Remarkably, while such
payments are more susceptible to confirmation attacks, they are also less likely
to be deanonymised by a simple predecessor/successor attack than single pay-
ments. In summary, multi-path payments are especially useful for the delivery
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of high-volume payments which, however, comes with concerns on privacy. Both
payment types showed weaknesses with regard to privacy due to the structure
of the channel graph making it difficult to mark one superior to the other.
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Creating Privacy Policies from Data-Flow
Diagrams

Jens Leicht(B), Marvin Wagner, and Maritta Heisel

paluno - The Ruhr Institute for Software Technology, University of Duisburg-Essen,
Duisburg, Germany

{jens.leicht,marvin.wagner,maritta.heisel}@uni-due.de

Abstract. Privacy policies are often used to fulfill the requirement of
transparency of data protection legislation like the General Data Pro-
tection Regulation of the European Union. The privacy policies are used
to describe how the data subject’s data are handled by the data con-
troller. Domain and legal experts mostly create these policies manually.
We propose a tool-supported method to improve the creation of accurate
privacy policies based on information from the development phase of a
system. During privacy and security threat analyses information about
system behavior is collected in form of data-flow diagrams. These dia-
grams describe which data flows from where to where within the system
and to which external actors.

Based on this data-flow information we can create the basic structure
of a privacy policy, already containing the data-flows. The extracted
information is one of the most important parts of a privacy policy, pro-
viding transparency when data is transferred to external parties.

Keywords: Privacy Policy · Data-Flow Diagram · LINDDUN ·
Privacy Impact Analysis · Model-Based

1 Introduction

Privacy policies are an important tool for service providers to comply with data
protection legislation, like the General Data Protection Regulation of the Euro-
pean Union (GDPR) [5]. The creation of privacy policies is a time consuming
and complex process, which we support by reusing information from the software
development process.

Data-flow diagrams (DFDs) contain important information about the trans-
fer of data in the context of a piece of software or a complete system. Informa-
tion regarding internal data processing is also present in DFDs. This information
covers some of the details that data controllers need to provide to data subjects
via privacy policies. We present an automated method, including tool-support,
which enables data controllers to retrieve relevant privacy policy information
from their DFDs.

DFDs are often created in the context of privacy requirements engineering
or privacy impact analyses, as required by the GDPR. They are also relevant in
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
S. Katsikas et al. (Eds.): ESORICS 2023 Workshops, LNCS 14398, pp. 433–453, 2024.
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security threat modeling approaches, meaning that they are an important model
for privacy- or security critical software. For example, the LINDDUN method [4]
makes use of DFDs to identify privacy threats. Since DFDs are created during the
analysis we can use them with a minimal overhead to extract privacy relevant
information from them, supporting policy authors in the creation of privacy
policies. Updating the privacy policies based on updated DFDs can also improve
the accuracy of the privacy policy when the system design changes.

Our method to derive parts of privacy policies from DFDs uses the Prolog-
Layered Privacy Language (P-LPL) for the created privacy policies. In previous
work we used P-LPL to perform automated GDPR-compliance checks on poli-
cies, providing feedback to the policy authors [12]. These compliance-checks are
part of the Privacy Policy Compliance Guidance (PriPoCoG) framework. This
framework also includes an access control methodology called P2BAC [11] which
supports the enforcement of P-LPL privacy policies. By using P-LPL, we ensure
compatibility with the PriPoCoG-framework.

The paper is structured as follows. We start with relevant background infor-
mation in Sect. 2. Our concept is presented in Sect. 3, followed by a look at our
DFD tool in Sect. 4. Next, we discuss related work in Sect. 5. Finally, we close
this paper with a conclusion and a look at future work in Sect. 6.

2 Background

In this section we provide short introductions to the terminology used by the
General Data Protection Regulation of the European Union (GDPR), the LIND-
DUN privacy threat modeling approach, data-flow diagrams, privacy policies,
and the Eclipse Modeling Framework.

2.1 GDPR Terminology

The General Data Protection Regulation (GDPR) [5] introduces some terminol-
ogy in the context of data handling and privacy policies, which we use throughout
the paper to distinguish different roles and actors.

Data Subject is the person whose data are processed by the service provider
(data controller). This is the person that we need to inform about any data
handling, which is mostly done using privacy policies.

Data Controller is the person or legal entity in charge of controlling the data
handling. This can be the service provider itself or a person/entity operating
in the name of the service provider. The data controller specifies the privacy
policy to inform its data subjects.

Data Processor (Data Recipient) is an external entity that processes some
data on behalf of the data controller. Since the data processors receive the
data from the controller, we also call these data recipients in the context of
privacy policies.

Purpose is an explanation describing the reason for which data are processed.
Privacy policies contain purposes explaining to the data subjects why their
data are being handled.
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2.2 LINDDUN

LINDDUN is a privacy threat modeling approach. The name is derived from
the different types of privacy threats considered in the threat analysis: Linka-
bility, Identifiability, Non-repudiation, Detectability, Disclosure of information,
Unawareness (and Unintervenability), Non-compliance. The LINDDUN app-
roach provides three methods for performing privacy analyses. In this paper
we reference the LINDDUN Pro method, which uses data-flow diagrams to sys-
tematically analyze a system regarding privacy.

The LINDDUN Pro method begins with the definition of DFDs based on
a high-level system description. It provides privacy threat trees and catalogues,
which are used to identify threats in the DFDs. After identifying possible misuse
scenarios and assessing and prioritizing identified risks, the method elicits privacy
requirements and selects appropriate privacy enhancing technologies (see [4] for
further details on the LINDDUN approach).

2.3 Data-Flow Diagrams

Data-flow diagrams (DFDs) are diagrams using five components that describe
which process or external actor has access to which data by modeling data-
flows within and out of the system. DFDs were introduced by DeMarco [3]. The
following elements can be used in DFDs:

Process represents a system-internal process that handles some data. It is visu-
alized by a circle (cf. Data Bundling in Fig. 1).

Actor represents an entity that may send or receive data. Actors are visualized
by rectangles (cf. Data Processor and Internal Data Miner in Fig. 1).

Storage is used to represent internal data bases, file systems, or files that store
some data they receive from processes or actors. They are visualized differ-
ently depending on the implementation of the DFD editor. We use the nota-
tion introduced by DeMarco [3], two horizontal lines surrounding the label of
the storage (cf. Database in Fig. 1).

Data-Flow is a directed line between two diagram elements (process, actor, or
storage), which is either annotated with a label or a list of data that flow along
this connection (cf. DF1 to DF5 in Fig. 1). We use labels and provide tables
with mappings from labels to their corresponding lists of data (cf. right-hand
side of Fig. 2). The origin of a data-flow is called source, and the destination
of a data-flow is called sink.

System

Data 
BundlingDatabase Internal Data 

Miner

Data Processor

DF3DF5
DF2

DF4
DF1

DF2

DF4

DF5 DF3

Fig. 1. Exemplary data-flow diagram.
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Trust Boundary is a segment of a data-flow diagram surrounded with a dashed
line (cf. System in Fig. 1). This segment can have different meanings, which
should be defined when creating the DFD. We primarily use trust boundaries
to differentiate internal processes, which are directly controlled by the data
controller, from external actors.

All the above-described elements, except for the trust boundary, can optionally
be marked as out-of-scope. This means that the elements are not considered in
the analysis but might still be helpful in understanding the data-flows. Out-of-
scope elements use a dashed outline/line (cf. Internal Data Miner, DF2, and
DF3 in Fig. 1). We also do not consider these elements when translating a DFD
into a privacy policy.

2.4 Privacy Policies

To comply with the transparency requirements of the GDPR many data con-
trollers make use of privacy policies.

Textual Policies. A commonly used form of privacy policies is the textual
form. Data controllers verbally describe how they process the data subject’s
data and explain the reasons behind the processing (purposes). Excerpts from
the Amazon.de privacy policy can be found in Listings 1, 2, and 3 in Sect. 3.2.
We use a more formal and computer processable form of privacy policies as
described below.

P-LPL Policies. The Prolog-Layered Privacy Language (P-LPL) [12] is a
derivative of the Layered Privacy Language (LPL) [6] and provides a computer
processable form for expressing GDPR-compliant privacy policies. P-LPL is part
of the Privacy Policy Compliance Guidance (PriPoCoG)-framework [12], which
provides GDPR-compliance checks for P-LPL policies, as well as access control
based on these policies using P2BAC [11].

P-LPL policies use a hierarchical structure to arrange processing purposes,
which we make use of as described in Sect. 3.5. All elements of a P-LPL policy
have titles and descriptions that are used for the policy representation towards
the data subjects.

3 Methodology

In this section we present the general concept and provide a detailed explanation
of the generation of privacy policy information from data-flow diagrams.

3.1 Concept

Creating privacy policies from DFDs is achieved by performing the following
steps:
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1. Creation of DFDs of the system behavior using our tool (cf. Sect.
4). This can be done as part of privacy or security threat analyses, e.g., using
LINDDUN [4] or STRIDE [9], or independently of any threat modeling tech-
nique. During privacy impact analyses (PIAs), DFDs also play an important
role. The DFDs created in this step also help document the system behavior.
If the DFDs have shared components, for example, recurring actors, these
shared components need to be imported from the main model (cf. Sect. 4)
to prevent duplicate elements representing the same entity. During this step
it is important to not introduce ambiguities in the DFDs, e.g., the term
address can have many different interpretations of what data are included
in an address. Travis Breaux’s and Mitra Bokaei-Hosseini’s Ontology of Per-
sonal Information1 (OPI) shows that these ambiguities can occur for many
terms used in data flows and privacy policies. The solution is to name each
data element as precisely as possible. Alternatively, a mapping table could be
introduced revealing what data is contained in a specific term. Ambiguities
in the DFDs result in the same ambiguities in the privacy policy.

2. Importing combined model into privacy policy editor. All DFDs cre-
ated within a project using our tool share a single model. Hence, they can be
visualized in a single Privacy Data-Flow Diagram representing all data-flows
of the system. That diagram can be imported into our privacy policy editor
(cf. Sect. 3.6).

3. Creation of intermediate privacy policy. The editor extracts all avail-
able information from the diagram, as explained in Sect. 3.5 below. Since the
extracted information is not sufficient to create a complete privacy policy, we
call it an intermediate privacy policy.

4. Manually completing the privacy policy. The policy author can now
manually edit the intermediate policy, entering further details. The final
output is a P-LPL policy that can be checked for GDPR-compliance using
PriPoCoG [12].

Deriving the main components of a privacy policy from DFDs modeling the
system behavior has the following benefits: 1. The complexity of the task of
creating a privacy policy is reduced. 2. The resulting policy can be checked
for GDPR-compliance using the PriPoCoG-framework. 3. The resulting policy
accurately describes the actual system behavior. The chance of discrepancies
between policy and system behavior is reduced. 4. If the system is adapted and
the DFDs are updated according to the new system behavior, the policy can be
updated, too. Thus, further improving the accuracy of the policy.

In the security engineering context (e.g., STRIDE [9]) DFDs become more
complex compared to DFDs from the privacy engineering context (e.g., LIND-
DUN). This increased complexity leads to more detailed, and therefore more
complex, privacy policies. However, the use of a purpose hierarchy, as described
in Sect. 3.5 (Step 4) below, increases the comprehensibility of such detailed pri-
vacy policies. The top-level purposes give a general overview over the data

1 https://opi.cs.cmu.edu/show/address.

https://opi.cs.cmu.edu/show/address
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processed by a data controller, whereas the sub-purposes can provide more
details to the interested reader.

In the future, layered DFDs could be used to create a more abstract top-level
DFD that is more suitable for the privacy policy creation. The details needed
in the security context could then be placed in lower-level DFDs, refining the
processes presented in the top-level DFD.

In the following we introduce a running example which we use as a guide
through the process of extracting privacy policy-relevant information from
DFDs.

3.2 Running Example

As a running example we use two sections of the Amazon.de [1] privacy policy
and create a DFD from the described behavior. In general, the DFDs for our
approach will not be created based on existing privacy policies, but instead from
actual system behavior. We just make use of an existing privacy policy, as we have
no insights into the actual system behavior of the Amazon.de systems. In our
running example we focus on the delivery of products, as well as the processing
of payments. All other mentioned processing purposes will not be considered in
this paper. Listing 1 shows how Amazon.de describes the purposes for which they
process personal data. In Listing 2 we can see in which cases the personal data
of the data subject are transferred to third-party service providers. Amazon also
receives updated personal data from some third-party service providers, e.g., a
corrected delivery address from delivery partners (cf. Listing 3).

‘‘ Purchase and delivery of products and services . We use your personal
information to take and handle orders, deliver products and services ,
process payments, and communicate with you about orders, products and
services , and promotional offers .’’

Listing 1. Excerpt from the Amazon.de privacy policy (purposes) [1].

‘‘ Third party service providers : We employ other companies and individuals
to perform functions on our behalf. Examples include fulfilling orders for
products or services , delivering packages, [...], processing payments [...].’’

Listing 2. Excerpt from the Amazon.de privacy policy (data processors) [1].

‘‘ updated delivery and address information from our carriers or other third
parties , which we use to correct our records and deliver your next purchase
or communication more easily’’

Listing 3. Excerpt from the Amazon.de privacy policy (data from other sources) [1].

Since the Amazon.de privacy policy is not very detailed in stating which data are
transferred to which third-party service provider, we assume that the following
data are transferred for the purposes product delivery and payment processing :
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– product delivery
• Name
• Address
• Phone Number
• E-Mail Address

– payment processing
• Amount due
• Name
• Address
• Bank Account Number

A data-flow diagram for this scenario is shown in Fig. 2. This diagram differs
from a normal DFD because it was created using our DFD-tool and already
contains annotations, which we explain in further detail in Sects. 3.4 and 4.3
below. Without annotations the actor Data Subject and its related data-flows
would not be greyed-out. The storages Orders and Transactions are greyed-out
because the diagram shown is a PrivacyDataFlowDiagram (cf. Sect. 4.3).

The data subject places an order by providing all necessary information:
Order(the items ordered), Name, Address, Phone Number, Mail Address, and
Bank Account Number (DF1 ). Order details are processed by Order Processing
and stored in Orders (DF2 + DF3 ).

The Payment Processing process receives Order, Name, Address, and Bank
Account Number from Order Processing (DF7 ) and forwards the Amount due
(extracted from Order), Name, Address, and Bank Account Number to the Bank
(DF8 ). Transaction details of the bank transfer are returned to the Payment Pro-
cessing process and used to decide whether the product delivery should be trig-
gered (DF9 ). All transaction-related information (Order, Name, Address, Bank
Account Number, and Transaction Details are stored in Transactions (DF10 +
DF11 ). Transaction Details, Name, and Address will be forwarded to the Tax
Authorities if required (DF13 ).

The Transaction Confirmation (based on the success of a transaction) is
internally (i.e., inside the Amazon.de trust boundary) forwarded to the pro-
cess Order Processing (DF12 ) and from there stored in Orders (DF2 + DF3 ).
Order Processing forwards Name, Address, Phone Number, and E-Mail Address
to the Parcel Service for product delivery (DF4 ). The Parcel Service returns

Combined DFD
Amazon.de

Order 
Processing

Payment 
Processing

Orders Transactions

Data Subject Parcel Service Bank Tax Authority

DF3

DF9DF5

DF12

DF7

DF8

DF10DF11

DF4

DF2

DF13DF6DF1DF1

DF2 DF3

DF4 DF5DF6

DF7

DF8DF9

DF10DF11

DF12

DF13

DF and Data
DF1 | Order, Name, Address, Phone Number, E-Mail Address, Bank Account 
Number

DF2 | Order, Name, Address, Phone Number, E-Mail Address, Delivery Status, 
Transaction Confirmation
DF3 | Order, Name, Address, Phone Number, E-Mail Address, Delivery Status, 
Transaction Confirmation

DF4 | Name, Address, Phone Number, E-Mail Address
DF5 | Delivery Status, Address, Name

DF6 | Order History, Payment Status, Delivery Status
DF7 | Order, Name, Address, Bank Account Number

DF8 | Amount, Name, Address, Bank Account Number
DF9 | Transaction Details

DF10 | Order, Name, Address, Bank Account Number, Transaction Details
DF11 | Order, Name, Address, Bank Account Number, Transaction Details

DF12 | Order, Transaction Confirmation
DF13 | Name, Address, Transaction Details

Fig. 2. left: Combined data-flow diagram for our running example, data subject and
storages are greyed-out based on annotations (cf. Sect. 3.4); right: Data-flows and their
corresponding data.



440 J. Leicht et al.

the current delivery status, as well as a potentially updated address and name
(cf. Listing 3) to the Order Processing process (DF5 ), which is then stored in
Orders (DF2 + DF3 ). The Data Subject, receives an Order History (based on
the past orders stored in Orders), a Payment Status (based on the Transaction
Confirmation), and the Delivery Status (DF6 ).

3.3 Validation Conditions

To reduce the number of errors that can happen during the process of defin-
ing DFDs as well as extracting privacy policy information from such diagrams,
we define validation conditions. These conditions can be checked manually, espe-
cially when drawing DFDs by hand. However, we also implement these validation
conditions in our DFD-tool, as described in Sect. 4.4, so that they can be checked
by the tool when creating the DFDs.

We identified the following 14 validation conditions. Some of these conditions
are relevant for data-flow diagrams in general, and some are introduced to be able
to transform data-flow diagrams into privacy policies. Conditions 1 to 10 apply
to data-flow diagrams in general. Conditions 11 to 14 are specific to Privacy
Data-Flow Diagrams.

General Data-Flow Diagrams:

1. Each data-flow needs a source and a sink.
2. Each data-flow needs at least one assigned data-element.
3. Processes need to be located inside a trust boundary.
4. Storages need to be located inside a trust boundary.
5. Source and sink of a data-flow must not both be of type storage.
6. Source and sink of a data-flow must not both be of type actor.
7. Source and sink of a data-flow need to be different.
8. An actor must be source or sink of at least one data-flow.
9. An element cannot be inside more than one trust boundary.

10. Elements cannot be inside and outside a trust boundary at the same time.

Privacy Data-Flow Diagrams:

11. Each data-element needs to be referenced by at least one data-flow.
12. Each data-flow diagram needs at least one process.
13. Each data-flow diagram needs at most one data subject.
14. When the combined data-flow diagram contains more than one trust bound-

ary, only one of the trust boundaries can be considered as the data controller.

Condition 11 ensures that the created privacy policy does not contain unnec-
essary information about data that is not actually flowing anywhere. Adding
such unnecessary information would clutter the resulting privacy policy, reducing
transparency towards the data subject. Condition 12 ensures that information
from the data-flow diagram can be combined into a purpose inside the privacy
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policy (cf. Sect. 3.5). A process is also required for a data-flow analysis to be
sensible, as data-flows without a process (directly between actors) will not be of
interest for the party conducting the analysis. Such a data-flow would only be
relevant for a data-flow analysis conducted by the actors themselves. Condition
13 assures that the data subject used in the diagrams represents a single data
subject, which is congruent with a privacy policy that represents all necessary
information about the data of the single data subject reading the policy. Finally,
condition 14 assures that trust boundaries, used for example for groups of exter-
nal actors, are not considered to be part of the system. This means that the
combined Privacy DFD has at most one trust boundary representing the data
controller’s system. Any additional trust boundary will be considered external.

3.4 Annotated Data-Flow Diagram

In addition to creating the data-flow diagrams using our tool, privacy policy
authors will need to annotate the data-flow diagrams. The overhead, however,
is very small as they only need to mark the one actor representing the data
subject, as well as the trust boundary that represents the data controller. It is
also possible that the DFDs contain no actor representing the data subject. In
this case only the trust boundary of the data controller needs to be annotated
in the DFDs.

Optionally, authors can add descriptions for each element in the diagram.
These descriptions are used to create user-friendly representations of the ele-
ments inside the privacy policy. For the basic privacy policy elements: purpose,
data, and data recipient the descriptions are used directly to describe these
elements. Data-flows do not have a direct representation in the privacy policy.
Hence, we combine all data-flow descriptions in the description of the purpose,
which is part of the policy.

Further information that may be required for a GDPR-compliant privacy
policy needs to be entered manually using our work-in-progress privacy policy
editor, which we describe in more detail in Sect. 3.6 below. Missing information
includes, for example, the rights of the data subject or information about data
controllers or data protection officers. An alternative way of entering some of the
additional information could be to further annotate the diagrams. However, we
expect a better usability when entering the data using the policy editor, instead
of further annotating the diagrams.

3.5 Intermediate Policy

The combined data-flow diagram (cf. Step 2 in Sect. 3.1 and Sect. 4.3) is exported
from our DFD-tool as an XML-file. This file is then imported into our privacy
policy editor (cf. Sect. 3.6) which extracts all available information from the
XML-file and creates the corresponding privacy policy elements as described
below.
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Table 1. Summary of the elements of the DFD shown in Fig. 2.

Process Data-Flows Data Actors

Order Processing DF1-DF7, DF12 Order, Name, Address, Phone
Number, E-Mail Address, Bank
Account Number, Delivery Status,
Order History, Payment Status,
Transaction Confirmation

Parcel Service

Payment Processing DF7-DF13 Order, Name, Address, Bank Bank,

Account Number, Amount,
Transaction Details, Transaction
Confirmation

Tax Authority

Table 1 provides an overview of the processes shown in Fig. 2, their related
data-flows, and the data included, as well as the actors involved in these data-
flows. The intermediate policy (listed in Table 2) is created based on the infor-
mation shown in Table 1 using the following procedure:

1. For each data-element used in the combined DFD, a corresponding element
is created in the policy editor. If source or sink of all data-flows contain-
ing a data-element are marked as out-of-scope, the data-element will not be
translated into the privacy policy. The same applies if all relevant data-flows
themselves are marked out-of-scope. The name of the data-element as well
as the optional description annotation are used to pre-fill the editor with
additional information about the element.

2. For each actor that is either sink or source of a data-flow from or to a process
inside the data controller (annotated trust boundary, cf. Section 3.4), a data
recipient element is created in the policy editor. Actors that are marked as
out-of-scope and the data subject are not translated into the policy.

3. A purpose element is created for each pair of process and actor that are
connected via a data-flow. Again, data-flows marked out-of-scope and to or
from the data subject are not considered here. Processes, that do not have any
external actor as data recipient, are still translated to corresponding purposes
in the policy. These purposes describe data processing by the data controller
and are therefore also relevant for a privacy policy. The data-elements of all
incoming and outgoing data-flows of such processes are added to the resulting
purpose.

4. If a process is connected to multiple actors, an additional purpose is created,
that combines all purposes created for this process in the previous step. The
purposes created during this step of the translation are arranged in a purpose
hierarchy, which, for our running example, is shown as a screenshot from
our privacy policy editor in Fig. 3. For the process Payment Processing two
purposes are created (Bank and Tax Authority) and combined in the main
Payment Processing purpose.

5. The descriptions of the purposes, if supplied in the annotated DFDs (cf. 3.4),
are created based on the description of the process, as well as the descriptions
of the data-flows from and to the process. Listings 4 and 5 show the exem-
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Fig. 3. Purpose hierarchy of the intermediate policy.

plary descriptions of DF8 and DF9. Combined with the description of the
Payment Processing process, the resulting description of the corresponding
child purpose Payment Processing (Bank) is shown in Listing 6.

6. For hierarchical purposes, the descriptions are a concatenation of the descrip-
tions of the child purposes. Listing 7 shows the description of the parent
purpose Payment Processing combining Listing 6 with the description of the
second child purpose Payment Processing (Tax Authority).

7. Finally, data and data recipients are assigned to the corresponding purposes.
This assignment is based on all data-flows between a process and an actor.
The hierarchical purposes that combine multiple purposes are assigned with
the union of data-elements and data recipients of their child purposes.

This translation procedure is supported by our DFD-tool as well as our pri-
vacy policy editor. However, it can also be applied to any DFD and any form of
privacy policy, e.g., when manually translating DFDs into a policy.

‘‘ Data are transferred to our bank to process the payment for your order .’’

Listing 4. Exemplary description of DF8.

‘‘ The bank gives us access to transaction details after a payment has been
processed .’’

Listing 5. Exemplary description of DF9.

‘‘ We process your data in order to carry out financial transactions for the
payment of your orders. Data are transferred to our bank to process the payment
for your order. The bank gives us access to transaction details after a payment
has been processed .’’

Listing 6. Exemplary description of the child purpose Payment Processing (Bank).

‘‘ We process your data in order to carry out financial transactions for the
payment of your orders. Data are transferred to our bank to process the payment
for your order. The bank gives us access to transaction details after a payment
has been processed. We forward your data to the tax authority as required by
law .’’

Listing 7. Exemplary description of the parent purpose Payment Processing.
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Table 2. Policy elements created from the DFD shown in Fig. 2 (cf. Table 1).

Purpose Data Data Sub-purposes

Recipients

Order Processing Order, Name, Address, Phone
Number, E-Mail Address, Bank
Account Number, Delivery Status,
Order History, Payment Status,
Transaction Confirmation

Parcel Service -

Payment Processing Order, Name, Address, Bank Bank, Payment Processing

Account Number, Amount, Tax (Bank),

Transaction Details, Authority Payment Processing

Transaction Confirmation (Tax Authority)

Payment Processing Amount, Name, Address, Bank -

(Bank) Bank Account Number,

Transaction Details

Payment Processing Name, Address Tax -

(Tax Authority) Transaction Details Authority

Table 2 shows for each purpose created what data are used for this purpose and
who the data recipients are. Additionally, for the purpose Payment Process-
ing its sub-purposes Payment Processing (Bank) and Payment Processing (Tax
Authority) are shown. The parent purpose contains all data-elements, as well as
all data recipients of its children. We explain how this information is used in the
privacy policy editor in Sect. 3.6 below.

3.6 Privacy Policy Editor

The intermediate policy discussed in the previous section can be used in our
privacy policy editor to create a GDPR-compliant privacy policy. The policy
author can load the intermediate policy to fill parts of the privacy policy with
the information gathered from the DFDs. An excerpt from the main page of our
currently work-in-progress policy editor is shown in Fig. 4. The editor highlights
the data, data recipients, and purpose tiles in red, because these contain some
of the information from the intermediate policy, but there is still information
missing for a complete privacy policy.
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The overall policy additionally requires the following information:

– essential policy information (e.g., the language used or a reference to a textual
privacy policy),

– information about the data controllers,
– information about data protection officers,
– a list of rights that the controller grants the data subjects,
– and information regarding the competent supervisory authority.

Fig. 4. Excerpt from the main page of the PriPoCoG privacy policy editor pre-filled
with information from the DFD shown in Fig. 2.

The data-elements imported from the DFDs are missing the following informa-
tion: data type, sensitivity level (e.g., explicit, sensitive, or non-sensitive). The
data recipients are missing information regarding their classification as either a
person, legal entity, or public authority. Regarding the purposes, authors need
to decide whether the data subject must accept the purpose, or whether this is
optional. Purposes additionally lack information regarding data retention and
the legal bases on which a purpose is based.

Although the above-mentioned information needs to be added manually, most
of the policy is filled with the information from the DFDs. The purposes and
their corresponding data and data recipients are the largest part of the privacy
policy. The proportion between the pre-filled elements and the data to be added
manually depends on the size of the system under consideration.

Once the policy author enters the missing information manually the tiles will
turn green to show that these parts of the privacy policy are complete. The
grey tiles indicate that no information has yet been entered in these categories.
When sufficient information is entered, the policy can be checked for GDPR-
compliance. We explain how we perform compliance-checks on the privacy policy
in [12].
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4 Tool Support

To help users of our approach create DFDs, we provide a graphical editor. It is
based on the Eclipse Modeling Framework (EMF)2 and Sirius3. Sirius builds on
EMF and the Acceleo Query Language (AQL). AQL is a specification language
similar to the Object Constraint Language (OCL)4. The elements of an EMF
metamodel can be filtered, created, deleted, and manipulated with AQL. In the
following we describe the main elements of the metamodel, as well as the different
graphical representations and the implementation of the validation conditions.

4.1 Metamodel

Using EMF we defined the metamodel shown in Fig. 5, which defines all elements
of a data-flow diagram. To reduce the complexity of the metamodel for this
paper, we removed two abstract classes that are used to introduce some shared
attributes. Each element of the model has a name and a description (not shown
in Fig. 5 to reduce complexity).

DataFlowModel
Actor

dataSubject : 
EBoolean = false

Process

Storage

TrustBoundary
dataController : 
EBoolean = false

DataFlow

DataFlowElement

Data

DataFlowDiagram

[0..*] actors [0..*] processes

[0..*] storages

[0..*] trustBoundaries

[0..*] processes

[0..*] actors

[0..*] storages
[0..*] dataFlows

[1..1] sourceDataFlow
[1..1] sinkDataFlow

[0..*] data

[1..*] data

[0..*] dataFlowDiagrams

[0..*] dataFlows

[0..*] trustboundaries

[0..*] process

[0..*] storage

[0..*] actor

Fig. 5. EMF-metamodel describing all elements of a data-flow diagram and their rela-
tions.

2 https://www.eclipse.org/modeling/emf/.
3 https://www.eclipse.org/sirius/.
4 https://www.omg.org/spec/OCL/.

https://www.eclipse.org/modeling/emf/
https://www.eclipse.org/sirius/
https://www.omg.org/spec/OCL/
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Our main element is DataFlowModel. It contains all other elements. Further-
more, we have the elements TrustBoundary, Actor, Storage, Data, DataFlow,
Process, and DataFlowDiagram, which are contained in the element DataFlow-
Model. The elements: Actor, Process, Storage, and DataFlow have a boolean
attribute OutOfScope(not shown in Fig. 5 to reduce complexity), because some
elements may not be relevant or out-of-scope for a data-flow analysis.

In addition to all standard elements of a DFD, we added a boolean attribute
to the Actor element: dataSubject. This attribute is used to exclude actors that
represent the data subject from further processing of the diagram. The data sub-
ject is not a data recipient in the context of a privacy policy; hence, we exclude
it from our translation process. Additionally, we added a boolean attribute data-
Controller to the TrustBoundary. We use this attribute to highlight the trust
boundary of the data controller. For multiple DFDs, we decide that Actor, Stor-
age, DataFlow, and Process can be assigned to the element DataFlowDiagram.
Thus, we can obtain a better overview by showing smaller DFDs that together
form the whole model (cf. Fig. 7 vs. Fig. 2).

Similarly, we assign elements to the TrustBoundary, because in this way
we can define which elements are inside the trust boundary. A DataFlow can
take place between two DataFlowElements which can be Storage, Process, or
Actor and mandatorily needs a sourceDataFlow and a sinkDataFlow. Addition-
ally, DataFlow must be assigned at least one or more elements of Data. These
restrictions, requiring at least one element are highlighted in bold in Fig. 5.

The metamodel is part of the editor’s back-end and is not visible to the user
of the tool.

4.2 Model Instance

An instance of the metamodel is a data-flow model. It contains instantiated
metamodel elements from a concrete data-flow model. The model instance can
be created and modified via graphical representations, described below. Addi-
tionally, the editor allows storing the results of the modeling process persistently.

The tree view of the model instance from our running example is shown in
Fig. 6. It contains all elements of the model. The tree view of the model instance
is not comprehensible for the user. Therefore, we provide a graphical editor.

A data-flow model can contain multiple DFDs, which can have shared ele-
ments. These shared elements occur only once in the data-flow model, but are
referenced by each DFD they appear in. An example of such shared elements are
the processes and the data-flows DF7 and DF12 in Fig. 7, which only appear
once in the combined DFD (cf. Fig. 2) and the tree view instance in Fig. 6.
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Fig. 6. Tree view of the model instance from our running example (cf. Fig. 2).

The model instances are part of the backend, too. The user of the tool only
interacts with the graphical representations, described in the following.

4.3 Graphical Representations

We have three different graphical representations of the model instance. All three
representations share the fact that trust boundaries, which are marked as data
controllers, are highlighted in red. Trust boundaries that do not represent the
data controller are drawn in black.

We have two graphical representations for DFDs called DataFlowDiagram
and PrivacyDataFlowDiagram.

Both diagrams are almost equal. The DataFlowDiagram represents a selected
part of the entire model. Only the elements which are assigned to the DataFlow-
Diagram are shown. This gives the user a clear overview. This representation
is used for general purpose data-flow diagrams. The DFDs in Fig. 7 are created
using the DataFlowDiagram representation.

The PrivacyDataFlowDiagram has two special properties compared to the
DFD representation. We grey-out all storages, the data subject, and all data-
flows which have storages or the data subject as source or sink. They are greyed-
out because they are not relevant for the translation into a privacy policy.

Additionally, we have a main diagram called DataFlowMainDiagram where
all elements are represented at once in a combined DFD. The represented ele-
ments are the union of all elements from the separate DFDs. This main diagram
gives a complete overview of the entire model. However, the large number of ele-
ments can be overwhelming for the user. Hence, we recommend defining separate
DFDs first. The DataFlowMainDiagram representation uses a PrivacyDataFlow-
Diagram representation for the combined model. The DFD shown in Fig. 2 is
the DataFlowMainDiagram combining the two separate DFDs for Order Pro-
cessing and Payment Processing shown in Fig. 7. The combined diagram is used
for exporting the DFDs to the privacy policy editor (cf. Sect. 3.6).
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Fig. 7. left: Data-flow diagram for Order Processing ; right: Data-flow diagram for Pay-
ment Processing.

4.4 Implemented Validation Conditions (VCs)

The validation conditions of Sect. 3.3 are implemented in the editor using AQL.
They are checked automatically after a trigger of the user.

Listing 8 shows the AQL implementation of VC 14 as an example: “When the
combined data-flow diagram contains more than one trust boundary, only one of
the trust boundaries can be considered as the data controller.”

aq l : s e l f . t rustBoundar ies−>s i z e ( )>1 implies s e l f .
t rustBoundar ies−>one ( t | t . da taCont ro l l e r=true )

Listing 8. AQL implementation of VC 14.

The context of the VC is the element DataFlowModel (see Fig. 5). Therefore,
self is of type DataFlowModel. The first part self.trustBoundaries− >size()>1
is evaluated to true or false. If we have more than one trust boundary in our
model, it is evaluated to true. If the first part is true, the second part after
the implies self.trustBoundaries − > one(t |t.dataController=true) needs to be
true. This is the case if the set of all trust boundaries contains exactly one trust
boundary where the attribute dataController is set to true.

The other VCs are implemented similarly or covered by the constraints spec-
ified in the metamodel.

5 Related Work

Robles-González et al. propose a framework extending LINDDUN, specifically
targeting identification and authentication processes [13]. We do not extend
the privacy threat analysis, but instead make use of the documentation cre-
ated during this process. Even extended/derived frameworks like the one of
Robles-González et al. are compatible with our proposed method, as long as
they continue to use data-flow diagrams for their privacy analyses.
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Before LINDDUN was proposed in the privacy context, Microsoft created
STRIDE in the context of security threat modeling [9]. This security threat
model also uses data-flow diagrams and hence is also compatible with our
method. Since STRIDE focusses on security instead of privacy, the resulting
privacy policy may be lacking some data transfers, that may be identified using
LINDDUN. However, using DFDs from STRIDE will still support privacy pol-
icy authors when defining a policy, as many data-flows will be covered by the
STRIDE DFDs, preparing large parts of the privacy policy.

Since we support privacy policy authors in the process of creating privacy
policies, by providing a tool-supported method to extract policy information
from DFDs, we also want to mention the work of Hjerppe et al. [7]. They provide
a method for automatically creating LPL-policies from annotated source code.
Depending on the size of a project it might be more viable to use the annotated
source code to generate the privacy policy. However, in projects where a privacy
impact analysis or privacy threat modeling using LINDDUN is applied, our
method transforms knowledge created during these analyses into useful content
for a privacy policy.

Kunz et al. also use a model-based approach in the privacy context [10]. They
propose Privacy Property Graphs for privacy threat analyses. These privacy
property graphs are created from static code analysis and are enriched data-
flow diagrams. This provides the potential for an adapted version of our work
presented in this paper. This adaptation could take the automatically generated
privacy property graphs as input to prepare the privacy policies with less manual
overhead.

Wang et al. analyzed 120 android apps concerning discrepancies between
privacy policies and app behavior [14]. They identified 21 strong and 18 weak
violations of the provided privacy policies. This means that 39 apps did not
behave as described in their accompanying privacy policies. Using our approach
and DFDs modeling the app behavior these inaccuracies in the policies could be
prevented.

With the same goal Andow et al. proposed a different approach for the anal-
ysis of such discrepancies [2]. They also take the data recipient into account
when verifying the behavior of the application. With this detail considered they
analyzed 13796 applications and came to the conclusion that 42.4% of these
applications had discrepancies between app behavior and privacy policy.

GDPR-compliance in systems and privacy policies is also considered an
important topic by the European Union. It, for example, funded a recent
research project for the assessment of GDPR-compliance. Completed in 2021,
the DEFeND5 project supports data controllers in the planning, design, and
operational phases.

5 https://www.defendproject.eu/.

https://www.defendproject.eu/
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6 Conclusion and Future Work

Conclusion. We presented our tool-supported method for the extraction of
privacy policy information from data-flow diagrams. This allows policy authors
to reuse information from privacy and security threat analyses when creating
privacy policies for their services.

Our method and tool improve the creation of privacy policies by automati-
cally extracting information regarding data-flows from these diagrams and pro-
viding this information as purposes and data recipients in our privacy policy
editor. DFDs from the security engineering context can be more complex com-
pared to the ones from the LINDDUN approach. Using a purpose hierarchy, we
can combine the detailed information contained in these DFDs into more general
purposes, which better fit a privacy policy.

Although the policy author still needs to enter some information manually,
a large part of the privacy policy can be pre-filled using our approach. The
definition of purposes and their data and data recipients takes up a large part
of the policy definition process. This time-consuming task is made easier by
importing the information from the DFDs.

Additionally, extracting this information from models representing the sys-
tem behavior can improve the accuracy of the privacy policies. When the poli-
cies are not created independently of the system they more closely represent the
actual system behavior.

Future Work. The approach we presented in this paper can be extended to
support layered DFDs. This could further improve the purpose hierarchy created
from the DFDs.

The integration of further privacy-related methods into the privacy policy
creation process is a promising task for the future. The aim is to extract as much
policy information as possible from work that has already been done during the
development of a system. Thus, we reduce the overhead occurring in the privacy
policy creation process.

Another goal for the future is the combination of different automated privacy
policy creation approaches, like the one by Hjerppe et al. [7] with our DFD-
approach. Combining different approaches could further reduce the overhead
needed for the creation of privacy policies.

Besides the approach by Hjerppe et al., privacy property graphs (PPGs)
by Kunz et al. [10] could also be used to extract privacy policy information.
This could be achieved by adapting the methodology presented in this paper
to take PPGs as input. This approach could potentially increase the amount
of information extracted from the diagrams, as PPGs are enriched data-flow
diagrams that contain additional information, which may be relevant for privacy
policies.



452 J. Leicht et al.

Since DFDs are not part of UML6 an extension of UML, standardizing DFDs,
would be beneficial for future developments around DFDs. The UMLsec exten-
sion by Jürjens [8] is a good example for the benefits of a standardized notation.
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Abstract. Physical persons playing the role of car drivers consume data
that is sourced from the Internet and, at the same time, themselves act
as sources of relevant data. It follows that citizens’ privacy is potentially
at risk while they drive, hence the need to model privacy threats in this
application domain.

This paper addresses the privacy threats by updating a recent threat-
modelling methodology and by tailoring it specifically to the soft privacy
target property, which ensures citizens’ full control on their personal
data. The methodology now features the sources of documentation as an
explicit variable that is to be considered. It is demonstrated by includ-
ing a new version of the de-facto standard LINDDUN methodology as
well as an additional source by ENISA which is found to be relevant
to soft privacy. The main findings are a set of 23 domain-independent
threats, 43 domain-specific assets and 525 domain-dependent threats for
the target property in the automotive domain. While these exceed their
previous versions, their main value is to offer self-evident support to at
least two arguments. One is that LINDDUN has evolved much the way
our original methodology already advocated because a few of our previ-
ously suggested extensions are no longer outstanding. The other one is
that ENISA’s treatment of privacy aboard smart cars should be extended
considerably because our 525 threats fall in the same scope.

Keywords: risk assessment · automotive · LINDDUN · ENISA

1 Introduction

Modern smart cars are full-fledged, interconnected nodes of a computerised
ecosystem, often referred to as the Internet of Everything. The data that people
generate while driving qualifies as personal data because it can be referred to
drivers, and sometimes to their digital identity specifically. Therefore, it falls
under the requirements of the General Data Protection Regulation in Europe,
and of similar juridical prescriptions worldwide. The integration of various sen-
sors, cameras, and communication systems in modern vehicles creates new oppor-
tunities for privacy breaches, raising concerns about data protection measures
and corresponding risks.
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It follows that people’s privacy may be put at stake when they become car
drivers. While hard privacy concerns the various techniques to protect a subject’s
personal data from everyone else, such as anonymisation and minimisation, soft
privacy pertains to the range of practices to be followed for the subject to share
their personal data with someone else while keeping full control, such as consent
mechanisms and impact assessments. Our research rests on the observation that
privacy issues in the automotive domain are not fully understood at present,
although they are certain to demand GDPR compliance. Compliance may be
addressed in terms of privacy risk assessment, which in turn demands privacy
threat modelling, hence the general motivation for this paper, which is spelled
out more in detail in the sequel of this Section.

1.1 Context and Motivation

Privacy is a complex and multifaceted concept that may be interpreted in dif-
ferent ways in different contexts, yet we take it as a fundamental human right
in the first place. In a GDPR fashion, we may summarise privacy as the right
of an individual, that is, the data subject, to control or influence what informa-
tion related to them may be collected, processed and stored, and by whom and
to whom that information may be disclosed. Privacy and security are distinct
concepts that should not be used interchangeably. While threat modelling has
traditionally been approached from a security perspective, a challenge for all
privacy threat modelling approaches comes from the following question: “how
to consider the impact on data subjects involved in the privacy threat?” This
aspect is stressed in law and regulation compliance, i.e., in the Data Protection
Impact Assessment (DPIA), required under the GDPR, to help identify, assess,
and mitigate privacy risks associated with data processing activities. Arguably,
a DPIA would benefit from a privacy threat model.

Threat modelling is challenging as the analyst faces various problems, such
as completeness and threat explosion. On the one hand, completeness may be
impactful because failing to account for specific threats would cause pitfalls to
the subsequent risk assessment. On the other hand, the pursuit of completeness
can result in a phenomenon known as threat explosion, characterised by an over-
whelming number of threats that may be irrelevant, infeasible, or redundant with
each other. Completeness and redundancy are considered by our previous work
that features threat embracing [16]. Briefly, if two or more threats are described
by labels that are deemed to be redundant in terms of their semantic similarity
by the analyst’s scrutiny, then these threats can be semantically merged into
one.

Furthermore, as we shall see below, there is a lack of privacy threat tax-
onomies for smart cars in the state of the art, hence a clear motivation to
push towards the advancement of a privacy threat modelling framework tai-
lored for the automotive domain. Therefore, we modelled soft privacy threats
for the automotive domain through a novel methodology that features a combi-
natoric approach [17]. In short, we produced a final list of threats by taking a
domain-dependent approach and by leveraging the threats from various sources,
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including in particular the LINDDUN state-of-the-art privacy threat modelling
framework [23] and ENISA’s “Good practices for security of smart cars” [7]. In
particular, although the ENISA report is among the most relevant sources about
car cybersecurity in Europe, its treatment of privacy is very limited, hence the
need for a deeper close-up.

However, LINDDUN has recently been significantly updated, hence the
results from our previous work demand an accurate revision. More precisely,
LINDDUN has increased the number of soft privacy threats and, in consequence,
an up-to-date list of soft privacy threats for the automotive domain must be
modelled. It could be pursued by leveraging the new version of the LINDDUN
methodology, an approach that would bring the useful byproduct of checking how
LINDDUN has evolved over time, particularly whether in the same direction we
advocated [16].

1.2 Research Question and Contributions

Following the context and motivation given above, this paper focuses on soft
privacy in the automotive domain from the threat modelling perspective. With
the aim of advancing previous research, this paper addresses the core research
question:

RQ What are the soft privacy threats for the automotive domain?

The following treatment answers the research questions by advancing an
improvement of our innovative privacy threat modelling methodology [17] and
applying it to the current landscape of the automotive domain. A key advantage
of our methodology lies in its combinatoric approach, which offers two key bene-
fits: the elicitation of domain-independent threats by analysing relevant sources
from the state of the art; the elicitation of domain-dependent threats by combin-
ing a generic threat knowledge base with domain-specific assets. Furthermore,
by incorporating five variables into the analysis, our privacy threat modelling
methodology ensures that the direction pursued by the analyst remains focused
and aligned with the desired outcome. The variables act as guiding principles,
allowing the analyst to make informed decisions based on relevant and reliable
information. The updated methodology adopts the mentioned ENISA report on
smart cars as a source of specific and comprehensive knowledge on the auto-
motive domain, and OWASP’s “Calculation of the complete Privacy Risks list
v2.0” [13]. In addition, these sources are augmented with the new version of
LINDDUN and with an additional representative of the state of the art, namely
the ENISA “Threat Taxonomy v2016” [6]. Therefore, the new methodology rests
on a significantly extended, domain-independent threat knowledge base.

This paper contributes an updated version of our privacy threat modelling
methodology and provides an updated list of 23 soft privacy threats that are
domain-independent, thereby extending the 17 that we made available when we
adopted the original LINDDUN [16]. Because LINDDUN’s soft privacy threats
have increased from 9 to 17 over its two versions, our proposed extensions of it
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have decreased from 8 to 6. As we shall detail below, this can be taken as an
indication that LINDDUN has evolved in the direction we advocated.

Moreover, our novel 23 threats are also combined with 43, rather than 41 as
before, specific assets of the automotive domain, so as to produce, by appropri-
ate combinations, a total of 525 domain-dependent soft privacy threats for the
automotive domain — each combination instantiates a given threat to each of
the assets that are deemed affected by the threat. These represent a substantial
extension to the existing threat taxonomy introduced by the ENISA report on
smart cars, which is rather scant in terms of privacy featuring only a couple of
privacy threats. It could be argued that a better understanding of privacy within
the automotive domain is achieved.

1.3 Article Summary

The organisation of the manuscript follows a simple waterfall style. Section 2
outlines the related work, and Sect. 3 gives an overview of LINDDUN and its
latest changes. Section 4 describes our novel privacy threat modelling methodol-
ogy. Section 5 demonstrates the methodology by applying it to the automotive
domain along with a case study, and Sect. 6 concludes.

2 Related Work

The challenges implicated by threat modelling led Wuyts et al. [27] to highlight
the problems of current knowledge bases, such as limited semantics and lack of
instantiating logic. Also, the authors discussed the requirements for a privacy
threat knowledge base that streamlines threat elicitation efforts.

Furthermore, it is also noteworthy to recall that the process of threat mod-
elling inherently implies assumptions and arbitrary decisions. Landuyt et al. [23]
highlighted the influence of assumptions to the outcomes of the analysis during
the risk assessment process, more precisely in the threat modelling phase in the
context of a LINDDUN privacy threat elicitation.

In addition, several attempts were made for the purposes of threat modelling
in the automotive domain. Vasenev et al. [24] were among the first to apply an
extended version of STRIDE [12] and LINDDUN [5] to conduct a threat analysis
on security and privacy threats in the automotive domain. In particular, the
case study is specific to long term support scenarios for over-the-air updates.
Moreover, this work suggests that the privacy topic in the automotive domain
has not reached the same level of maturity as cybersecurity.

In general, threat modelling is part of a wider process, that is risk assess-
ment. Wang et al. [25] proposed a threat-oriented risk assessment framework tai-
lored for the automotive domain, with the aim, among the others, of overcoming
assumptions and subjectivity. This framework can be considered a precursor to
ISO/IEC:21434 [10], which was defined a year later. Also, the authors applied
STRIDE and the attack tree method for the threat modelling.
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Moreover, Chah et al. [2] applied the LINDDUN methodology to elicit and
analyse privacy requirements of CAV system, while respecting the privacy prop-
erties set by the GDPR. Such attempt represents a solid baseline for the broader
process of privacy risk assessment tailored for the automotive domain. Finally,
Bella et al. [1] advanced a dedicated risk assessment framework for privacy risks
in modern cars. They proposed a double assessment, combining an asset-oriented
ISO approach with a threat-oriented STRIDE approach.

The above works addressed crucial topics such as threat elicitation, threat
knowledge base, privacy threat analysis and privacy risk assessment, both in
general and specifically tailored to the automotive domain. However, to the best
of our knowledge, there are no works advancing privacy threat modelling upon
the basis of the de-facto standard LINDDUN, in its new version, with the aim of
eliciting both domain-independent and domain-dependent soft privacy threats.
These are the distinctive features of the present contribution.

3 A Primer on (The New) LINDDUN

It is convenient to provide an introduction to LINDDUN before proceeding with
the description of our methodology. LINDDUN is a privacy threat modelling
methodology, inspired by STRIDE, that supports analysts in the systematical
elicitation and mitigation of privacy threats in software architectures. LINDDUN
privacy knowledge base represents one of its main strengths, and it is structured
according to the 7 privacy threat categories encapsulated within LINDDUN’s
acronym [5]. Recently, LINDDUN has been updated, and it is now available
under three flavours from a lean to an in-depth approach: LINDDUN GO, LIND-
DUN PRO and LINDDUN MAESTRO. In particular, LINDDUN GO comes in
the form of a card deck representing the most common privacy threats; LIND-
DUN PRO takes on a systematic and exhaustive approach, supported by the
knowledge base; LINDDUN MAESTRO targets an enriched system description
to enable more precise threat elicitation, yet it is still under development.

The first notable difference with the old version lies on the acronym, which
puts more emphasis on the privacy threat types rather than on the privacy
properties affected by threats. In fact, for the sake of comparison, the acronym
that was previously expanded as Linkability, Identifiability, Non-repudiation,
Detectability, Disclosure of information, Unawareness, and Non-compliance, has
now been revised as follows:

– Linking: associating data items or user actions to learn more about an indi-
vidual or group.

– Identifying: learning the identity of an individual.
– Non-repudiation: being able to attribute a claim to an individual.
– Detecting: deducing the involvement of an individual through observation.
– Data Disclosure: excessively collecting, storing, processing or sharing personal

data.
– Unawareness & Unintervenability: insufficiently informing, involving or

empowering individuals in the processing of personal data.
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– Non-compliance: deviating from security and data management best prac-
tices, standards and legislation.

The framework considers the state-of-the-art privacy threat types according
to the privacy threat properties introduced by Pfitzmann [14]. These are cate-
gorised as hard privacy and soft privacy properties. In particular, unlinkability,
anonymity and pseudonymity, plausible deniability, undetectability and unob-
servability, and confidentiality (hiding data content, including access control)
are under the umbrella of hard privacy; user content awareness (including feed-
back for user privacy awareness, data update and expire) together with policy
and consent compliance are, on the other hand, soft privacy properties.

LINDDUN provides a set of threats specific to privacy, named as “threat cat-
alogue”, in the form of threat trees. These privacy threat trees are inspired by the
Secure Development Lifecycle (SDL) [9] and reflect common attack patterns [26]
on the basis of state-of-the-art privacy developments, structured according to
LINDDUN or STRIDE threat category and, in the previous version of LIND-
DUN, also to Data Flow Diagram (DFD) element type. In fact, the considera-
tion of the DFD interactions has become more implicit in the new version of the
framework, as the threat trees have become independent of the DFD element
type, thus resulting in a significant diminution of the number of nodes as a side
effect. The new guidance on how to link the Data Flow Diagram interactions
rests now solely on the LINDDUN mapping table.

Threat trees provide a formal way to describe the security of systems based on
a variety of attacks. Basically, the root node represents the ultimate goal, e.g., the
threatening to a property, the children nodes embody different ways of achieving
that goal, namely refinements, hence leaves represent basic-level attacks that
can not be further refined. In addition, non-leaf nodes can be conjunctive (logic
AND) or disjunctive (logic OR) [20].

In the new version of LINDDUN, threat trees provide support to reason
about applicability (criteria), factors that determine threat impact (impact),
and examples of each characteristic pertaining to the threat (examples). The
framework provides a different view of the threat trees in terms of detail, as it
is possible to consult each tree at three different levels: Basic, Examples, All
details.

An example tree is presented in Fig. 1 for the Linking threat, which can be
achieved through L.1 “Linked data”, e.g., IP address, and L.2 “Linkable data”,
e.g., browser fingerprint. Both of these provide various attack paths which are
not necessarily limited to the LINDDUN property analysed, namely Linking
could lead to Identifying threats if we consider L.1.1 “Unique identifier”.

We believe that the new version of LINDDUN represents a step forward from
a GDPR perspective, as we can identify two LINDDUN privacy threat types, i.e.,
Unawareness & Unintervenability (threats against data subject rights) and Non-
compliance (violations against data protection principles), which tightly align
with the European regulation by including as many as 17 threats. In the previous
version of LINDDUN, these two types were already bound to soft privacy, but
only included 9 threats. Moreover, these soft privacy threats were lacking relevant
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Fig. 1. Example of a LINDDUN threat tree: Linking.

aspects, such as those related to data subject controls, consent, and violation of
regulations, which are now caught by the new threat knowledge base. On the
other hand, the remaining types target more technical privacy threats, gathered
under the umbrella of hard privacy, and as such contribute more directly to the
selection of “appropriate technical and organisational protection measures”.

Despite LINDDUN threat trees may lack some formal semantics and have
minimal selection criteria to express potential threats [27], they still aim at
providing a valuable overview of potential threat types that seeks to be general,
hence suitable for a privacy threat analysis of any application domain. Moreover,
the application of LINDDUN may lead to a high number of threats that may
not be relevant, feasible, or important, thereby being labor-intensive and time-
consuming, especially for complex or large systems. Hence, the advantage of
having a catalogue of privacy threats, which are broad and applicable to various
domains, may result in the problem of threat explosion.

4 A Privacy Threat Modelling Methodology

This Section advances an improvement of our privacy threat modelling methodol-
ogy [17]. Our methodology incorporates both domain-independent and domain-
specific knowledge and considers the potential consequences on the privacy of
individuals as its cornerstone. The pivotal approach that our methodology relies
upon is a combinatoric one with the aim of eliciting both domain-independent
threats and domain-dependent threats. In particular, the former embody a
generic threat knowledge base that consists of what is already known at present,
whilst the domain-specific threats are derived from the first. Furthermore, in its
previous version, our methodology identified four variables that contribute to
model privacy threats, i.e., the specific privacy property, the threat agents, the
application domain and the level of detail.

The new version is enriched by considering an additional variable, that is, the
document source. The inclusion of five essential variables in our methodology
orient the analysis, thus providing practical guidance to the analyst. Figure 2
depicts the updated methodology, while a description of the new introduced
variable is provided below along with an outline of the combinatoric approach
and a summary the other variables.
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Fig. 2. Diagram of our updated privacy threat modelling methodology.

The Document Source. In privacy threat modelling, the knowledge base is crucial
for both threats and assets to be elicited. Threats and assets may be derived from
different sources, e.g., state-of-the-art reports, scientific contributions, guidelines,
et cetera. Therefore, the document source of the threats/assets that the method-
ology seeks to gather can be either internal or external to the analyst’s institu-
tion. In the case of internal document source, threats/assets may arise from the
analyst’s expertise, knowledge of the particular institutional context, or insights
into the specific system or domain being assessed. On the other hand, the exter-
nal document source involves gathering threats/assets from external references,
such as established best practices or recognised industry standards. This allows
the analyst to leverage existing knowledge and insights from a broader commu-
nity of experts.

A combination of both internal and external document sources may also
be possible, for instance, when the analyst enucleates a new threat/asset being
inspired from one or more external sources. In such a case, we refer to the
document source of that threat/asset as hybrid. Furthermore, the document
source variable provides the means to keep track of the version of the threats,
for example, the year in which the specific threat list is published. Moreover,
when considering two or more different document sources, it may likely happen
that some threats within such lists are inherently embraceable. Hence, threat
embracing remains crucial for a proper merge of different document sources.

The Specific Privacy Property. Privacy relates to the control that individuals
have over their personal information, including how it is collected, used, and
shared. According to the state of the art [4,5], we can distinguish between two
degrees of privacy, i.e., hard privacy and soft privacy. Briefly, while hard privacy
focuses on minimising the risks associated with the collection and retention of
personal data, soft privacy focuses on the appropriate use and sharing of per-
sonal data while respecting individuals’ rights to control their data. It is clear
that, in addition to hard privacy and soft privacy, cybersecurity plays a major,
complementary role in terms of protection against the unauthorised access of
data.
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The Threat Agents. The methodology refers to a threat agent as any entity,
individual or group, who poses a threat to an individual’s privacy. Unlike the
security literature, which traditionally refers to such entities as “adversaries” or
“attackers”, here the term threat agent also includes other sources of risks for
privacy, as a threat agent is less security-connotated and not limited to malicious
actors only. In fact, we also consider three additional actors directly from GDPR,
i.e., data controller, data processor, and third party as threat agents.

The Application Domain. The application domain in threat modelling identi-
fies two prevailing approaches, i.e., domain-dependent and domain-independent.
Domain-dependent threat modelling is specific to a particular application
domain, such as healthcare, finance, or automotive, and it takes into account
the unique characteristics of the domain itself, thus it may be more accurate
and effective. On the other hand, domain-independent threat modelling is not
specific to any application domain and can be applied to a wide range of systems.
LINDDUN, for example, is a domain-independent methodology. A combination
of the two approaches may offer a more effective and efficient analysis, picking
the advantages of both.

The Level of Detail. The level of detail of the statement describing a threat
becomes relevant in the context of threat modelling and, subsequently, in risk
assessment exercises with respect to the likelihood estimation of a threat. How-
ever, the most appropriate level of detail, that is, the choice of employing seman-
tic relations, such as hypernyms or hyponyms, should be considered within the
main picture, and the analyst will choose it with some inevitable bias.

4.1 The Combinatoric Approach

The five variables introduced by our privacy threat modelling methodology are
crucial in the execution of the combinatoric approach, as they contribute to
follow the direction desired by the analyst. The approach consists of three steps:

1. Domain-Independent Threat Elicitation
2. Domain-Dependent Asset Collection
3. Domain-Dependent Threat Elicitation

The first step involves the collection of domain-independent threats from
relevant document sources. The second step consists of the collection of a list of
assets for the target domain from relevant document sources.

The third and last step aims at producing a list of domain-specific threats.
In particular, for each domain-independent threat elicited in Step 1, this step
associates to it the assets enumerated in Step 2. The sheer association expresses
the object of the threat that was domain-independent in the first place, thereby
making it domain-dependent. In other words, the domain-independent threat
is instantiated over each of the assets it affects, producing a domain-dependent
threat.
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While relevant examples will be given in the next Section, if dit1 , . . . , ditn is
the list of domain-independent threats produced by Step 1, then the number of
domain-dependent threats that arise can be calculated as follows:

affected assets(dit1 ) + . . . + affected assets(ditn).

5 Demonstration in the Automotive Domain

We apply our updated privacy threat modelling methodology to address the
research question. In particular, we propose an exercise to focus on soft privacy
with the new version of LINDDUN. While this paper details the key elements
and findings, the full treatment is available online [15]. The exercise is detailed
below. In particular, we set the variables discussed through Sect. 4 as follows:

S: External
P: Soft Privacy
T: Attacker, Data Controller/Processor, Third Party
D: Domain-Dependent – Automotive
L: Abstract

5.1 Domain-Independent Threat Elicitation

Soft privacy is the target property, therefore we must consider the LINDDUN
threats that refer to such property, i.e., U(nawareness & unintervenability) and
N(on-compliance), as a first document source. For each node of the U-N property
trees, we annotate the pertaining threat in a table. It is convenient to provide
a brief and general explanation of these threats, referring to the new descrip-
tions provided by their sources. In particular, U(nawareness & unintervenability)
refer to situations where individuals are not adequately informed, involved, or
empowered in the processing of their personal data. N(on-compliance) refers to
situations where a system deviates from security and data management best
practices, standards, and legislation. It primarily focuses on the organisational
and operational management context in which a system or service operates.

As one of the aims in eliciting the list of soft privacy threats is complete-
ness, we may also want to extend the list of domain-independent threats by
adding other external document sources. In particular, our previous work [17]
included the 8 threats that were found [16] to be outstanding with respect to
the old version of LINDDUN. In detail, they account for the 2 threats from
the ENISA report that fall under the “Legal” category, i.e., “Failure to meet
contractual requirements” and “Violation of rules and regulations/Breach of
legislation/Abuse of personal data”, and the 6 threats from the “Calculation
of the complete Privacy Risks list v2.0” [13] document, i.e., “Consent-related
issues”, “Inability of user to access and modify data”, “Insufficient data breach
response”, “Misleading content”, “Secondary use”, “Sharing, transfer or process-
ing through 3rd party”.
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These threats relate to soft privacy as per the definition of soft privacy that
we covered previously in Sect. 4. Moreover, some of them are embraceable with
the new threat catalogue proposed by LINDDUN. In particular, we notice that
“Violation of rules and regulations/Breach of legislation/Abuse of personal data”
is now embraceable with several threats such as “Regulatory non-compliance”
and “GDPR”; “Consent-related issues” is now embraceable with “Invalid con-
sent”; “Inability of user to access and modify data” with “Lack of data subject
control”; “Insufficient data breach response” with “GDPR”. Hence, we can dis-
card those threats, since they are already contemplated in the new LINDDUN
threat trees, and keep the following ones: “Failure to meet contractual require-
ments”, “Misleading content”, “Secondary use”, “Sharing, transfer or processing
through 3rd party”.

Moreover, we also consider here the ENISA “Threat Taxonomy v2016” [6]
as another external document source, as it is relevant to enrich the domain-
independent threat knowledge base. We pick the threats that specifically target
soft privacy. These can be found under the “Legal” category, i.e., “Violation of
laws or regulations/Breach of legislation”, “Failure to meet contractual require-
ments”, “Unauthorized use of IPR protected resources”, “Abuse of personal
data”, and “Judiciary decisions/court orders”. Again, three of such threats are
already included in the more recent ENISA report on smart cars. In fact, “Failure
to meet contractual requirements” is repeated and “Violation of laws or regula-
tions/Breach of legislation” is embraced with “Abuse of personal data” into one
single threat. Hence, we can add the following threats to the final list: “Unau-
thorized use of IPR protected resources”, “Judiciary decisions/court orders”. It
is noteworthy that these additions are still possible without consequences on the
domain variable, as such threats are general privacy threats, i.e., they ignore
domain specific entities. Hence, such threats can be analysed in relation with
(virtually) any application domain.

In summary, we elicited a total of 23 soft privacy threats from the selected
document sources, i.e., LINDDUN, ENISA and OWASP. Table 1 shows such
threats — the 6 that are highlighted are those that we do not deem embraceable
with the current LINDDUN threats, hence represent our updated proposal for an
extension to it. Moreover, while the 2 threats in italics are actually new (as they
originate from the newly considered ENISA source), the remaining 4 already were
among the 8 that we suggested before [16]. It means that we managed to embrace
half of the previous suggestions to current LINDDUN threats, something that we
interpret as evidence that LINDDUN has been extended coherently with what
we advocated.

5.2 Domain-Dependent Asset Collection

For Step 2, we leverage two external document sources from the state of the art,
i.e., the assets identified in the work proposed by Bella et al. [1] and ENISA’s
taxonomy of the key assets in the automotive domain. The former presents the
following list of assets:
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Table 1. Domain-independent soft privacy threats elicited in Step 1.

S Threat

U Unawareness of processing

Unawareness as data subject

Unawareness as a user sharing personal data

Lack of data subject control

Lack of data subject control – Preferences

Lack of data subject control – Access

Lack of data subject control – Rectification/erasure

N Regulatory non-compliance

GDPR

Insufficient data subject controls

Violation of data minimization principle

Unlawful processing of personal data

Invalid consent

Lawfulness problems not related to consent

Violation of storage limitation principle

Improper personal data management

Insufficient cybersecurity risk management

ENISA Failure to meet contractual requirements

Unauthorized use of IPR protected resources

Judiciary decisions/court orders

OWASP Misleading content

Secondary use

Sharing, transfer or processing through 3rd party

– Personally Identifiable Information: any data that could potentially be used
to identify a particular individual, such as full name, date, and place of birth,
driving licence number, phone number, mailing, and email address.

– Special categories of personal data: data about the driver, e.g., racial or eth-
nic origin, political opinions, religious or philosophical beliefs, trade union
membership, genetic data, biometric data, data concerning health or data
concerning sex life or sexual orientation (GDPR art. 9).

– Driver’s behaviour: driver’s driving style, e.g., the way the driver accelerates,
speeds up, turns, brakes.

– User preferences: data regarding cabin preferences, e.g., seating, music, win-
dows, heating, ventilation and air conditioning (HVAC).

– Purchase information: driver’s financial information, such as credit card num-
bers and bank accounts.
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– Smartphone data: data that the vehicle and driver’s smartphone exchange
with each other via the mobile application and short-range wireless connec-
tions such as Wi-Fi and Bluetooth (contact book, phone calls, text messages).

– GPS data: vehicle geolocation history and route tracking.
– Vehicle information: vehicle information such as carmaker, model, vehicle

identification number (VIN), licence plate and registration.
– Vehicle maintenance data: data about the maintenance and status of vehicle

components such as kilometres travelled, tyre pressure, oil life, brake, suspen-
sion, and engine status.

– Vehicle sensor data: data analysed and calculated by car sensors, such as
distance sensors, crash sensors, biometric sensors, temperature sensors and
internal and external cameras.

Fig. 3. Vehicles automation levels as defined in SAE J3016.

The report by ENISA focuses on Automated Driving System-Dedicated Vehicle
(ADS-DS) [19], i.e., semi-autonomous and autonomous cars, and V2X communi-
cations, pertaining to SAE Level 4 and Level 5. Figure 3 depicts the SAE levels of
driving automation. The focus of the study is on smart cars that, as connected
systems, have the necessary capabilities to autonomously perform all driving
functions under certain (or all) conditions, and are able to communicate with
their surroundings including other vehicles, pedestrians and Road-Side Units
(RSU). Moreover, the key concepts analysed by ENISA do not only concern
passenger cars but also commercial vehicles (e.g. buses, coaches, etc.), including
self-driving, ride-sharing vehicles that can be shared with other users.
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The assets proposed by ENISA are categorised in: “Car sensors and actu-
ators”, “Decision Making Algorithms”, “Vehicle Functions”, “Software man-
agement”, “Inside vehicle Communication Components”, “Communication Net-
works and Protocols”, “Nearby External Components”, “Network and Domain
Isolation Features”, Servers”, “Systems and Cloud Computing”, “Information”,
“Humans”, “Mobile Devices”. For the sake of brevity, we only quote the descrip-
tions of the assets under the “Information” category:

– Sensors data refers to data that is gathered by the different smart car sensors
and which will be transmitted to the appropriate ECU for processing.

– Keys and certificates refers to the different keys and certificates used for secu-
rity purposes (such as authentication, securing the exchanges, secure boot,
etc.). Keys are stored in devices embedded in the vehicle (e.g. ECU) and/or
in servers depending on their use.

– Map data refers to the information about the car environment. Map data
allows us to increase the passenger safety by correlating its information with
the sensor data. Contrary to GNSS, which gives only information about the
geolocalisation, map data gives information about the surrounding environ-
ment.

– V2X information refers to the various information exchanged via V2X com-
munications (e.g. emergency vehicle approaching, roadworks/collision warn-
ing and traffic information).

– Device information refers to the various information related to a device
embedded in a smart car (e.g. ECU, TCU) or connected devices (e.g.
smartphones, tablet). This includes information such as type, configuration,
firmware version, status, etc., of different smart car sensors and which will be
transmitted to the appropriate ECU for processing.

– User information refers to smart cars user (e.g. driver, passenger, etc.) infor-
mation such as name, role, privileges and permissions.

Moreover, soft privacy is part of privacy, which is related to security, thereby
all the assets proposed by ENISA may be virtually involved in the execution of
the combinatoric approach.

During the execution of this step, within the list proposed by Bella et al.,
we identified some assets that are embraceable with the ENISA taxonomy. In
particular, “Personally Identifiable Information” is embraceable with “User infor-
mation”; “Smartphone data” with “Device information”; “GPS data” with “Map
data”; “Vehicle sensor data” with “Sensor data”. Thereby, we explicitly picked
the following assets from the paper contribution: “Special categories of personal
data”, “Driver’s behaviour”, “User preferences”, “Purchase information”, “Vehi-
cle information’, “Vehicle maintenance data”. The last two were not available
before. The remaining assets, according to our scrutiny, are already contemplated
in the ENISA taxonomy.

Overall, we elicited a total of 43 assets, a small increase on the 41 that we
had before [17].
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5.3 Domain-Dependent Threat Elicitation

In the last step, we conjugate the findings from the previous steps. For each
domain-independent threat elicited in Step 1, we assign the assets from Step 2
that we deem to be potentially affected by that particular threat. In general,
a threat may apply to multiple assets, therefore for some threat-asset pairs we
annotate multiple assets or, in case all assets are affected, we add the label “All
assets” for the sake of brevity. In particular, most assets that we deem to be
potentially affected by the soft privacy threats fall under the ENISA category
“Information”.

While the full results are available online [15], we present an exemplifica-
tion of some noteworthy domain-dependent threats, with the additional aim of
providing the rationale behind the related threat-asset(s) associations:

diti1 Unawareness of processing refers to the lack of awareness or understanding
about how personal data is being processed. It affects various assets, such
as sensors data, map data, V2X information, device information, user
information, special categories of personal data, user preferences, purchase
information, vehicle information, and vehicle maintenance data.

diti2 Lack of data subject control – Preferences specifically refers to the lack
of control individuals have over their preferences. It affects assets such
as user preferences and purchase information. When individuals cannot
control or manage their preferences effectively, their privacy in relation to
their preferences can be at risk.

diti3 Regulatory non-compliance encompasses all assets. It refers to the failure
to comply with relevant privacy regulations or laws. When organizations
do not adhere to the required privacy standards, all assets can be affected,
leading to potential privacy breaches.

diti4 GDPR is also associated with all assets. It specifically refers to non-
compliance with the General Data Protection Regulation (GDPR), a data
protection law in the European Union. Violations of GDPR can lead to
severe penalties and legal consequences.

diti5 Violation of data minimization principle refers to the violation of collect-
ing and processing only the necessary data. It affects assets such as sensors
data, map data, V2X information, device information, user information,
special categories of personal data, user preferences, and purchase infor-
mation, vehicle information, and vehicle maintenance data.

diti6 Unlawful processing of personal data covers all assets. It occurs when per-
sonal data is processed unlawfully or without a legal basis. When personal
data is processed in violation of applicable laws or regulations, it poses a
significant privacy risk to all assets involved.

diti7 Lawfulness problems not related to consent is associated with all assets. It
highlights issues of lawfulness in data processing that are not specifically
related to consent. These problems may include processing of personal data
without a valid legal basis or exceeding the scope of permitted processing
activities, such as automated decision-making on sensitive personal data.
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diti8 Improper personal data management is associated with user information
and special categories of personal data. It signifies improper management
practices regarding personal data, including inadequate safeguards, inap-
propriate handling, or unauthorised access. Improper data management
can lead to privacy breaches, data leaks, or unauthorised use of sensitive
information.

diti9 Failure to meet contractual requirements refers to a breach of contractual
requirements by Tier 1 and/or Tier 2 car components or software suppliers,
thus encompassing all assets. Such threat may lead to financial, safety,
privacy and/or operational impacts.

diti10 Sharing, transfer or processing through 3rd party refers to the sharing or
transferring of various assets to third parties that increases the likelihood
of unauthorised access, misuse, or breaches. It is clear that the affected
assets belong to the ENISA “Information” category and include special
categories of personal data, driver’s behaviour, user preferences, purchase
information, vehicle information, and vehicle maintenance data.

As an outcome of this exemplification, the resulting number of domain-
dependent threats would be:

affected assets(diti1 ) + . . . + affected assets(diti10 ) =
10 + 2 + 43 + 43 + 10 + 43 + 43 + 2 + 43 + 12 = 251

5.4 Case Study

This Section presents a case study that relies on the latest breaking news and
articles about privacy incidents in the automotive domain. In particular, we
employ classical web searches as a source of relevant information by building
queries as “privacy automotive”, “automotive breach”, “smart car privacy”, et
similia, in the News search filter offered by Google. If we matched some news
with a soft privacy threat from the previous exercise, then we would be able
to give some statistics about the occurrences of such threat, hence inferring
an estimation of its likelihood. For the sake of brevity, we only present some
illustrative examples of news that matched with one or more of the proposed
soft privacy threats. The following examples extend our previous case study [17]
and provide a different reading of the pieces of news in common, in light of the
new threat list.

A data breach at Toyota Motor’s Indian business [18] might have exposed
some customers’ personal information. “Toyota Kirloskar Motor (TKM) has been
notified by one of its service providers of an incident that might have exposed
personal information of some of TKM’s customers on the internet”. This per-
fectly embodies a threat that we find in Table 1, i.e., “GDPR”, stemming from
an inadequate response to a data breach that does not comply with GDPR.

Furthermore, we find another news that represents multiple threats:
“GDPR”, “Lack of data subject control”, “Insufficient data subject controls” and
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“Violation of data minimization principle”. The Dutch Data Protection Author-
ity (DPA) investigated Tesla’s camera-based “Sentry Mode” security system [8],
which is designed to protect the vehicle against theft or vandalism while it is
parked. It does this by taking footage with four cameras on the outside of the
vehicle. This specific threat has now received a mitigation measure from the man-
ufacturer, as the company altered security cameras to be more privacy-friendly
and avoid GDPR violations. Originally, when Sentry Mode was enabled, this
system was on by default. The cameras continuously filmed everything around
a parked Tesla and stored one hour of footage each time.

In addition, we also found a review [22] that perfectly matched with the
implications related to several soft privacy threats from the previous exercise.
The article discusses a suggestion for a new feature to be added to the Ring
Car Cam. The author proposes an Alexa-based voice command that would tem-
porarily turn off the interior camera and microphone. This suggestion is based
on the author’s wife’s volunteer work, which involves discussing private and priv-
ileged information about children’s legal cases on the phone. The author’s wife
currently uses the physical privacy shutter to prevent the camera from recording
video and audio inside the car. However, she sometimes forgets to flip the shut-
ter up or down. Therefore, the author proposes a hands-free privacy trigger that
would allow the user to enable or disable privacy mode with a voice command.
This feature would eliminate the need for the user to physically manipulate the
shutter, making it easier to maintain privacy while driving.

Moreover, we found a match for the “Improper personal data management”
threat, as Toyota Japan [21] disclosed a significant data breach that occurred due
to a cloud misconfiguration, resulting in the exposure of millions of customers’
vehicle details over a decade. The exposed data included personal information,
vehicle details, and videos.

Another discovery [3], related at least to the “Insufficient cybersecurity risk
management” threat, revealed that BMW may have potentially exposed sen-
sitive files and client data, including customer information, as a result of an
unprotected environment and the exposure of configuration files on the official
BMW Italy website. Although the information alone may not compromise the
website, it could be used for reconnaissance purposes by hackers. As a typical
example of interconnection between privacy and security, the exposed configura-
tion file could have allowed threat actors to find other vulnerabilities and access
the site’s source code.

The same interconnection between privacy and security is also tangible in
the National Highway Traffic Safety Administration (NHTSA) warning [11] to
carmakers in Massachusetts not to comply with a state law that requires them to
share more vehicular telematics data with third parties. This naturally embod-
ies the “Judiciary decisions/court orders” threat. The NHTSA argues that the
state law is pre-empted by federal law and could potentially allow hackers to
remotely access and control cars, leading to safety risks. The law, known as the
“right to repair” law, has been the subject of a court battle between carmakers
and the state. The NHTSA’s letter represents the federal government’s direct
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involvement in the case and raises concerns about the potential dangers of open
access to vehicle telematics. The litigation is likely to face further delays due to
the NHTSA’s intervention.

5.5 Evaluation

In this Section, we evaluate the findings from the previous experiment. The appli-
cation of the combinatoric method to the automotive domain yielded notable
results, which are available online [15], as stated above. In particular, we pro-
duced a novel, refined list of soft privacy threats that are domain-dependent. In
fact, we associate the generic threat knowledge base pertaining to soft privacy,
collected at the end of Step 1, with the automotive-specific assets collected at
the end of Step 2, thus obtaining domain-specific soft privacy threats for mod-
ern cars with a homogeneous level of detail and dependent on the automotive
domain, at the end of Step 3. A confirmation of the practicality and relevance of
such threats for the automotive domain was proven by means of web searches.
This answers the research question.

Furthermore, the newly introduced variable in our privacy threat modelling
methodology represents a foundational improvement for both Step 1 and Step
2, as the choice of the source document(s) requires a thorough examination.

In addition, it is important to emphasise that a crucial difference between
the new list and the old list of threats was found: among the 8 threats added
to the list in our previous work, 4 were deemed to be embraceable with the new
LINDDUN threat catalogue. Hence, LINDDUN is clearly moving towards the
direction that we hoped, and we are confident that their threat knowledge base
will continuously improve in such a positive direction. Also, this supports the
case that embracing is relevant and useful, especially when the analyst considers
different document sources.

Our new list of threats enriches the broader threat knowledge base in the
automotive domain over soft privacy. While we cannot claim that no more valid
candidates exist, our final list of threats is complete with respect to the state-of-
the-art knowledge base on soft privacy threats. Notably, such base features the
new LINDDUN threat catalogue and the relevant taxonomies by ENISA. Our
output is now available for the international community’s evaluation.

6 Conclusions

This paper faced the challenge of privacy threat modelling by focusing specifi-
cally on soft privacy and on the automotive domain. Its research question found
an answer through the development of an updated version of a previous threat
modelling methodology, which now revolves around five rather than four vari-
ables. These variables help the analyst make well-informed decisions upon the
basis of a solid foundation of relevant and reliable data.

The methodology was demonstrated on a case study from the automotive
domain, taking into account a new version of LINDDUN, which yields a de-
facto privacy threat model, and an additional, relevant source by ENISA. As a
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result, as many as 23 domain-independent threats, 43 domain-specific assets and
525 domain-dependent threats for soft privacy in the automotive domain were
produced [15].

These results support the arguments that LINDDUN has evolved coher-
ently with what we advocated before and that ENISA’s privacy threats can be
extended dramatically. Such arguments, in turn, represent a major leap forward
in the modelling of soft privacy threats on smart cars.
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Abstract. Mobile crowdsensing (MCS) leverages smart devices for
diverse data collection tasks, ranging from noise measurements to traf-
fic congestion levels. However, with security and privacy a prerequisite
for deployment, creating a diverse ecosystem, considering user specifics,
providing adequate privacy to task initiators, and enhancing user control
are key factors for MCS systems to achieve their full potential. We intro-
duce our secure and privacy-preserving architecture for MCS, designed
to address these challenges, improving user control, relevance, and pri-
vacy. Our work utilizes a variant of identity-based encryption to cap-
ture user characteristics and attributes, enabling secure task enrollment
and eligibility enforcement while reinforcing task initiator privacy. This
study emphasizes modularity as a design goal, enabling system entities
to function without relying upon others while supporting all security and
privacy requirements of MCS stakeholders. We finally evaluate feasibility
and efficiency to show that the proposed system is practical.

Keywords: Mobile Crowdsensing · Security · Privacy

1 Introduction

Mobile crowdsensing (MCS) is revolutionizing the way data is gathered, by
harnessing the ubiquity and connectivity of smart devices equipped with user-
friendly interfaces and diverse sensing capabilities. MCS applications range from
noise measurement [12] and environmental radiation monitoring [3] to traffic
congestion levels [14] and popular times of businesses and places [11].

While the use of MCS offers a multitude of benefits, it also raises concerns.
Privacy, as user-contributed data often expose sensitive information, e.g., fre-
quently visited places [20], and security, as collected data can be manipulated,
e.g., through Sybil-based attacks, leading to false information provided to users
of popular apps [6]. Data verification is crucial to sift maliciously or erroneously
submitted data [10,21], complemented by accountability mechanisms for offend-
ing users while protecting users’ privacy, is another issue. Incentives should
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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encourage user participation without connecting them to the submitted data.
The primary challenge is crafting a comprehensive solution for MCS that coor-
dinates the aforementioned concerns while maximizing the advantages of MCS.
To this end, secure and privacy-preserving (S&P) MCS architectures offer decen-
tralized solutions with system entities separated by operational roles. Despite the
efforts of the research community [5,16,18,23], several challenges remain for S&P
MCS architectures to address.

In spite of a good understanding of requirements [7] and significant efforts in
the literature, the complexity of addressing all requirements simultaneously is
challenging. Some [4,27–29] consider specific requirements in isolation without
considering their integration with the rest, others [8,18,25] striving for com-
prehensive solutions, but there are still important aspects, like TI privacy, that
necessitate further exploration.

Typically, the MCS service providers are regarded as single, unified enti-
ties [5,18] or a firmly interconnected network with multiple entities [8,25] with
various collaborating entities responsible for specific services e.g., credentials,
remunerations, etc. While these entities depend on each other for proper func-
tionality, there is no mechanism to utilize them individually, leading to poor
usability of the MCS system. Furthermore, users have weak influence over the
MCS policies, specifically regarding selecting the security, privacy, or utility poli-
cies best suited to them, which in turn hinders user relevance, trust, and partic-
ipation in the system.

To tackle the identified challenges while retaining the advantages of the S&P
MCS architectures, we propose a fresh design look and leverage attribute-based
cryptography (ABC). We capture the properties of the participants in a verifi-
able manner, enabling secure task release, hiding task information from incom-
petent users, and task eligibility enforcement, barring incapable users from tasks
to which they cannot reliably contribute. We also highlight the importance of
modularity as a design goal, an aspect that received little attention from the
literature. Modularity entails allowing a multiplicity of actors to instantiate dif-
ferent parts of the architecture without compromising the system’s integrity or
functionality. Our contributions are summarized as follows:

– We improve the user relevance in MCS by incorporating user characteristics
in a privacy-preserving and verifiable way into the broad system design. By
harnessing ABC, we imprint user properties (computational power, sensory
capabilities, and reputation) into the credentials to enable task eligibility
enforcement and ensure the quality of contributions.

– We enhance task initiators’ privacy by designing a secure task release mech-
anism to make the tasks accessible and visible only to users with adequate
capabilities.

– Lastly, we evaluate our system’s feasibility and efficiency, future-proofing the
system’s practicality and compatibility with extensions.

2 System and Adversary Model

System Model: We start by introducing general MCS system entities (actors).
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– Task Initiators (TIs) are organizations, such as government agencies, non-
profit organizations, private companies, and academic institutions. TIs launch
their campaigns, seeking to collect data from contributors to form knowledge
about phenomena and activities. Tasks specify various parameters for data
collectors, such as the required sensors, data format, the area(s) of interest,
task duration, remuneration budget, and a minimum number of users. Task
areas can be defined using geographical coordinates or regions, i.e., historical
quarters, municipalities, cities, etc.

– Contributors, participants, or users are individuals with mobile sensing
devices providing the raw measurements needed to gain insights regarding
tasks. Each contributor is unique, with characteristics based on location,
demographics, motivation, expertise on the task, and the mobile computing
and sensing platform (e.g., smartphone).

– Security and Privacy Infrastructure provides necessary technical plat-
forms, software, and other resources to support user registration, task enroll-
ment, data collection, and remuneration management. The infrastructure is
the facilitator between TIs and contributors. Third-party stakeholders may
participate in the infrastructure as identity providers (IdPs) and certificate
authorities (CAs), providing authentication to their users, government agen-
cies regulating sensitive data collection tasks, or data aggregators collecting
and processing the collected data. We dissect and define the S&P infrastruc-
ture entities’ roles in Sect. 5.

Adversary Model
We consider external and internal adversaries aiming to abuse the MCS sys-
tem. We assume MCS infrastructure entities are honest-but-curious, i.e., they
follow the defined protocol behavior, but they are curious to learn information
about clients; such as sensory capabilities, device/network-specific information,
remuneration details, and task enrollment history. Further, they actively try to
link users syntactically by observing changes in credentials in use and semanti-
cally by inspecting the information, like their whereabouts over time. Malicious
infrastructure entities collude to de-anonymize participants. Section 7 discusses
the ramifications of such collusions.

External adversaries are non-registered users without access to the system
services. They can still mount clogging Denial of Services (DoS) attacks1, eaves-
drop on communication, send unauthorized/forged and replay legitimate contri-
butions, and try to collect other users’ rewards.

Internal adversaries are the users and TIs, all with valid credentials, or attack-
ers who gain unauthorized access by other means, e.g., hacking devices, making
them relatively stronger compared to external attackers. Such adversaries are
interested in learning information about other contributors, such as identifying
the task participation history, user sensor profiling, submitting inaccurate data
to pollute the data collection process, and tracking user-submitted data. The
adversaries may try to obtain task information they cannot participate in. They

1 Such attacks are beyond the scope of this work.
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also try to obtain unfair payments, i.e., intentionally submitting faulty data,
double submissions, and remuneration for someone else’s submission.

3 Security and Privacy Requirements

To realize a secure and privacy-preserving MCS architecture, we consolidate the
following requirements based on the literature [5,7,8].

R1 Privacy-preserving participation: Privacy preservation covers separate
core requirements that make up the general design goal. In prior works, these
core requirements are often addressed in isolation or in combination but sel-
dom in their entirety. Core privacy requirements include (a) identity privacy,
covering both digital and real user identities; (b) location privacy, concealing
users’ whereabouts throughout the process; (c) device privacy, hiding device-
specific identifiers; (d) data privacy, ensuring the unlinkability of the sub-
mitted data; (e) network anonymity, keeping sender’s networking identifiers
(e.g., IP addresses) confidential, which can be integrated with device privacy;
lastly, (f) TI privacy, protecting the task description and the TI identity from
unsuited users; (g) task enrollment secrecy, hiding the tasks participants are
involved in. Collectively, these facets of privacy form full privacy protection.

R2 Fair and private incentives: User contributions should be compensated.
Incentives could take multiple forms, ranging from monetary rewards to rep-
utation to access to resources i.e., querying task results. Incentives should
not be linked to user contributions (privacy) and should be resilient against
potential exploitation from malicious or self-serving users (fairness).

R3 Communication integrity, confidentiality, and authenticity: Com-
munication among system entities and users should be across secure channels
that guarantee data integrity, confidentiality, and authenticity.

R4 Access control: The system should define the roles of the actors and these
roles should be adhered to. Users should be able to access data (aggregates)
from different tasks, choose, and contribute to tasks they are authorized for
based on the prerequisites outlined for each task by the TI. We additionally
require user properties to be verifiable as a basis for user access.

R5 Data verification: The contributed data quality must be verified to ensure
the formed knowledge truthfulness. Data quality is assessed based on the sub-
mitted data itself combined with auxiliary information on time and context
(location, system, and environment conditions).

R6 Accountability: Users and infrastructure entities are responsible for their
actions within the system. Misbehaving users should be evicted and their
credentials revoked accordingly. Likewise, malicious system entities should be
identified. Accountability acts as a bedrock for building trust among partici-
pants, TIs, and third-party stakeholders (e.g., IdPs, CAs), which strengthens
the integrity of the system.
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4 Related Work

Often, the literature claims a particular requirement is addressed when, in fact,
separate, albeit related, issues are addressed. This is most evident in privacy-
preserving participation (R1), with some studies defining privacy as user iden-
tity [5,23], while others define it as data privacy [4,29]. These two requirements
deserve separate consideration. To illustrate the overview of the literature, Table
1 shows the comparison between the most complete S&P MCS architectures, to
the best of our knowledge.

AnonySense [23], one of the early architectures in the literature, aims to
uphold privacy by severing the link between users and their submitted mea-
surements. However, AnonySense does not provide a robust revocation and data
verification mechanism, allowing adversaries to pollute the data collection per-
sistently. Moreover, it does not consider the device and TI privacy. PEPSI [5]
employs identity-based encryption to safeguard user privacy as well as TI privacy,
but it does not address user location privacy and accountability. Furthermore,
PEPSI is vulnerable to collusion attacks from users and TIs [13].

RPPTD [4], a privacy-preserving truth discovery framework without a
trusted third party and non-colluding entities, has the users add noise to the
sensed measurement before signing them. While the system assumes the exis-
tence of ground truth, it does not deal with incentives, user and TI privacy,
and accountability. PRICE [29] offers another privacy-preserving truth discov-
ery scheme emphasizing secure and privacy-aware incentivization, but it does
not address accountability and anonymity.

Table 1. Features in secure and privacy-preserving MCS architectures. : Feature
present. : Not fully addressed/considered. : Feature missing

Name Sybil
Resilience

Accountability Data Ver-
ification

Enrollment
Secrecy

User
Privacy

Location
Privacy

Device
Privacy

Data
Privacy

TI
Privacy

This Work

SPPEAR [8]

SPOON [18]

PRICE [29]

ZebraLancer [16]

EPTSense [25]

RPPTD [4]

PEPSI [5]

AnonySense [23]

A number of studies use blockchains as service providers for MCS [26,30].
ZebraLancer [16] allows users to participate anonymously in tasks while ensuring
data confidentiality and fair incentives. Although it facilitates revocation, it lim-
its users to submit only a single measurement, creating constraints for real-world
applications and hardening compatibility with other systems.

SPOON [18] focuses on precise task allocation paired with reputation man-
agement while preserving user privacy. Tasks are allocated to users based on
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their credits (reputation) and location without revealing any. However, the ser-
vice provider links users to the tasks, and accountability is not considered. Fur-
thermore, users are assumed not to be able to spoof their device locations.

SPPEAR [8,9], in conjunction with SHIELD [10], is a comprehensive S&P
MCS architecture in the literature. SPPEAR enables anonymous contribution
to the tasks, supports revocation, and fair remuneration. However, it does not
consider TI privacy and user control.

The aforementioned works do not consider modularity and user control as
design goals for their system. Although regularly addressed in isolated works,
TI privacy and enrollment secrecy are usually of secondary importance in works
and seldom addressed together with other requirements [5,8,18,23,25].

5 Architecture Overview

In this section, we give an overview of the system entities in Fig. 1 comprising
our architecture. Infrastructure entities are modular; they do one thing and sat-
isfy one requirement, autonomous; operate independently, and handle individual
requests without any collaboration from other entities, and flexible; they support
multiple policies for actors to pick based on their needs, can change over time,
and are involved in different ways (e.g., supplying keys to vehicular communica-
tion systems). Consequently, the architecture endorses the separation of duties
principle [22].

Task Initator (TI) and Task Announcement Channel (TAC): TIs create
tasks, and users select the ones that interest them. TAC facilitates the announce-
ment and browsing of various tasks. The publishing process for tasks can take
multiple forms: Tasks are either evaluated by the system or another trusted
entity before they are published, or they can be published without restrictions,
placing the responsibility of evaluation solely on individual users. For enhanced
privacy and security, a task release procedure is utilized, configuring tasks to be
visible only to users satisfying specific preconditions, e.g., users with a specific
type of sensor.

Mobile Client: Users interact with the MCS system and contribute to the tasks
with a mobile app on their mobile devices. The app enables users to register,
select tasks, collect rewards, and participate in tasks. The platform of the mobile
client is not only smartphones, as such apps can be utilized by a broad range of
devices, e.g., vehicular systems, UAVs, etc.

Registration Manager (RM): RM serves as the initial point of contact
between the mobile client and the infrastructure. With two primary respon-
sibilities, the RM registers new users and validates the presence of devices and
users entering the system.



480 C. Eryonucu and P. Papadimitratos

Fig. 1. System model

Credential Manager (CM): Issues and manages long-term credentials
(LTCs) for registered participants. CM issues two types of credentials: Anony-
mous authentication based schemes and public key cryptography (PKC) based
primitives. CM also handles credential exchange between external PKIs and
identity providers (i.e., Google).

Submission Manager (SM): Tasked with providing users with essen-
tial tools and privacy-enhancing technologies (PETs) to submit data in a
privacy-preserving manner, most frequently, pseudonyms, digital certificates
with anonymized identities. SM can also procure tools required in PETs, i.e.,
primitives for differential privacy, secure multi-party computation (MPC), etc.
SM handles task enrollment requests and, consequently, issues pseudonyms/tools
for users.

Data Server (DS): It collects, stores, and aggregates user-collected data. DS
also has data verification functionality, sifting the user-submitted data based on
the perceived quality and accuracy. Deemed maliciously and wrongly submitted
data are excluded and are not included in the task aggregates. DS issues receipts
to users upon their data submission.

Resolution Authority (RA): Eviction of users and revocation of their cre-
dentials are mediated by the RA. The revocation procedure starts when a user
misbehaves and detected by the system entities. The system then revokes the
detected users’ credentials. The accountability of the potentially compromised
or deviant entities is also overseen by the RA.



Security and Privacy for Mobile Crowdsensing 481

6 Protocols

The architecture utilizes PKC and attribute-based cryptography (ABC) as pro-
tocol building blocks. Each entity has its own key pair and certificate signed by
the CM, as well as the public parameters of ABC constructions, to be able to
verify attribute-based signatures. Only mobile clients have the attribute-based
keys (ABKs) to decrypt task descriptions and authenticate themselves to enroll
for tasks. The network connection between entities and clients is secured via
server-authenticated transport layer security (TLS). We describe cryptographic
preliminaries for protocols before we describe them. Table 2 provides notations
and abbreviations.

Table 2. Table of notations

Notation Description

RM Registration manager

CM Credential manager

SM Submission manager

DS Data server

TI Task initiator

RA Resolution authority

ABKpattern Attribute-based key with pattern

t, ts, te Current, start, and end timestamp

λ Attribute universe size

l Userid length

n Number of active tasks

k Number of IDs in the CRL

[m]pattern Message m encrypted with pattern

{·}σpattern , {·}pattern Signature σ generated with pattern

h(·) Hash function

Epattern(·) Encryption function utilizing a pattern

Dk(·) Decryption function with key k

6.1 Preliminaries

We utilize ABC as a main form of LTC. We use the JEDI scheme [15] as a
building block based on identity-based encryption WKD-IBE [1]. First, we define
patterns, a λ-sized list of integers and wildcard symbols with the following format:

pattern = {P (i);P (i) ∈ Z
∗
p ∪ {∗}, i ∈ {1..λ}}

ABKs, signatures, and ciphertexts have patterns. Patterns play a crucial role
in authentication and decryption, facilitated by a ’match’ function. We say
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match(patternx, patterny) returns True iff ∀i ∈ {1..λ} : (Px(i) = Py(i)) ∨
(Px(i) = ∗). The asterisk (∗) denotes an optional value in patterns, indicat-
ing that the field is capable of matching any value. The optional values can
be delegated to be transformed into fixed values, generating a brand-new pat-
tern. Once an optional value is delegated and assigned a specific value, the field
becomes final and loses its optional status.

Delegation of patterns gives control to users as it enables them to modify
their attributes. Users may use this feature not to disclose some of their existing
attributes. In our scheme, we allocate 25 fields specifically for the most common
types of sensors typically employed in crowdsensing, i.e., i = 1 for Bluetooth,
i = 2 for GPS, etc. We assign 6 fields to represent the date, time, and week
number to specify the ABK validity and facilitate passive revocation. Finally, we
designate 64 fields for the Userid to aid credential revocation. Owned attributes,
such as a microphone, can be proven by generating a signature using those
attributes. The patterns reinforce user control, ensure secure task enrollment by
matching them with clients’ sensory capabilities, establish credential expiration
by denoting valid time periods as attributes, and aid in revocation procedures
by incorporating Userid into the keys.

The utilized functions of the ABC scheme are as follows:

– setup(λ): Takes pattern universe size (λ) as input, then initializes and returns
the master secret key (msk) and public parameters (params).

– keygen(msk, params, pattern): Generates a key ABKpattern with given pat-
tern using public parameters and master secret. If the input is another key
instead of a msk, a new key, ABKpattern, is generated (if the key pattern
matches the input pattern); this is also called key delegation.

– encrypt(params, pattern,m): Encrypts the given message (m) with the pat-
tern. Returns the ciphertext as [m]pattern. Note that one does not need a key
to encrypt a message.

– decrypt(ABKpatternu
, [ciphertext]pattern): Decrypts the ciphertext using the

given ABK. patternu must match the ciphertext pattern for successful
decryption.

– sign(params,ABKpatternu
, pattern,m): Generates a signature (σpattern) for

a message (m) with a specific pattern. ABK patternu must match the signa-
ture pattern.

– verify(params, pattern, σpattern): Returns true if the signature (σpattern) is
generated using pattern, otherwise false. One does not need an ABK to verify
signatures.

6.2 High-Level Overview

We discuss first, in brief, the overall system operations corresponding to Fig. 1,
then present in more detail each protocol. Initially, the mobile client registers
with the RM, and it undergoes what we term as Sybil probing test for verification.
Once successfully verified, the RM issues a short-term token to certify the client’s
sensors and capabilities (Step 1). Using this token, the client acquires an ABK
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with defined capabilities and a task enrollment ticket from the CM (Step 2). The
client then fetches available tasks, decrypts only the ones it can participate in,
and picks the desired task (Step 3). The client proves it is capable of carrying
out the task by authenticating itself using the ABK and presenting the ticket to
enroll in a task. After successful enrollment, the client receives pseudonyms from
SM (Step 4). Finally, the client collects measurements and submits data, signing
it with a private key corresponding to a pseudonym and receiving a receipt as
proof of submission (Step 5). This receipt is then used to request payments from
the TI (Step 6).

6.3 Device Registration

The registration manager is the first point of contact between mobile clients
and the S&P MCS architecture every time they want to use the system. Its
responsibilities encompass user management and coordinating the Sybil-probing
process.

The purpose of Sybil-probing is two-fold: Determining the mobile client’s sen-
sory capabilities and safeguarding the system against Sybil devices. The mobile
application gathers information about the device’s capabilities while simulta-
neously validating its functioning. The app does not collect unique identifiers
associated with the device but rather performs sanity checks [2], detecting the
potential sensors that will be utilized by the client. The sensor condition can be
established through various steps, including collecting sample data, validating
calibration information, and analyzing diagnostic data. It is important to note
that only the sensor condition, which involves the presence and capabilities of
the sensor, is shared with the RM. No private data pertaining to the device is
disclosed. Subsequently, Userid, condition of the sensors, validity period, token’s
scope, and a random number, r, are then bundled together and signed by RM
to create a short-term token. We define the token format as follows

token = {Userid, ts, te, scope, sensors, r}σRM

The scope can be ABK for acquiring ABK, ticket for using the token as
a task-joining ticket, and authenticate for utilizing the token as a system-wide
credential. Specifically, an ABK token is used for authenticating the client to
the CM, with a short validity period. Once verified, the CM issues an ABK for
sensors defined in the token field sensors. Only one ABK token can be active at
any given time per client. The authenticate token provides access and authenti-
cation for system operations, e.g., obtain pseudonyms, make contributions, etc.,
allowing clients to engage with different parts of the system without specialized
cryptography, which may be crucial for some types of clients (i.e., low-power
devices).

The issued tokens are in OAuth2 format [19], the industry-standard frame-
work enabling parties to authenticate to third parties without using user creden-
tials. OAuth2 enables compatibility with existing services and makes adoption
easier with external parties easier. Sybil-probing occurs every time a user starts
the mobile client and also periodically to verify the client is an actual device.
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6.4 Credential Acquisition

The CM is tasked to issue Long-term credentials (LTCs) and task-joining tick-
ets. LTCs are typically issued as ABKs but can be issued as ordinary digital
certificates as well. We utilize tickets to enable revocation and regulate access to
the tasks. Depending on the use case, both may have extended validity periods,
e.g., lasting several days to weeks, compared to tokens issued by the RM.

With an ABK token from the RM, a mobile client can request an ABK. The
token, encoded with a sensor list and Userid, becomes the blueprint for creating
the key’s pattern. Each sensor field value represents the version number of the
corresponding sensor. For instance, if a client possesses Bluetooth 5.1, this would
be represented as P (1) = 51. If the client does not have a particular sensor, the
value for that field is assigned as 0.

The CM has the authority to define the key’s validity period, allowing users to
utilize the key over an extended timeframe. This flexibility can be demonstrated
by, e.g., leaving the key’s pattern’s day field as optional, ensuring the key remains
valid for an entire month. Alternatively, the week number field can be employed
to extend the key’s validity to span a full week. Finally, the Userid fields are set
in binary format.

We utilize task-joining tickets as the building block of the revocation pro-
cess. This is facilitated through the use of authenticated tickets, which securely
link clients to their pseudonyms while maintaining their anonymity. The ticket
structure is defined as follows:

ticket = {h(Userid, ts, te, r), (ts, te)}σCM

The user ID remains confidential as it is hashed together with a random
number and the ticket’s start and end times. This obfuscates the user’s identity
while still allowing the CM to disclose it when necessary. The CM dispenses
tickets to clients, provided they haven’t exceeded the permitted number of tasks.
Tickets can be provisioned ahead of time for later usage to enhance user control.
One can also utilize tokens with a ticket scope instead of tickets.

6.5 Task Release and Enrollment

The system stores task definitions in the task channel. Depending on the TI
policies, tasks can be encrypted using their specific policies (patterns) or can
be in plaintext. Clients without the capabilities for a particular task cannot
decrypt or authenticate with the patterns defined in their ABK, so they can
neither access the definitions nor participate in those tasks. We outline the task
release protocol as follows:
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:Task Channel :Client :SM

1.a Fetch
1.b [Tasks]

2. Task release

3.a Ps request,
{ticket}policy

3.b Verify

3.c psnyms

Step 1. The client retrieves encrypted tasks and their associated patterns from
the task announcement channel. The client refrains from querying tasks with
its preferences as it would reveal its attributes. The TAC returns encrypted
tasks bundled with their policies, [Tasks] = {[taski]policyi

; i ∈ {1..n}}.
Step 2. The client decrypts all suitable tasks with its ABK whilst disregarding

tasks with incompatible patterns. More formally, the client operation can
be denoted as Client : DABKu

([taski]) if match(ABKu, policyi) for all i ∈
{1..n}. Upon selecting a task to join, the client generates key pairs for the
subsequent certificate signing requests (CSRs), with the number and lifetime
set as per the task specifics.

Step 3. Upon selecting a task to join, the client generates key pairs for the sub-
sequent certificate signing requests (CSRs), with the number and lifetime set
as per the task specifics. The client sends a request for pseudonyms, coupled
with the signed task-joining ticket and CSRs. The ticket is signed with the
task’s policy, validating the client’s capability to join the task, while the ticket
anonymously binds the client to pseudonyms. CM verifies whether the signa-
ture pattern matches the task policy and whether the ticket is authenticated
and valid. After the verification, the CM issues and returns pseudonyms to
the client.
In step 3.a, the mobile client can also utilize a token with a ticket scope to
authenticate itself. If the task has a sensory requirement, the token should
also encapsulate the sensors. Tokens provide an alternative authentication
means for clients, enhancing user control and at the cost of their privacy.

6.6 Data Submission and Remuneration

The mobile client contributes to the tasks by leveraging pseudonyms or
tokens. We define each sample authenticated by pseudonym as s =
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{data, loc, radius, t}σpsi
, where data represents the required sensing for the task,

loc signifies the location of the sensing, radius designates the precision of the
position, and t stands for the timestamp. These fields are hashed and subse-
quently signed using the private key that corresponds to the pseudonym psi.
Using pseudonyms provides maximum privacy.

Clients can alternatively submit their contributions using a token with a
“submit” scope is denoted as s = {data, loc, radius, t, tokenσRM

}. This approach
circumvents the necessity of performing any cryptographic operations, such as
generating signatures, on the mobile client, as the tokens are authenticated by
the RM. Although using tokens impinges upon the mobile client privacy, it offers
better performance, compatibility, and, more importantly, flexibility.

After the verification of the submission, DS creates a receipt for the mobile
client formalized as receipt = {IDreceipt, quality, t}σDS

where quality states the
assessment of the contributed data. Clients can then send the receipts to TI to
redeem them. Alternatively, TI can pay users through forwarding payments over
the infrastructure.

6.7 User Revocation

Our architecture revokes the credentials of misbehaving any client (i.e., con-
tributing incorrect measurements to corrupt the collected data), irrespective of
the type of credentials they use. Misbehavior detection schemes [10,17], designed
specifically for the PS, can be employed to identify such attacks2. The inclusion
of ABC contributes to the integration of data verification and truth discovery
schemes.

Revocation can be tailored to the system needs and can take several forms,
ranging from barring clients from a single task to expulsion from MCS. Our
architecture allows the revocation of all issued credentials, with the exact revo-
cation strategies being left to the discretion of the system operators.

Upon detection of misbehavior, the RA is alerted to initiate the process. The
revocation request includes the malicious client credentials, a pseudonym set, or
a token. This is then forwarded to the issuing entity to pinpoint the misbehaving
user. The identification process is straightforward if the data submission involves
a token, as the Userid is tied to the token. For submissions with pseudonyms,
the RA consults the SM to obtain the ticket used during the task enrollment.
This request also prompts the SM to revoke any remaining pseudonyms linked
to the user. This ticket is sent to CM to resolve the Userid. Finally, CM adds
the Userid to the credential revocation list (CRL) and informs RM to halt any
further credential issuance.

Revoked credentials can no longer be used. This is apparent in the case of
revoked tokens, which include the bearer’s ID, allowing the verifier to compare
the ID with the CRL directly. However, with ABK signatures being anonymous,

2 The construction of these misbehavior detection methods is beyond the scope of this
work and therefore is not discussed here.
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CRL:
00110101
01110011
10101100
11010010

Submission
Manager

ID: 01101010

Fig. 2. A client proving it is not revoked. Each colored bit in the signature pattern
affirms the user is not on the CRL

a mechanism is required to enable entities to verify whether the signer credentials
were revoked.

To demonstrate their credentials are still valid, clients disclose a number of
bits of their Userid, an unrevoked subset, to the authentication pattern before
signature generation. Given that every Userid is unique, if a user is not listed on
the CRL, then at least one bit differs from any ID on the list. Revoked clients
cannot find such a bit or subset and thus cannot authenticate.

We provide an illustration of the authentication process depicted in Fig. 2.
For simplicity, we assume Userid is 8-bits long, and four IDs are listed on the
CRL. The client examines the CRL to assemble its unrevoked subset. The first
bit, shaded in red, eliminates the last two entries, also colored red, from the list.
The bit colored in green eliminates the top entry, and the blue bit effectively
cancels out the remaining entry. Note that the revealed patterns ultimately leak
information about the Userid. The extent of the leakage depends on the ID
length, number of revoked IDs in the CRL, and unrevoked subset construction.
We further explore these relationships in Sect. 8.

We design two primary strategies to devise unrevoked subsets: random and
greedy bit selection methods. The random method randomly selects Userid

indices in each iteration, adding them to the subset if they eliminate any Userid.
Then, it updates the list, eliminating the IDs in CRL based on the last added
bit, and proceeds to the next iteration until no IDs are left in CRL. However,
there is a chance that the method might choose an index that does not eliminate
any IDs, exemplified by the 3rd bit of the Userid in Fig. 2, and it may not always
yield the optimal subset.

We can employ a greedy method to find the least revealing subset. In this
method, the client selects the bit that results in the highest ID elimination from
the CRL until all IDs are eliminated. The selection process involves identifying
the index i that mini∈{1..l}fi(ID(i)) where fi(bit) finds the frequency (occur-
rence) of the bit in index i of the CRL and ID(i) returns the Userid for the
index i. However, there is a drawback with performance as the entire CRL,
involving l columns and k rows, is scanned to find the index, remove it, and
repeat for the reduced CRL. On average, every selected bit halves the IDs in
the CRL. Only the residual list is examined for subsequent iterations, making
a logarithmic growth rate and expected subset size of random method O(logk)
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with k representing the CRL size. The greedy method examines all indices (l
columns) in every iteration, resulting in a O(l∗ logk) complexity. For small-sized
lists, revealing a single bit could be sufficient for the subset.

7 Security and Privacy Analysis

We informally analyze how the proposed protocols and architecture achieve the
defined requirements. Note that the collusions between entities do not break the
requirements; e.g., if some parties need to collude to break an actor’s privacy,
we still consider the requirement as addressed.

User identities are shared only with the RM during the initial registration,
and then the user is assigned to its system ID, i.e. Userid. The RM only knows
about this binding. The Userid is revealed only to CM when obtaining tickets
and ABKs. Apart from this, the CM does not know anything about the client
and its actions.

Clients authenticate anonymously via attribute-based signatures, preventing
the SM from linking pseudonym requests revealing a small subset of their IDs
during authentication. Further, the presented ticket has its Userid masked. All
in all, the SM does not know which client requested the pseudonyms for a specific
task, nor can it link any two requests to a client. Lastly, the CM issues the tickets
without any task information, so task privacy is protected.

Table 3. Colluding entities and their combined intelligence

Entities Information Exposure Possible Ramifications (if any)

RM Userid The RM knows the user is registered with id

CM sensors, Userid The CM infer that Userid has the sensors

SM psnyms, Taskid, ticket The SM infer that an anonymous user has
pseudonyms for the Taskid

DS s, receipt
psnyms, Taskid

The DS know that submissions
come from some user for a specific task

RM, CM sensors, Userid No new information gained by this collusion

RM, SM Userid, psnyms
Taskid, ticket

The RM and the SM cannot link
any credential with Userid

RM, DS Userid, s, receipt
psnyms, Taskid

Userid do not have any connection
to the pseudonyms, submissions, and receipts

CM, SM psnyms, Taskid, ticket
sensors, Userid

The entities can learn Userid with
sensors obtained pseudonyms for a task

CM, DS Userid, s, receipt
psnyms, Taskid

There are no ways to link
Userid with the psnyms

SM, DS psnyms, Taskid, ticket
s, receipt

They can infer and track the
submissions made by an anonymous user

CM, SM, DS all Entities can identify a Userid’s task participation
history and submissions
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Mobile clients use pseudonyms for data submission, ideally fresh for each
submission. Using the same pseudonym for multiple data submissions allows a
curious DS to trivially link the submissions. Issued credentials (tickets, tokens,
ABKs, pseudonyms) have non-overlapping validity times to prevent Sybil-based
attacks. This limits data submission to one per client at any given time. Unless
clients abandon their anonymity by using tokens, making it trivially detectable
if they misbehave.

Device identifiers are validated locally on the client devices and are never
collected by any entity. Network identifiers can be hidden by the utilization of
the TOR network. Tasks can be encrypted to block unwanted parties from seeing
the task details. TI identity is only known to the RM at the time of registration.
Task creation is done through the TAC using tokens with one-time user IDs
(R1).

Receipts are signed by the DS, making it impossible for malicious users to
forge them. Furthermore, no receipts can be used twice - they are consumed
when used (R2). Communication among any entity is over server-authenticated
TLS, except while using pseudonyms during the data submission, thus achieving
communication authenticity, integrity, and confidentiality (R3).

Scopes defined on the issued tokens denote the access rights of the clients.
Only the CM can generate ABKs with patterns. The task selection will always
be limited to the defined sensors on ABK because clients cannot see or join
tasks that require sensors they don’t have. Tickets provide authorization for
participation in tasks (R4).

Data verification schemes deserve their own independent inquiries, so we do
not design a new data verification scheme for this work. However, we make our
system to be compatible and integrable with such schemes like [10] and utilize
them (R5).

The RA resolves any suspected misbehaviors and, if found guilty, initiates
the revocation process. Evicted users are prevented from doing any operation
within the system since their credentials are revoked, and they cannot get new
credentials (R6).

Table 3 provides insight into what MCS colluding entities infer about
the users and the implications. No pair of colluding entities can completely
deanonymize users. Moreover, the majority of the two-entity collusions do not
result in new information leaks compared to their non-colluding states. The
only time the system learns everything about the users is when CM, SM, and
DS collude. Any other combination of three entities cannot achieve complete
de-anonymization. Some of the entities can be run by the same organizations,
given there are no privacy/security conflicts. For example, a TI can also employ
its own DS with adjustments to the remuneration process, as users should be
remunerated. The collaboration of CM, SM, and DS is needed for complete revo-
cation. By adhering to the principle of separation of duties, a system of checks
and balances needs to be in place to detect and handle any misbehavior.
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8 Implementation and Evaluation

We implemented system entities in JavaScript and Python and developed a
mobile client app for Android devices. We use OpenSSL for cryptographic oper-
ations, i.e., to generate ECDSA key pairs for entity digital certificates and
pseudonyms. We implemented a wrapper library for ABC to utilize the core
JEDI pairing library [15] in the mobile environment. We conduct experiments
on smartphones in Xiaomi Redmi 9, released in 2020, an entry-level device with
modest resources, and we host our server entities in an HP Z440 workstation with
96 GB of RAM. All the plotted values are averaged over 200 measurements and
fall within a 95% confidence interval, but we do not show the intervals because
the intervals are too tight (i.e., interval sizes are in the orders of microseconds).

Fig. 3. Impact of pattern size over cryptographic operation latency.

We experiment with protocols using ABC, i.e., task encryption, release, and
enrollment. We wish to understand how the ABC affects the protocols and how it
scales with larger pattern sizes. We additionally investigate how these operations
perform in the background, i.e., when the phone is locked. Figure 3a shows the
execution times for encryption and decryption, averaged over 200 measurements
with an increasing number of patterns. Realistically, tasks are encrypted with
patterns less than size 15, as they only need the required sensors and validity
time. We see that a larger pattern size increases the encryption time; still, the
operation is highly efficient in a mobile environment, even in the background.
Encryption is a rare operation, only used when TAC requires task details from
TIs. Comparatively, decryption is a frequent operation; all suitable tasks are
decrypted by mobile clients when they want to access the tasks. The number
of active tasks at a given time, thus the number of decryptions, varies, but the
decryption time (latency) is low, allowing for many descriptions in a short time,
e.g., 50 task descriptions per second on the background power. This is further
reinforced by the fact that decryption times are unaffected by the pattern size
on the ciphertext, as seen in Fig. 3a.
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Figure 3b illustrates the signature generation and verification performance,
with varying numbers of patterns. Execution time grows linearly with larger pat-
terns. We can see that the sign operation is cheaper than verify. This is advanta-
geous for mobile clients, which are usually resource-constrained compared to the
server. When in the background, both operations take 1.5 times longer but still
grow linearly. Nevertheless, they perform comparably to widely employed PKC
schemes [24] and create no major performance issues in the mobile environment.

Fig. 4. Impact of CRL size on the number of revealed bits during authentication.

We assess the privacy exposure of the unrevoked subset during the task enroll-
ment process. An increase in the number of clients in the CRL requires more
bits to validate the IDs’s absence in the CRL. We investigate the effect on the
number of disclosed bits, considering varying Userid bit lengths, for both bit
selection methods in Fig. 4. Both method’s effect on privacy exposure exhibits a
logarithmic trend with respect to the CRL size. The greedy bit selection method
discloses 30% fewer bits than the random method. It is noteworthy that the
Userid length, l, does not influence the random selection method as the unre-
voked subset is considerably smaller than l. However, for the greedy method,
the larger l means more indices to look for the optimal index, which can yield
better results.

9 Conclusion

We presented an S&P MCS architecture focusing on relatively overlooked design
goals of TI privacy, user control, and relevance. We brought attention to mod-
ularity and interoperability for the MCS architecture entities focusing on their
autonomy, flexibility, and usability as a fresh design goal. We evaluated how
we addressed the discussed requirements and made experiments to demonstrate
the efficiency and practicality of the proposed protocols. Future research direc-
tions can include experimentation on tokens, formal analysis, rigid sybil-probing,
alternative data submission policies, and security/privacy exposure labels.
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Abstract. The vast adoption of cloud computing has led to a new content in rela-
tion to privacy and security. Personal information is no longer as safe as we think
and can be altered. In addition, Cloud Service Providers (CSPs) are still looking
for new ways to raise the level of trust in order to gain popularity and increase
their number of users. In this paper, a systematic literature review was carried out
to identify the different methodologies, models and frameworks regarding privacy
engineering and trust in cloud computing. A detailed review is produced on the
specific area to bring forward all the work that has been carried out the recent years
using a methodology with a number of different steps and criteria. Based on the
findings from the literature review, we present the state-of-the-art on privacy and
trust methodologies in cloud computing and we discuss the existing conventional
tools that can assist software designers and developers.

Keywords: Privacy · Trust ·Methodologies · Privacy Requirements Engineering
Methods · Cloud Computing

1 Introduction

After a hesitant and uncertain start, cloud computing has prevailed over the comple-
tion in Information Technology (IT) and became dominant in the field. Although there
are certain issues concerning users’ privacy and security, due to its transformational
nature, cloud computing continues to expand and has been accelerated especially in the
pandemic according to Flexera report [1]. The same report highlights the role of cloud
computing in the competition and its importance on theways an organization approaches
its cloud strategy.

Cloud computing dominant utilization poses new challenges for both providers and
consumers, especially as far as privacy protection is concerned [2]. Users’ privacy is of
vital importance and the cloud vendor should provide all the necessary actions to warrant
that no personal information will alter or leak. Despite the success of cloud technology,
vendors still cannot provide transparency to users so that the users be able to knowwhere
their data resides, how it is managed and who has access to it, at all times. Razaque et al.
[3], agrees that in order to build trust between users and cloud computing, Cloud Service
Providers (CSPs) should find ways to preserve data privacy at all times. Several scandals
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concerning stolen or misused data have been revealed, resulting in the users losing their
trust in who they allow to handle their data [4].

The past years a number of researchers focused on finding solutions regarding on
one hand the privacy in the cloud and on the other hand, to establish trust between users
and companies/providers, among others. Several reviews have already been published
regarding privacy requirements methods and trust methods [5–7]. Trust and privacy are
two interdependent concepts, as by protecting users’ privacy, trust is increased. So, a
review which connects both methodologies is needed. Within this paper, a literature
review is taking place regarding privacy engineering methodologies and users’ trust
in cloud computing. A detailed review is produced, based on the review of the area
in order to bring forward all the work that has been carried out both in privacy engi-
neering methodologies and users’ trust. In addition, this research introduces the privacy
engineering methods used for the analysis and elicitation of privacy requirements. Vari-
ous privacy engineering methodologies have been proposed aiming to support software
developers at the early stages of system design.

The remainder of the paper is as follows: Sect. 2 describes the literature review
methodology (e.g., search method, keywords, exclusion, and inclusion criteria). In
Sects. 3 and 4, a presentation of the existing privacy engineering and trust method-
ologies in cloud environments is performed while in Sect. 5 a discussion on the findings
of the study is presented. Finally, the conclusion of the study is expressed in Sect. 6.

2 Methodology

In order to produce this literature review, a number of different steps were followed.
Since there are two areas (privacy and trust methodologies) with different content, the
keywords used in the search were divided into two different categories. In this case,
two literature reviews were conducted, the first one concerns privacy methods and the
second one trust methods. Studies which are written in English were searched in Google
Scholar, Scopus, IEEExplore, ACM Digital library and Google.

Two main research questions were addressed. The aim of the first research question
is to find which privacy engineering methodologies have been published and which
steps have been recorded. The aim of the second research question is to record all trust
methodologies and their phases. The search was applied to the titles, abstracts, and
keywords of studies to be sure that each study will be appropriate for this research.
The document type for both reviews was selected to be “conference papers”, “journals”,
“workshop papers” and “chapters” while the publication stage was “final”. The search
strategy is presented in Table 1. Due to the large number of results, it was needed to
define inclusion and exclusion criteria, as presented in Table 2.

The first keywords were used to search for results in the databases for the privacy
methodologies, while the second keywords for the trust methodologies in relation to
privacy. Regarding privacy engineeringmethods, the search string used to collect studies,
was constructed using the Boolean OR and the Boolean AND, namely the search terms
“privacy requirements engineering” OR “privacy requirements methods” OR “privacy
frameworks” OR “privacy approaches” AND “cloud computing”, were used. The search
was limited to the last twenty years. The search results returned 220 papers, and after



496 S. Simou et al.

Table 1. Search strategy

Academic databases searched IEEExplore
Scopus
ACM Digital library

Other data sources Google (including google scholar)

Target items Journals papers
Workshop papers
Conference papers
Chapters

Search applied to Titles
Abstracts
Keywords

Language English

Publication period From 2000 until today (privacy methods)
From 2011 until today (trust methods)

Table 2. Inclusion and exclusion criteria

Eligibility criteria

Inclusion criteria Academic journal, conference, workshop, chapter papers which include
privacy engineering methodologies and trust methodologies
Studies which include steps regarding methods
Papers written in English
Publication date: since 2011

Exclusion criteria Duplicates
Studies without steps
Studies whose full text is not accessible
Papers available only in the form of abstracts
Short papers
Posters

excluding duplicates, studies whose full texts were not accessible, short papers, posters,
and papers in the form of abstracts 79 were screened. After reading all these, we came
up to 11 papers.

Regarding trust methods, the search string used to collect studies, was also con-
structed using the Boolean OR and the Boolean AND, namely the search terms “trust
methods” OR “trust frameworks” OR “trust approaches” AND “cloud computing” AND
“privacy” were used. The searching process was limited to the last years (since 2011)
and the language to English. Regarding the second research questions, the search results
returned 712 papers. The next stage was to exclude all duplications, not accessible, short
papers and posters. From this process, 46 articles were included. The last stage was to
exclude all the irrelevant articles by reading them. The remaining papers that meet the
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criteria in relation to trust methodologies and privacy were 12. According to the results,
most of the methodologies have been published during the last ten years. It is important
to note that methods regarding trust, were started to be published in 2012. In Fig. 1, the
publication date of all methods is presented.

Fig. 1. Privacy and trust methods-publication per year

3 Privacy Requirements Engineering Methods

The consideration of privacy as part of a system’s development process is an important
aspect towards the development of privacy-aware systems. A number of privacy engi-
neeringmethods have been developed in order to support privacy requirements elicitation
for various software systems.

In [8], LINDDUN, a privacy threat analysis framework, has been described for the
elicitation and fulfillment of privacy requirements. LINDDUN first step concerns the
design of a data flow diagram and the identification of threats. As authors mention, there
are seven types of threats, Linkability, Identifiability, Non-repudiation, Detectability,
Information Disclosure, Content Unawareness, Policy, and consent Noncompliance. For
the collection of threat scenarios of the system, threat trees and misuse cases are imple-
mented. Developers are supported for the selection of the appropriate techniques for the
satisfaction of privacy requirements through privacy-enhancing technologies (PET’s).

The method SQUARE for privacy [9] is an extension of the SQUARE methodol-
ogy [10]. The first approach concerns security requirements, while in SQUARE for
privacy also the elicitation and prioritization of privacy requirements is presented. The
same steps are used in conjunction with the Privacy Requirements Elicitation Technique
(PRET tool) [11], which uses a database of privacy requirements based on privacy laws
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and regulations. According to Kalloniatis et al. [12], PriS method is a goal-oriented app-
roach. PriS considers privacy requirements as organizational goals. This method uses
privacy-process patterns to describe the affected organisational processes by the privacy
goals. Additionally, the aim is to model organisational processes regarding privacy and
to support the selection of the most appropriate techniques and architectures for the sat-
isfaction of these processes. In this method, for the identification of privacy goals eight
privacy concepts have to be considered, i.e., authentication, authorization, identification,
data protection, anonymity, pseudonymity, unlinkability and unobservability. A formal
case tool has been developed for the implementation of this method [13].

In [14], a model-based approach which considers privacy and security require-
ments has been presented. Specifically, two engineering methods were integrated and
Secure Tropos with PriS was developed. Secure Tropos aim is the identification of secu-
rity requirements. While privacy concepts are also important, Secure Tropos has been
extended by introducing PriS method. Thus, security and privacy requirements are con-
sidered in parallel at the early stages of system development [15]. The RBAC framework
[16] is an agent-oriented framework. The aim is linking privacy requirements and low-
level access control policies. Authors present how to model privacy requirements as
constraints and contexts of permissions and users’ roles in order to define policies.

The STRAP [17] model is based on a structure analysis of privacy vulnerabilities.
It is a goal-oriented approach, and the aim is to support developers to identify privacy
requirements during development processes. This method includes four steps, namely,
Analysis, Refinement, Evaluation, and Iteration. In [18], i* method is presented which
focuses on analyzing, modeling and designing the organisation’s processes at the early
stages of system design. The target of this method is to design a model which captures
all the involved actors and their dependencies. A case tool has been developed for this
method, called Organisation Modelling Environment (OME) [19].

An interesting approach was published in 2019, where the aim is to support users
to identify the privacy requirements in a software system [20]. The recommender-based
privacy requirements elicitation approach EPICUREAN includes modelling and data
mining techniques to recommend privacy settings to users and describes three phases,
Preparation, Training, Application. The Privacy Criteria Method and the PCM tool [21]
support agile software developers to elicit privacy requirements. Thismethod can be used
with any requirements specification technique. The PCM tool includes eight steps, i.e.,
Basic Information Specification, Actors Specification, Trust Relation of Actors Spec-
ification, Personal Information Specification, Purpose of Task Context Specification,
Privacy Constraint Specification, Risk Scenario Specification, Privacy Mechanism(s)
Specification.

In [22], P-RAMS framework is presented for smart-grid-specific privacy require-
ments, which extends previous privacy requirements engineering approaches. Authors
present a threat tree analysis, which delivers a classification of privacy specific threats.
In [23], a Core Ontology for Privacy requirements engineering (COPri) was presented.
The aim is to support software developers by providing privacy concepts during the elic-
itation of privacy requirements. It includes five main phases, namely, scope & objective
identification, Knowledge acquisition, Conceptualization, Implementation, Validation.
In 2021, COPri v.2 [24] was proposed which has been extended based on the feedback
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received from privacy and security experts. Specifically, authors extended the analysis
support and the implementation and validation steps.

4 Trust Methodologies

Since the beginning of the cloud computing introduction, users are seeking solutions to
keep their data safe and built a level of trust with the ones who host and handle their
data. This is a difficult task since it involves different aspects and entities. Nevertheless,
many researchers proposed their works and developed trust mechanisms in the cloud.
In this section, the trust methodologies, and models, identified in the literature review,
are discussed. In order to find recent methodologies and up-to-dated, the years included
were dated back to 2011.

In 2013, Wu proposed [25] a trust evaluation model based on the theory of belief
functions, also referred Dempster–Shafer evidence theory (D-S) and sliding windows
for cloud computing. According to their theory, there is a dynamic form of the interaction
evidence, and the trust evaluation involves and depends on interaction between the Cloud
Service Provider (CSP) and theCloudUser (CU). Themodel is simple in executionwhile
the extensibility of the system is improved by allowing only valid interactions to affect the
trust degree of entities. The experimental evaluation shows that the success interaction
rate of the system is increased due to the identification of the malicious entities and the
service provision refusal [25]. The same year Huang categorizes the trust mechanisms
for cloud computing in five different categories: reputation based, SLA verification
based, transparency mechanisms, trust as a service, and formal accreditation, audit and
standards [26]. They developed an informal and abstract framework for analyzing and
modeling trust in cloud. A policy-based trust mechanism is used to trust the provider
or the service, whenever it conforms to a trusted policy and a presentation of a general
structure of evidence-based trust is produced as evidence for trust judgment to support
the mechanism.

The following year, the privacymonitoring framework for enhancing transparency in
cloud computing [27] is presented by Shabalala. The framework facilitates compliance
with privacy laws, regulations and standards, it provides the mechanism that catches the
events and alerts the user, and it prevents unauthorized users from accessing confidential
data by encrypting data in transit and at rest. It uses an information events and access logs
analyzer component to enable user to build a detailed timeline of past events, in relation
to its data (where it is stored, who has access, how to protect). The component monitors
the operation carried out on the outsourced data. The experimental results show that the
framework is easy to use, it provides transparency on how the data is always handled
and user awareness [27]. Although the framework could be included in the previous
section (Sect. 3), we decided to integrate it in this section since the transparency is a
basic ingredient of the trust.

Salih and Lilien, in 2015, proposed a mechanism named Active Privacy Bundles
using a Trusted Third Party (APB-TTP) for protecting users’ data and privacy in the
healthcare field [28]. They use TTPs for maintaining data on the trust levels of visited
hosts (VHs) and providing them toAPBs upon their request. The issuewith this approach
is that the authors did not validate the specific mechanism to get a better picture on a
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real case scenario. Another mechanism to handle users’ data in a proper and secure way
is presented by Polash and Shiva that focuses on users’ transparency in the cloud [29]. It
presents the cloud service certification process and moves a step forward by providing a
comparative analysis of the existing cloud service certification organization. The authors
point out the importance of the confirmation of the standards and best practices the
providers follow (cloud service certification process) and present the aspects that can
help to increase users’ cloud confidence. By doing so, they assist customers to judge the
acceptability of a cloud service certification scheme.

Based on the third-party auditor (TPA),Razaque andRizvi presented a triangular data
privacy-preserving (TDPP)model that supports public auditing in cloud environment and
provides the line of trust among all the key stakeholders [3]. The model authenticates all
the stakeholders, ensures the integrity of theTPA, enforces the Service LevelAgreements
(SLAs) between users and cloud providers, ensures the message authentication at the
provider side and determines the conspiracy role of TPA. The authors provide detailed
tests in a variety of different scenarios in order to evaluate the model. The results show
that the model effectively develops a TPA-centric trust between users and providers by
minimizing the insider threats and increasing fairness in the cloud environment [3].

In 2017, Drucker and Gueron used a Private Trusted Proxy (PTP) to extend the
idea of Trusted Proxy (TP) in order to guarantee the data privacy [30]. It uses a secret
key that is not shared to an adversary and provides user’s confidentiality. Besides the
usefulness of the specific scheme, the evaluation tests of the PTP solution seems to
be more effective and gives better performances (the time for executing the modeled
workload for the entire data as a function of the latency) in relation to the PT solution
[30]. The privacy and trust issues between the user and the cloud service provider are also
identified by another research [31]. In order to address the issues, a Security Assertion
Markup Language (SAML)with Single Sign-On and hash-based encryption algorithm is
used. The algorithm provides secure communication between the user and the provider,
in that way, the trust issue between them can be overcome. The proposed system also
provides a high level of security for user identity management.

Mbanaso and Chukwudebe proposed a configurable policy-based architecture to
provide trust, confidentiality and privacy at the same time [32]. The policy mechanism
specifies the data to be shared, who is shared with, and the privacy and confidentiality
settings of the data. The policy framework also uses Requirements (used to express a
party’s obligations) and Capabilities (used to express the competences of the relaying
party) form elements to guarantee confidentiality, trust and privacy dynamically and
concurrently between two or more cooperating entities. Authors are making a num-
ber of assumptions in order to provide the required trust and end-to-end privacy and
confidentiality.

The use of cloud computing in the healthcare domain is a special case since privacy
is of vital importance. Marwan et al. proposed a framework for fueling the integration of
cloud applications in the healthcare sector [33]. The framework is based on segmentation
and genetic algorithms in order to afford optimal privacy protection. They use a trusted
third party to provide secure data exchanges between users and CSPs and Secure Sockets
Layer (SSL) technique to establish a secure connection for transmitting medical records.
The data is also encrypted before the transfer. Their results show that the framework
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provides an adequate image analysis using public clouds and improves both security
and performance, while ensuring privacy protection [33].

The same year, Tahir and Rajarajan proposed another framework in relation to
encryption in the cloud and the trusted servers [34]. The authors use the cryptographic
approach of Searchable Encryption (SE) that is based on probabilistic trapdoors and
facilitates search over encrypted data stored on the Hyperledger-Fabric, a blockchain
technology. The data is encrypted and stored on the blockchain while the search is real-
ized with the use of a privacy-preserving SE. The use of Hyperledger-fabric provides
permissioned membership, scalability, higher level of trust and modular architecture.
The security analysis that applied on the framework shows that it provides higher level
of security and privacy guarantees [34].

Finally, in 2021, Qin et al. suggested that due to the lack of trust among edge com-
puting participants and users’ continuous concern over privacy, new solutions need to be
presented in the marine field [35]. In order to preserve data privacy, they proposed to use
blockchain technology with the federated learning technology to preserve privacy and
security under an edge computing framework. The proposed framework on one hand
addresses the security issues at node level by using the block chain and on the other a
proof of parameters quality (PoQ) consensus mechanism is designed [36].

5 Discussion

Even though a great number of researchers dealt with the issue of trust in cloud comput-
ing and proposed various solutions in regards methodologies, frameworks, models and
mechanisms, only few of them took under consideration the trust in relation to privacy.
Some researchers, in order to develop a policy approach or a framework for the trust
in cloud environments, they focused on trust mechanism analysis. They identified dif-
ferent trust attributes and mechanisms and categorized them to address specific aspects
of trust. A user can use the framework/policies to compare different services (CSPs) to
make trust judgment on the service or the CSP. Comparing different trust mechanisms
in the cloud the user can evaluate the level of trust between cloud service providers and
choose accordingly. They use techniques to find the level of interaction and assessment
between CSPs and consumers to establish the trust degree of the entities. In that way,
they identify malicious entities and provide security to all stakeholders. They produce
reports to evaluate cloud services’ processes and procedures to aware users about the
services’ standards. The reports provide the cloud service with a certification process
resulting in the increase of trust among cloud consumers. They use auditing method-
ologies to assess CSPs and their services. Cloud users are able to compare the reports,
understand the differences and choose the provider that suits him/her.

Other researchers focused on the users control aspect to build trust between user
and CSP, using different components for monitoring data while other use Trusted Third
Party (TTP) or Third Party Auditors (TPA) for auditing consumers’ data on a regular
basis. These techniques provide a line of trust among all the key stakeholders and assure
privacy in cloud at the required level of trust. The privacymonitoringmethod can provide
the required transparency and enables users to comprehend how their data is handled.

Another approach is the use of cryptography to encrypt stored data. To safely pro-
cess digital data in an untrusted cloud environment, encryption techniques can be used
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to ensure confidentiality and privacy protection. This approach guarantees a higher level
of security and privacy of the consumers’ data, increases the cloud providers’ trust and
assures the quality and effectiveness of the services. Consumers feel confident using
cloud services since their personal and sensitive information cannot be used in case of
a breakage. New technologies such as blockchain and federated learning are used to
establish trust among participants. These technologies can be used to solve security and
privacy issues and establish trust among participants. The encryption technology guaran-
tees the security of data on the chainwhile the federated learning improves computational
efficiency.

The specific solutions cover different areas in relation to applicability. Most of them
areused as ageneric solution to establish trust between theparties involved.There are also
approaches specialized in the demanding sector of healthcare with its sensitive personal
data. The people responsible for processing medical digital records should ensure the
privacy and confidentiality of the users and maintain trust at all times using appropriate
tools and methods. TheMarines is another field of applying new technologies to provide
privacy protection and increase the level of trust.

The software industry is growing rapidly, and many methodologies and tools have
been published in order privacy protection to be ensured while using systems. In the
previous Section, a number of them are presented based on the results of the review. They
include several processes regarding the elicitation and analysis of privacy requirements
which may differ in parts but in general their common aim is to ensure that privacy
requirements will be considered from the early stages of the software lifecycle until the
late design stages prior to implementation.

Another part which is interesting to mention is the differences regarding the pri-
vacy concepts that each method includes. For instance, in PriS eight privacy con-
cepts are reported, namely authentication, authorisation, identification, data protec-
tion, anonymity, pseudonymity, unlinkability, and unobservability, while in LINDUUN
authors focus on Linkability, Identifiability, Non-repudiation, Detectability, Information
Disclosure, Content Unawareness, Policy, and consent Noncompliance. Additionally,
there are some methods which do not focus only on privacy. In i* method security
requirements are also considered along with privacy requirements. Similarly, Secure
Tropos with PriS supports the parallel identification of security and privacy require-
ments of a system. Several differences can be recognized regarding the content of all
methods. STRAP succeeds privacy requirements analysis through a structured analysis
of privacy vulnerabilities and it included four steps, while EPICUREAN includes mod-
elling and data mining techniques to recommend privacy settings to users and describes
three phases.

6 Conclusion

Cloud computing is an important technology and most of the companies and organiza-
tions now days are cloud dependent. The aim of this paper is to introduce a systematic
literature review on the existing privacy engineering and trust methodologies in cloud
environments. We identify both the privacy engineering methods that have been devel-
oped in order to support privacy requirements elicitation for various software systems
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and the trust methodologies and models that will raise the level of trust between the
parties.

A series of privacymethodologies have been introduced in order to support the devel-
opment of privacy-aware systems. It has been noticed that several steps and requirements
are provided but the common part of all privacy requirements engineering methods is
to ensure that privacy will be protected in cloud computing systems. Specifically, some
of these methods have proposed specific tools to support their aim which can be used
by software developers. On the side of trust methods, the purpose is to ensure that trust
level will be increased, and many relevant methods are published to achieve it.

The discussion of the findings presented in this paper contributed to a better under-
standing of cloud environments and specifically on how to preserve privacy andmaintain
the trust. Even though a number of steps is in the right direction, there is plenty of work to
be done in relation to privacy and trust in cloud. The different techniques have been high-
lighted and they provide appropriate knowledge aiming to support software designers
and developers at the early stages of system design.
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