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Preface

The Conference on Advanced Computing Techniques in Engineering & Technology
(ACTET2023)was an InternationalConference organizedwith publication support from
Springer. It was organized by the Department of Electrical Engineering, Swami Kesh-
vanand Institute of Technology Management & Gramothan, Jaipur, Rajasthan, India,
with technical sponsorship from the Soft Computing Research Society (SCRS).

With the advent of high-performance computing environments, virtualization, dis-
tributed andparallel computing, aswell as increasingmemory, storage and computational
power, processing particularly complex scientific applications and voluminous data is
more affordable. With the current computing software, hardware and distributed plat-
forms effective use of advanced computing techniques ismore achievable. The goal of the
International Conference on Advanced Computing Techniques in Engineering & Tech-
nology (ACTET 2023) was to bring together researchers from academia and practition-
ers from industry in order to address the fundamentals of advanced scientific computing
and specific mechanisms and algorithms in particular and to exchange their innovative
ideas, knowledge, expertise and experience in advanced computing techniques in various
domains of engineering and technology.

The conference provided a forum where researchers were able to present recent
research results and new research problems and directions related to them. The con-
ference sought contributions presenting novel research in all aspects of new scientific
methods for computing and hybrid methods for computing optimization, as well as
advanced algorithms and computational procedures, software and hardware solutions
dealing with specific domains of science such as Electrical and Electronics Engineering.

Onbehalf of SwamiKeshvanand Institute ofTechnologyManagement&Gramothan,
we are pleased to welcome all readers to the Proceedings of the International Con-
ference on Advanced Computing Techniques in Engineering & Technology (ACTET
2023). This conference provided an environment to conduct intellectual discussions and
exchange ideas that will be instrumental in shaping the future of Computing Techniques.
It was planned in two tracks, viz. Track 1: Advanced Computing Techniques, and Track
2: Application Areas for Advanced Computing Techniques, and one Special session
on Micro and Nano-electronic Circuits and Systems. The conference got a very good
response from across India and other countries.

A total of 89 papers were submitted for review in a single-blind process, and these
underwent evaluation by various reviewers from esteemed institutions across India and
abroad. Each paper underwent scrutiny from three reviewers to ensure a comprehensive



vi Preface

and fair assessment. A total of 7 papers were accepted for presentation at the conference,
and presented during December 18–19, 2023.

February 2024 Ramesh C. Bansal
Margarita N. Favorskaya
Shahbaz Ahmed Siddiqui

Pooja Jain
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Real Time Pattern Recognition with Support
Vector Machines and Local Binary Patterns

Ann Baby(B) and K. M. Akhil Kumar

Department of Computer Science, Rajagiri College of Social Sciences (Autonomous),
Kalamassery, Kerala, India
ann@rajagiri.edu

Abstract. This research introduces a facial recognition-based attendance system
that leverages an open-source computer vision library and integrates with a real-
time database system. The system comprises essential components, including a
camera for image capture, a computer for image processing, and a database con-
taining registered facial data. As individuals enter a room, the camera captures
their images, which are then subjected to facial detection and recognition by the
computer. The system conducts a comparison between the detected faces and the
pre-registered facial data in the database, subsequently logging the attendance of
individuals who are successfully recognized. Moreover, the system offers func-
tionality for the inclusion of new facial data into the database, facilitating future
attendance tracking. To gauge the system’s performance, an assessment was car-
ried out using a dataset of 100 images. The results indicate an accuracy rate of 95%
in both facial detection and recognition tasks. This systemholds promise for awide
range of practical applications in diverse environments, such as educational institu-
tions, workplaces, and event management, by automating attendancemanagement
processes and alleviating the burdens associated with manual record-keeping.

Keywords: SVM · LBP · Gradient Calculation · Face Encoding · attendance
Monitoring

1 Introduction

Face recognition attendance systems have gained widespread adoption for their con-
venience recently and efficiency in tracking and verifying employee attendance. These
systems use advanced algorithms and machine learning techniques to analyze and com-
pare facial features in real time, making them a convenient and reliable alternative to
traditional attendance tracking methods such as sign-in sheets or identification cards.
One way to implement a facial recognition attendance system is by utilizing a real-time
database likeFirebase, offering tools for creating real-time applicationswith data storage,
user authentication, and serverless computing. This enables the development of a secure
and scalable attendance system accessible on any internet-connected device. However,
ethical concerns regarding privacy and civil libertiesmust be carefully addressed, despite
the potential benefits. In summary, facial recognition attendance systems show promise
in accurately and efficiently tracking attendance in diverse settings.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
R. C. Bansal et al. (Eds.): ACTET 2023, CCIS 2000, pp. 1–10, 2024.
https://doi.org/10.1007/978-3-031-54162-9_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54162-9_1&domain=pdf
http://orcid.org/0000-0003-0132-3664
http://orcid.org/0009-0006-0088-3095
https://doi.org/10.1007/978-3-031-54162-9_1
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The importance of carefully weighing the potential benefits and risks of employ-
ing such systems and ensuring their responsible and ethical implementation cannot be
overstated. The study introduces a facial recognition attendance systemutilizing an open-
source computer vision library and real-time database. Comprising a camera, computer,
and registered face database, the system captures and processes images of individuals
entering a room, compares themwith the database, and records attendance. It also allows
for adding new faces, achieving a remarkable 95% accuracy in face detection and recog-
nition from a dataset of 100 images. This systemwill be advantageous for applications in
education, workplaces, and events by simplifying attendance management and reducing
manual record-keeping efforts.

2 Literature Review

Developing an automated face recognition model for the student attendance is well
suited for the real time world. The algorithm called viola-jones algorithm can be used
for detecting the face or video stream and local binary pattern method [1]. Haar cascade
algorithm for face detection and local binary pattern histogram for face recognition is
one of the most popular algorithms used in real time world to recognize the identity [2].

To validate the face from multimedia photographs by using facial recognition tech-
nology study was conducted which compares the Haar cascade algorithm and local
binary algorithm out of which the Haar cascade algorithm turns, out to be more accurate
[3]. A commonly used algorithm called local pattern algorithm is found out to be more
efficient in attendance management system which is vary suitable to identify the image
with greater accuracy [4]. Identifying the overlapped images can help to identify the
unauthorized person efficiently so a study was conducted called local binary pattern is
used for recognizing overlapped images [5]. For this pandemic era, it is very important to
identify the images of the person even when wearing mask so the algorithm called Haar
cascade classifier is used for detecting the face and mask detection and Local Binary
Pattern (LBP) is used for face recognition [6].

It is very important to develop an automated attendance marking system in order to
overcome the problem of maintaining and monitoring the number of students. There-
fore, it captures different biometric features like face recognition, feature extraction,
face classification, and image acquisition for marking attendance. They used Viola-
jones and Histogram of Oriented Gradients (HOG) features along with a Support Vector
Machine (SVM) classifier to obtain better results. There are also researches, which sug-
gest methodologies, which use a pre-trained Visual Geometry Group Face models for
feature extraction, followed by employing cosine similarity and SVM (Support Vector
Machine) for classification. This system seems to be focused on face recognition or
related tasks. Cosine similarity is a metric used to measure the similarity between two
vectors in a multidimensional space. In the context of feature extraction, cosine similar-
ity can be used to compare the extracted features of different images or faces. SVM, on
the other hand, is a machine learning algorithm often used for classification tasks [7].

The combination of radio frequency identification and face recognition enables to
develop an attendancemarking system. It uses the viola-jones algorithm and local binary
pattern histogram for image recognition [8]. To implement an effective face recognition
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system formarking attendance by using an enhanced local binary patternwhich increases
the original local binary pattern. Furthermore, PCA [Principal Component Analysis] is
used to the facial photos in order to extract the features [9]. To overcome the manual
traditional task for marking the attendance in educational organization a study was
conducted that adopts the Haar cascade and local binary pattern histogram algorithm
[10]. There are situations where the images could have lower resolutions so there is
algorithm called local binary pattern which is capable of recognizing images with low
resolutions more effectively. And the best recognition feature can also be classified by
using SVM [11].

To identify the gender, a recently built database called labeled faces in the wild
and local binary tree is used to describe the faces. Further, it uses an adaptive boost
which is a statistical meta-algorithm used to select the most accurate Local Binary
Pattern (LBP) features. The results from the performance were about 94.81% by using
the SVM algorithm with LBP features [12]. Local binary patterns algorithm describes
how it divides the face into small regions and combine them into a single feature by
representing anger, sadness Neutral, etc. The use of linear programming techniques
classifies these several expressions more accurately [13].

There is automated system to recognize the students in controlled and uncontrolled
environments in university. Convolutional Neural Networks (CNN) architecture and
SVM algorithm is used for detection and classification [14]. In this developing country
everything is based on automated system. So, in schools and universities an automated
attendance marking system can overcome the usage of attendance sheet. This system is
capable of detecting the student from both image as well as video stream. The system is
implemented by using principle component analysis for face detection [15].

3 Methodology

Support Vector Machines (SVM) is a method for supervised machine learning that may
be applied to both classification and regression applications. Here are the steps involved
in using SVM for face recognition in an attendance system as depicted in Fig. 1:

1. Collect and pre-process the data: First, you need to collect a dataset of images of
faces, along with labels indicating whether each image represents a person who is
present or absent. Then, you need to pre- process the data by resizing the images and
possibly applying some image processing techniques to improve the quality of the
data.

2. Extract features from the images: Next, you need to extract features from the images
that can be used to represent the characteristics of the faces. This can be done using
techniques such as edge detection, gradient calculation of LBP.
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Fig. 1. Architecture of the model

3. Split the data into training and testing sets: After extracting the features, you need to
split the data into a training set and a testing set. The training set will be used to train
the SVM model, while the testing set will be used to evaluate the performance of the
model.

4. Train the SVMmodel:Use the training set to train an SVMmodel using an appropriate
kernel function (such as the linear kernel or the radial basis function kernel). You will
also need to choose appropriate valuation for the hyper parameters of the replica,
such as the regularization parameter and the kernel parameters.

5. Test the SVMmodel: Use the trained SVMmodel to classify the images in the testing
set. Calculate the accuracy of the model by comparing the predicted labels to the true
labels.

6. Deploy the SVM model: If the accuracy of the SVM model is satisfactory, we can
deploy it in the attendance system. To fit this, we will need to provide the model with
images of faces in real-time, and use the model to predict whether each person is
present or absent.

3.1 Dataset Creation

• Creating a dataset for facial recognition involves gathering and organizing a large
number of images of faces along with associated labels or tags indicating the identity
of the person in each image. There are a limited key methods involved in creating a
dataset for facial recognition.

• Collecting images: The first step in creating a dataset is to gather a large number of
images of faces. These images can be obtained from a variety of sources, such as
online databases, social media, or through personal photography. It’s important to
gather a diverse set of images, including a variety of poses, lighting conditions, and
backgrounds, in order to create a robust dataset.

• Annotating images: Once you have collected a set of images, you will need to label
or annotate each image with the identity of the person in the image. This can be done
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manually by looking at each image and identifying the person, or it can be automated
using image recognition software.

• Organizing and storing the dataset: Once the images have been labelled, it’s important
to organize and store the dataset in a way that makes it easy to access and use for
training and testing facial recognition models. This might involve creating a database
or spreadsheet to keep track of the images and labels, and storing the images in a
separate folder or cloud storage location.

• Pre-processing and augmenting the dataset: Before using the dataset to train a facial
recognition model, it’s often helpful to pre-process the images to ensure that they
are consistent in size, resolution, and format. It may also be helpful to augment the
dataset by adding additional images through techniques such as cropping, rotating,
or flipping existing images. This can help to increase the size and diversity of the
dataset, and can improve the performance of the facial recognition model.

3.2 Face Detection and Extraction

In facial recognition, face detection is the process of identifying and locating faces in
images or video. This is typically the first step in a facial recognition system, as it allows
the system to identify and isolate individual faces in an image or video so that they
can be analyzed and compared to other faces in a database. There are several different
approaches to face detection, including machine learning-based methods and feature-
based methods. Machine learning-based methods use trained models to identify faces
in images, while feature-based methods use specific characteristics of faces, such as
the distance between the eyes or the shape of the jawline, to locate and identify faces.
Once a face has been detected and isolated, it can be extracted for further analysis. This
typically involves cropping the face from the rest of the image and possibly resizing or
normalizing it to a standard size. The extracted face can then be used for tasks such as
facial recognition or emotion detection.

3.3 Gradient Calculation

In face recognition, gradient calculation is often used as a way to extract features from
images. The gradient of an image is ameasure of the change in intensity of the image over
a certain region. It is calculated using the derivative of the image with respect to either
the x-direction (horizontal) or the y- direction (vertical). For example, the grayscale
image represented as a 2D array of pixel intensities, we can calculate the gradient in the
x- direction using the following formula:

gradient_x = image
[
i+ 1, j

] − image
[
i, j

]
(1)

Here, gradient_x is the gradient in the x-direction at the pixel at position (i, j) in the
image. Similarly, we can calculate the gradient in the y-direction using the following
formula:

gradient_y = image
[
i, j+ 1

] − image
[
i, j

]
(2)



6 A. Baby and K. M. Akhil Kumar

Gradient calculation is often used in face recognition as a way to extract features
that are robust to variations in lighting and pose. The gradient of an image can be used
to identify edges, which can be useful for detecting features such as the outline of a face
or the boundaries of facial features. However, gradient calculation is just one of many
techniques that can be used for feature extraction in face recognition. Other techniques
include scale-invariant feature transform (SIFT), speeded up robust features (SURF),
and LBP.

3.4 Orientation Binning

Orientation binning is a technique used in facial recognition to improve the accuracy of
feature detection. It involves dividing the face into a number of orientation bins,with each
bin corresponding to a specific range of orientations. For example, for a face divided into
four orientation bins: 0–45°, 45–90°, 90–135°, and 135–180°. Each bin corresponds to
a specific range of orientations, and the features in each bin are expected to have similar
orientations. The orientation of a feature is a measure of the angle at which it is oriented
relative to some reference direction. In facial recognition, the orientation of a feature is
typically measured in degrees.

One way to use orientation binning in facial recognition is to detect features in each
orientation bin separately, and then combine the features from all of the bins to form a
complete set of features for the face. This can improve the accuracy of feature detection
by reducing the amount of noise and clutter in the image, and by making the features
more robust to variations in lighting and pose. Orientation binning can be combined with
other techniques such as gradient calculation and SIFT to improve the accuracy of facial
recognition algorithms. It is often used in conjunction with these techniques to extract
features that are robust to variations in lighting and pose, and that are well-suited for
matching against a database of known faces.

3.5 Face Placement

In facial recognition, the location of specific points on the face, such as the corners of
the mouth, the nose’s tip, and the eyes’ corners, are typically identified and used as
reference points for identifying and analyzing the features of the face. These points are
often referred to as “landmarks” or “facial landmarks.” There are typically 68 of these
landmarks that are used in facial recognition systems. These landmarks are used to help
determine the unique characteristics of a person’s face, such as the shape of the face,
the distance between the eyes, and the size and shape of the nose. Facial recognition
systems use these landmarks to create a unique “facial signature” for each person, which
can then be used to identify and verify their identity (Figs. 2 and 3).
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Fig. 2. Face Recognition Fig. 3. Estimated 68 landmark

3.6 Face Encoding

Facial recognition process terminates at this stage. A face encoding is a numerical repre-
sentation of the unique characteristics of a face. It is typically a 128-dimensional (128D)
vector that is derived from an algorithm that processes an image of a face and outputs
the encoding. These encodings can be used to identify and compare individuals in a
database of images, such as in a facial recognition system.

There are several different approaches to generating face encodings, but one common
method is to use a CNN trained on a large dataset of images. The CNN processes the
input image and extracts features that are relevant for identifying the face. These features
are then combined into a single vector, which forms the face encoding. One advantage
of using face encodings is that they can be used to compare faces even if they are not
perfectly aligned or if they are partially occluded. However, it is important to update
the accuracy of a facial recognition system using face encodings can vary depending
on the quality and diversity of the training dataset, as well as the specific algorithm and
implementation used.

3.7 Face Matching

Facial matching using 128-dimensional embedding refers to the use of machine learning
algorithms to compare andmatch facial features in images or video. These algorithms can
be used for a variety of applications, such as identifying individuals in security footage
or photos, verifying the identity of users for access control, and detecting duplicates in
databases.

To perform facial matching, the algorithm first extracts a set of facial features from
the images or video frames being compared. These features can include points on the
face such as the corners of the eyes, the tip of the nose, and the edges of the lips,
as well as more abstract features such as the overall shape of the face or the relative
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positions of the facial features. Next, the algorithm converts these facial features into a
128- dimensional numerical representation, known as an embedding. This embedding
captures the important information about the facial features in a compact form that can
be compared using mathematical techniques.

Finally, the algorithm compares the embedding of the two faces being matched to
determine how similar they are. If the embedding is sufficiently similar, the algorithm
can conclude that the faces in the images or video frames match. The level of similarity
required for a match to be declared can be adjusted based on the needs of the application
and the desired level of accuracy.

3.8 Updating Attendances in Database

To update attendance employees or students in a Firebase database using a face
recognition system, the following is performed:

• setting up a Firebase project and creating a database within it to store the attendance
data,

• designing and implementing a face recognition system that can recognize individual
users and track their attendance,

• integration of the face working systemwith the database using the Firebase Real-time
Database or Cloud Fire store., and

• finally updating the attendance by capturing the data generated by the face recognition
system and storing it in the appropriate location in the database.

This is done using the Firebase SDK, which provides a set of tools and libraries that
make it easy to interact with the database from the code.

4 Results

The face recognition system was able to accurately recognize faces in real-time
using 68 pattern points. The system also successfully marked the attendance
real time in the database of individuals whose faces were recognized, and checks
whether the attendance is marked already, providing a reliable and efficient way to
track attendance (Figs. 4 and 5).
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Fig. 4. Detection of face

Fig. 5. Detecting of already marked attendance

5 Conclusion

In conclusion, the research presents the implementation of a face recognition attendance
systemusing support vectormachine (SVM) and local binary patterns (LBP). The system
was tested on a dataset of images and was able to achieve an accuracy of 95%. SVM
is a powerful machine learning algorithm that has been widely used for classification
tasks, including face recognition. The use of LBP as a feature extraction method further
improves the accuracy of the system by capturing important texture information in the
face images. Overall, the results demonstrate that the proposed system is a reliable
and accurate solution for automating attendance in educational or corporate settings.
However, it is important to point that the accuracy of any face recognition system may
be affected by factors such as variations in lighting and pose, as well as the diversity of
the dataset used for training and testing. Therefore, it may be necessary to incorporate
additional methods or techniques to further improve the robustness and generalizability
of the system.
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recent years due to their potential for improved representation learning and robust-
ness. However, their vulnerability to adversarial attacks poses challenges for their
deployment in safety-critical applications. This paper provides a critical review
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1 Introduction

In recent times, advancements in machine learning and capsule neural networks have
paved the way for tackling various practical challenges. These include but are not limited
to tasks such as image classification, video analysis, text processing, and more.

Nevertheless, the susceptibility of the majority of contemporary machine learning
classifiers to adversarial examples remains a critical concern. Adversarial examples
refer to input data instances that have been intentionally modified to deceive a machine
learning classifier. Often, these alterations can be imperceptible to human observers, yet
the classifier still produces erroneous results.

Adversarial examples pose a security risk as they can be exploited to launch attacks
on machine learning algorithms, even in cases where the adversary does not have direct
access to the underlying model.

Furthermore, it has been observed that adversarial attacks are viable even when
targeting machine learning algorithms that operate in real-world scenarios and rely on
imperfect sensor inputs rather than precise digital data. It is important to note that the
power and efficacy of machine learning and AI algorithms are expected to continue
advancing in the future.

Exploiting vulnerabilities in machine learning security, similar to adversarial
instances, can potentially lead to compromising and gaining control over highly power-
ful AIs. Therefore, ensuring robustness against adversarial instances is a crucial aspect
of addressing the AI safety problem.

The field of adversarial attack and defense research presents several challenges. One
of these challenges lies in evaluating potential attacks or defenses. Traditional machine
learning approaches rely on training and test sets, where the performance is assessed
based on the loss on the test set. However, in adversarial machine learning, defenders
face the difficulty of dealing with inputs from an unknown distribution sent by attack-
ers. Evaluating a defense against a single attack or a predetermined set of attacks is
insufficient because a new attack can still bypass the defense. The complex nature of
machine learning and capsule neural networks makes it challenging to conduct con-
ceptual analysis, emphasizing the need for empirical proof of a defense’s effectiveness.
To address these challenges, competitions are often organized, pitting defenses against
attacks developed by different teams. This competition-based evaluation, while not as
conclusive as theoretical proof, simulates real-life security scenarios more effectively
than a subjective review by the defense proposer [1].

Most of this research has focused on creating more robust models to defend against
adversarial attacks if the input image is accurately categorized as the original class rather
than the attacker’s target class. Better defenses have led to stronger attack algorithms to
break them. After multiple defensive creations and breaking iterations, some research
concentrated on adversarial attack detection. Instead of classifying adversarial attacks as
actual data, detection methods detect them. However, a defense-aware attack destroyed
several state-of-the-art adversarial attack detection systems shortly after publication [2].

It is possible to predict adversarial samples markedly differently than clean samples,
but the predictions are typically incomprehensible to humans. In various applications
or under varying constraints, the model’s susceptibility to adversarial attacks was dis-
covered. It is possible to initiate adversarial attacks under various constraints, such as
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assuming attackers have limited knowledge of target models, assuming a higher level of
generalization for the attack, and imposing various real-world constraints on the attack.
Given these developments, several concerns could be addressed. First, are these develop-
ments relatively independent of one another, or is there another perspective from which
we can see their commonalities? Second, should adversarial samples be viewed as care-
less edge cases that can be resolved by applying patches to models, or are they embedded
in the internal working mechanism of models that they are difficult to eliminate? [3].

To evaluate the efficiency of Adversarial Vector Loss (AVL), a series of black box
attacks were conducted to analyze the resilience of both the standard Capsule network
and AdvCapsNet. These networks were compared with commonly used vanilla neu-
ral networks on the CIFAR10 and Imagenette datasets. For thispurpose, we selected
AlexNet, VGG, ResNet101, and DenseNet121. The AdvCapsNet model was trained
exclusively using paired adversarial examples generated through the ResNet50-based
FGSM attack. The attack had a magnitude of 0.3 and Lav set to 0.1, Conwayconsistent
with the settings used in all of our experiments. Specifically, we perform two sepa-
rate comparisons to analyze the performance of models under varying levels of attack
intensity as well as the performance of different attacks with equal levels of intensity.
Comparisons are performed on both datasets. In the first evaluation, we analyze the
resilience of these models by utilizing FGSM, MI-FGSM, and PGD strategies, wherein
the magnitude of noise varies from 0 to 0.5. In contrast, the findings indicate that our
proposed model exhibits superior resilience against perturbations of greater magnitude
when compared to both vanilla CNNs and Capsule networks. The main idea behind our
implementation of adversarial regularization lies in its ability to promote the acquisition
of an integrated representation by levying regularization on the optimization of model
parameters. In the subsequent experiment, we analyze the resilience of variousmodels in
the presence of distinct attack models. The adversarial examples are generated by utiliz-
ing a consistent magnitude of ε = 0.12 for the FGSM, MI-FGSM, and PGD techniques,
which are based on ResNet50, ResNet101, DenseNet121, VGG, and AlexNet models.
The findings indicate that the success rate of attacks on AdvCapsNet is significantly
lower compared to the vanilla models. This suggests that the parameters trained with
AVL possess the ability to effectively defend against adversarial attacks from unfamiliar
models. In conclusion, our experimental findings indicate that the AdvCapsNet we have
proposed demonstrates greater resilience against adversarial attacks when compared to
vanilla models. This is likely because our model encourages the learning of unchanged
features in input images, thereby eliminating the impact of adversarial attacks [20].

2 Adversarial Attacks on Capsule Networks

Adversarial attacks are a type of attack used to convincemachine learningmodels, such as
capsule networks. Adversarial attacks operate by introducing small, imperceptiblemodi-
fications to an initial image, which may result in misclassification by the model.Capsule
networks are a form of neural network designed to acquire hierarchical object repre-
sentations. It has been demonstrated that they are more resistant to adversarial attacks
than ordinary neural networks, such as convolutional neural networks (CNN). Recent
research has shown, however, that capsule networks keep more vulnerable to adversarial
attacks.
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Researchers have proposed a new technique for generating adversarial attacks that are
designed to fool capsule networks. The researchers showed that their method effectively
fooled capsule networks in a range of image classification tasks.

1) Fast Gradient Sign Method (FGSM) - Popular and straightforward adversarial
attack technique FGSM computes the gradients of the loss function concerning the
input and then disrupts the input in the direction of the sign of the gradients. This
attack technique is also applicable to capsule networks.

2) Basic Iterative Method (BIM) - The BIM algorithm is superior to the FGSM algo-
rithm. The BIM algorithm operates by adding little perturbations iteratively to the
input image until the model is fooled.

3) Projected Gradient Descent (PGD) - The PGD algorithm is more effective than
FGSM and BIM. The PGD algorithm operates by adding perturbations iteratively
to the input image while simultaneously projecting the image back into the feasible
area.

4) One-Pixel Attack: This attack focuses on modifying just a few pixels in the input
image to cause misclassification. It searches for the most influential pixels and
modifies their color values to deceive the model.

5) Universal Adversarial Perturbations: In this attack, a single perturbation is crafted
to be applied to multiple input images, causing them to be misclassified. The pertur-
bation is carefully calculated to be imperceptible to human observers but effective at
fooling the model [25, 26].

The security of machine learning algorithms is severely compromised by adversarial
attacks. Capsule networks are vulnerable to adversarial attacks, but are stronger than
ordinary neural networks. However, additional research is required to develop more
effective methods for protecting capsule networks from adversarial attacks.

The following areas of research are being analyzed for protecting capsule networks
against adversarial attacks:

• Data Augmentation - Data augmentation is a method for making machine learning
models less vulnerable to adversarial attacks. Data augmentation involves producing
new data points that are comparable to the existing data points to augment the size of
the training dataset.

• Robust Optimization - Robust optimization is a method for training machine learning
models that are more resistant to adversarial attacks. Robust optimization algorithms
are intended to find solutions that are insensitive to minor changes in the input data.

• Adversarial Training - Adversarial training is a technique that uses adversarial
instances to train a machine learning model. Training against adversarial data can
make machine learning models more resistant to adversarial attacks.

• Capsule Routing Security: Capsule networks rely on dynamic routing algorithms to
determine the instantiation parameters of capsules. By introducing additional security
measures into the routing process, such as limiting the number of routing iterations
or applying noise, the capsule network can become more resilient against adversarial
attacks [25, 26].

The analysis of adversarial attacks is still in its earliest stages. However, prior
research indicates that adversarial attacks represent a significant risk to the security of
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machine learning models. Newmethods for protecting machine learning models against
adversarial attacks require additional research [6].

3 What are the Potential Consequences of Adversarial Attacks
on Machine Learning Algorithms?

This section will cover the potential consequences of adversarial attacks on machine
learning algorithms. Specific attack strategies will be utilized based on various
application scenarios, conditions, and the capabilities of adversaries.

3.1 Untargeted vs Targeted Attack

The classification of threat models can be identified into two categories: targeted and
untargeted, based on the objectives implemented by attackers. In the context of targeted
attacks, the objective is to intentionally manipulate a model’s prediction to direct it
towards a predetermined class, concerning a given instance. The objective of an untar-
geted attack is to inhibit a model’s ability to assign a particular label to a given instance.
In certain situations, the two previous types of attack are alternatively referred to as
the false positive attack and the false negative attack. The primary objective of the first
approach is to encourage models to incorrectly classify negative instances as positive,
whereas the latter aims to mislead models into classifying positive instances as negative.
The terms “false positive attack” and “false negative attack” are occasionally referred to
as Type-I attack and Type-II attack, respectively [3].

3.2 One Shot vs Iterative Attack

Based on practical limitations, adversaries can launch either one-shot or iterative attacks
to target models. The one-shot attack method allows for the generation of adversarial
samples in a single attempt, providing a single chance to achieve the desired outcome.
On the other hand, the iterative attack approach allows for multiple steps to be taken to
explore and identify a more optimal direction for generating adversarial samples. The
utilization of an iterative attack has been found to generate adversarial samples that are
more effective in comparison to a one-shot attack. Nevertheless, this approach requires
a greater number of queries to the target model and involves additional computational
resources to initiate each attack. Consequently, its practicality may be constrained in
computational-intensive tasks [3].

3.3 White Box and Black Box Attack

In the context of white-box attacks, it is believed that attackers demonstrate compre-
hensive knowledge regarding the target model. This knowledge encompasses various
aspects such as the model’s architecture, weights, hyper-parameters, and potentially
even the training data. The utilization of white-box attacks facilitates the detection of
related vulnerabilities within the target model. In ideal circumstances, this scenario rep-
resents themost challenging situation that defensesmay encounter. The black-box attack
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methodology operates under the assumption that attackers have the same level of access
to the model’s output as regular end users. This assumption holds greater practicality in
real-world scenarios. Despite the lack of comprehensive information regarding models,
the black-box attack remains a significant concern for machine learning systems. This
is primarily due to the transferability property demonstrated by adversarial samples [3].

4 Research Questions

This review paper discusses the following research questions.

Q1: What are the different types of adversarial attacks that can be used against capsule
networks?
Q2:What are the existing research limitations in adversarial attacks and defenses?
Q3: What are the open challenges and future directions in adversarial attacks and
defenses?
Q4: What are the future research directions for improving the robustness of capsule
networks to adversarial attacks?
Q5: Can the robustness of capsule networks against adversarial attacks be improved
by combining multiple defense mechanisms, such as adversarial training, input
transformation, and ensemble methods?

5 Review of Literature

Till now, a lot of research has been done to solve the challenges of adversarial attacks
using capsule neural networks.

In [1] Alexey Kurakin et al., Google Brain organized a competition at NIPS 2017 to
encourage the development of innovative strategies to create and defend against adver-
sarial examples. The primary objective of the competition was to expedite research on
adversarial instances and enhance the robustness of machine learning classifiers. This
chapter provides an overview of the competition’s format, organization, and solutions
devised by top-ranking teams. The competition sought to raise awareness of the issue and
inspire scholars to devise original approaches. Participants were challenged to explore
novel techniques and enhance existing solutions through competitive engagement. The
competition results showcased significant progress made by all three tracks compared to
the baselines established. Notably, the winning entry in the defense tracking competition
achieved an impressive 95% accuracy in classifying all threatening images generated by
different attacks. These findings suggest that practical applications can attain a satisfac-
tory level of resilience against adversarial cases, even though the worst-case accuracy
did not match the exceptional average accuracy achieved.

In [2] Yao Qin et al., Present a novel method for breaking out of this loop, one in
which adversarial attacks are “deflected” by forcing the attacker to provide input that
semantically resembles the class that is the focus of the attack. This would put an end to
the cycle. We propose a more robust defense based on Capsule Networks that integrates
three detection algorithms to provide state-of-the-art detection performance against both
conventional and defense-aware attacks. This can be accomplished by achieving state-
of-the-art detection against both types of attacks. After that, we show that undetected
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attacks against our defense frequently appear perceptually the same as the opposed target
class by having human participants label images that were created by the attack. The term
“adversarial” can no longer be used to describe these attack pictures since our network
classifies them in a manner that is comparable to how humans do. As a first step toward
putting an end to the conflict between defenses and attacks, you should implement a
novel method that can redirect impacts from your adversaries. We offer an innovative
cycle consistency loss to drive the winning capsule reconstruction of the CapsNet to
closely resemble the class-conditional distribution. This was done to improve accuracy.
We can identify common adversarial attacks on SVHN and CIFAR-10 with a low False
Positive Rate since we have three detection algorithms and three independent distance
measurements at our disposal.We present a defense-aware attack as ameans of explicitly
attacking our detection measures, and we discover that our model achieves considerably
lower undetected attack rates than the most cutting-edge approaches currently available
for defense-aware attacks. In addition, a significant percentage of attacks that go unde-
tected are redirected by our model in such a way that they take on the characteristics
of the adversarial target class but do not succeed in becoming malicious. An analysis
conducted by humans reveals that 70% of undiscovered black-box adversarial attacks
are uniformly identified as the target class on SVHN. This was discovered as a result of
the inquiry.

In [3] Ninghao Liu et al., This paper aims to analyze current research related to
adversarial attacks and defenses, with a particular focus on the interpretation of machine
learning. The process of interpretation can be categorized into two distinct types: inter-
pretation at the feature level and interpretation at the model level. In the context of
adversarial attacks and defenses, we provide an analysis of the potential applications
of each interpretation method. Next, we will briefly elucidate additional connections
between interpretation and adversaries. In conclusion, we will now analyze the chal-
lenges and possible methods related to the resolution of adversary concerns via the
process of interpretation. In the analysis, we analyzed the potential applications of the
interpretation within each category, specifically focusing on its utility in initiating adver-
sarial attacks or formulating defensive strategies. Subsequently, we will look into further
clarification of the interrelationships between interpretation and adversarial samples or
robustness. In conclusion, the present discussion is related to the current challenges
encountered in the process of constructing transparent and resilient models, alongside
potential avenues for leveraging adversarial samples in forthcoming activities. Future
research directions include the development of models with enhanced explainability,
the exploration of adversarial attacks in real-world scenarios, and the enhancement of
models through the utilization of adversarial samples.

In [4] Alberto Marchisio et al., Perform research to establish the level to which Cap-
sNets is vulnerable to attacks from adversaries. These alterations, which are introduced
as test inputs, are so small that human beings are unable to recognize them; however, they
are capable of fooling the network into generating inaccurate predictions. We present a
greedy technique as a means of automatically producing adversarial samples that can-
not be detected in the context of a black-box attack. We show that such attacks, when
applied to the German Traffic Sign Recognition Benchmark and CIFAR10 datasets, can
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lead CapsNets into producing wrong classifications. This can be problematic for intelli-
gent CPS, such as autonomous vehicles, which need accurate classifications to function
well. In addition, we apply the identical adversarial attacks to a 5-layer CNN (LeNet), a
9-layer CNN (VGGNet), and a 20-layer CNN (ResNet), and then compare the findings
to those of the CapsNetsto analyze the different ways in which the CapsNets react to
the same adversarial attacks. In conclusion, the findings of this research show that the
resilience of the CapsNet is equivalent to that of a CNN that is significantly deeper,
such as the VGGNet. On the other hand, the LeNet is noticeably more vulnerable to
linear transformations and adversarial attacks, and the robustness of the DeepCaps is
greater than that of the ResNet. Therefore, we can make substantial progress in the pro-
tection of safety-critical applications by leveraging deep and complex networks, such
as DeepCaps. To increase its robustness, it would be advantageous to make further
improvements to the CapsNet algorithm to boost prediction accuracy. In this regard, the
DeepCaps architecture appears to be more secure than the ResNet under comparable
attack circumstances.

In [5] Richard Osuala et al., Highlight several unexplored solutions for analysis. A
meta-analytic methodology called SynTRUST evaluates medical image synthesis study
validation accuracy. 26 concrete completeness, reproducibility, usefulness, scalability,
and durability metrics support SynTRUST. SynTRUST validates sixteen of the most
promising cancer imaging challenge solutions and finds many enhancements. This effort
aims to connect the clinical cancer imaging group’s demands to the artificial intelligence
group’s data synthesis and adversarial network research. Finally, GANs’ adversarial
learning is flexible and modality-independent. This survey lists numerous cancer imag-
ing difficulties that adversarial networks can handle. Unsupervised domain adaptation,
patient privacy-preserving distributed data synthesis, adversarial segmentationmask dis-
crimination, and multi-modal radiation dosage estimation are GAN/adversarial training
solutions. Before considering GAN and adversarial training, we analyzed research on
cancer imaging challenges in radiology and non-radiology techniques. After screen-
ing and analysis of cancer imaging issues, we categorized them into Data Scarcity and
Usability, Data Access and Privacy, Data Annotation and Segmentation, Detection and
Diagnosis, and Treatment andMonitoring.We found 164 relevant publications on adver-
sarial networks in cancer imaging and categorized them by cancer imaging challenge.
Finally, we analyze each challenge and GAN-related papers to analyze if GANs and
adversarial training can solve it. Improving SynTRUST for medical image synthesis
research dependability. SynTRUST evaluates 16 well-chosen cancer imaging challenge
solutions. Despite these findings’ rigor and validity, we may recommend trustworthy
improvements for future research. We also recommend data synthesis and adversarial
training techniques for challenges that the literature has not addressed.

In [6] Alberto Marchisio et al., Analyze Capsule Networks’ vulnerability to dan-
gerous attacks. These test input issues are invisible to humans but can fool the net-
work into producing inaccurate predictions. A greedy algorithm generates targeted,
undetected adversarial instances automatically in a black-box attack scenario. When
launched against the German Traffic Sign Recognition Benchmark (GTSRB), similar
attacks might deceive Capsule Networks. We also apply adversarial attacks on 5-layer
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and 9-layer CNNs and compare their behavior to Capsule Networks. This research devel-
ops a unique method to autonomously produce focused, undetectable, and robust threat-
ening cases and compares CapsuleNet, a 5-layer CNN, and a 9-layer CNN under these
adversarial instances. Finally, they developed a black box adversarial attack technique.
Using the GTSRB dataset, we tested our approach against CapsuleNets, 5-layer LeNets,
and 9-layer VGGNets. Our findings show that the CapsuleNet resists attack better than
the LeNet but less than the VGGNet. Our approach makes traffic signal pixel alterations
less obvious in the CapsuleNet than in the VGGNet. CapsuleNet output probabilities
are less than VGGNet predictions. CapsuleNet output probabilities fluctuate less than
VGGNet output probabilities.Adding prediction confidence to theCapsuleNet technique
might improve its resilience.

In [7] Muhammad Shafique et al., In both the cloud environment during the ML
training phase and at the peripheral during the ML inference phase, this study presents
viable defenses and strategies to overcome these vulnerabilities. This chapter examines
the effects of a resource-constrained design on system reliability and security. It defines
verificationmethods to ensure accurate systembehavior and outlines unresolved research
issues in building secure and dependable Machine Learning (ML) algorithms for both
edge computing and cloud platforms. This review covers three main aspects: 1) the
significant security and reliability issues faced by machine learning algorithms, 2) the
measures taken to safeguard these systems, and 3) the formal technique employed to
validate specific neural networks (NNs). The research also includes a summary of the
major challenges that currently hinder the development of effective machine-learning
algorithms.

In [8] Jindong Gu et al., Analyze the reliability of CapsNets under adversarial condi-
tions, specifically focusing on how the internal processes of CapsNets are affected when
the output containers are targeted. Initially, adversarial instances manipulate the pri-
mary capsule votes to deceive CapsNets. However, due to the computationally intensive
routing mechanism, applying multi-step attack methods developed for CNNs to target
CapsNets results in a high computational cost. Motivated by these observations, we pro-
pose an innovative vote attack that directly aims at the votes of CapsNets. By bypassing
the routing procedure, our vote attack is both effective and efficient. Furthermore, we
integrate our vote attack into the detection-aware attack paradigm, which effectively
evades the class-conditional reconstruction-based detection method. Extensive exper-
iments confirm that our vote attack on CapsNets outperforms other attack methods.
Although CapsNets exhibit higher resistance to our stronger Vote-Attack compared to
CNNs, it is premature to conclude that CapsNets are less vulnerable. We assume that the
robust accuracy of CapsNets can still be further reduced. Future research will explore
more robust attacks and validations to compare the resilience of CNNs and CapsNets.

In [9] Boxi Wu et al., This research demonstrates that adversarial attacks can be dis-
rupted by small disturbances. Even a slight random noise added to adversarial instances
can render their incorrect predictions invalid, even on models that have been trained to
defend against adversarial attacks. This vulnerability was found in all state-of-the-art
attack methods. Building upon this observation, we propose more effective defensive
disturbances to counteract attackers. Our defensive disturbances employ adversarial
training to decrease the local Lipschitzness in the ground-truth class. By targeting all
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classes simultaneously, we can rectify incorrect predictions that have higher Lipschitz-
ness. Empirical and theoretical evaluations of linear models validate the effectiveness
of our defensive perturbation. CIFAR10 enhances the performance of the state-of-the-
art model from 66.16% to 72.66% against four AutoAttack methods, including a boost
from 71.76% to 83.30% against the Square attack. Additionally, employing a 100-step
PGD approach improves FastAT’s top-1 robust accuracy on ImageNet from 33.18% to
38.54%. This work makes two contributions: 1) It reveals that adversarial attacks can be
disrupted, and 2) inspired by this finding, we introduce Hedge Defense as a more effec-
tive means to counter attacks and enhance adversarial-trained models. Both empirical
and theoretical findings provide evidence for the efficacy of our technique. Our work not
only attracts attacks using the same technique but also sheds light on new defense strate-
gies. Further research could explore alternative criteria for selecting specific predictions
rather than targeting all classes. With Hedge Defense, defenders may not need to ensure
that the model can correctly classify all local cases; instead, they can focus on meeting
specific requirements, such as reducing the local Lipschitzness in the ground-truth class,
to identify better scenarios.

In [10]Abhijith Sharma et al., In this survey, we present a comprehensive overview of
existing techniques employed in adversarial patch attacks. We aim to enable researchers
interested in this field to quickly familiarize themselves with the latest advancements.
Additionally, we discuss the current methods used for detecting and defending against
adversarial patches. This serves to enhance the community’s understanding of this disci-
pline and its practical applications. In conclusion, we offer a clear and in-depth analysis
of adversarial patch attacks and defenses in the context of vision-based tasks, providing
readers with insights into their strengths and limitations.While challenges such as scala-
bility and real-time capabilities persist, it is noteworthy that most research in adversarial
patch attacks focuses on classification and object detection. Exploring the application of
adversarial patch attacks in language or translation models could be intriguing. Consid-
ering the lack of explainability in DNN-based black box models, could adversarial patch
attacks offer a new perspective on model predictions? If so, could they contribute to the
development of more robust real-world models? We are enthusiastic about investigating
these issues and supporting future solutions to advance this field and benefit society.

In [11] Jindong Gu et al., This paper introducesSegPGD, an impactful attack tech-
nique specifically designed for segmentation models. Through convergence analysis,
we demonstrate that SegPGD generates more potent adversarial instances compared to
PGD, even when both methods employ the same number of attack iterations. We rec-
ommend incorporating SegPGD into segmentation adversarial training as it produces
more effective adversarial examples, ultimately enhancing the resilience of segmen-
tation models. Our proposals are validated through experiments conducted on widely
used segmentation model architectures and standard datasets. However, it is worth not-
ing that further exploration of segmentation adversarial training methods may lead to
even more effective and efficient approaches. This research serves as a foundation for
future endeavors aimed at improving the robustness of segmentation models.

In [12] Alberto Marchisio et al., By conducting a systematic analysis and evalua-
tion, we compare CapsNets to traditional Convolutional Neural Networks (CNNs) and
investigate the factors influencing the robustness of CapsNets. In this comprehensive
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comparison, we examine two CapsNet models and two CNN models across various
datasets, including MNIST, GTSRB, CIFAR10, and their affine-transformed counter-
parts. Through this extensive analysis, we identify the key properties that contribute
to the enhancement of robustness in these architectures, as well as their limitations.
Generally, CapsNets exhibit greater resistance to both adversarial examples and affine
transformations compared to CNNswith an equal number of parameters. Similar conclu-
sions hold when comparing CapsNets and CNNs with increased depth. Surprisingly, our
findings indicate that dynamic routing, a distinguishing feature of CapsNets, does not
significantly improve their robustness. Instead, the capsule-based hierarchical feature
learning within CapsNets plays a primary role in generalization. In summary, this paper
introduces a method for analyzing the resilience of CapsNets against affine transforma-
tions and adversarial attacks. We examine the differences between CapsNets and CNNs
in terms of improving robustness. ShallowCaps, despite requiring a significant number
of parameters, exhibit superior resistance to adversarial attacks but struggle to generalize
well on complex datasets. They also demonstrate better resistance to adversarial attacks
compared to affine transformations.However, theDeepCapsmodel, despite having fewer
parameters, mitigates the disparity between transformed and untransformed datasets. In
MNIST classification, DeepCaps shows lower resilience to adversarial attacks com-
pared to ShallowCaps. On the CIFAR10 dataset, they outperform a CNN with a similar
architecture and the ResNet20 model. The resilience of DeepCaps is further enhanced
through adversarial training. When considering the affCIFAR dataset, DeepCaps out-
performs ResNet20 in terms of handling affine modifications. Our results indicate that
dynamic routing does not significantly enhance the robustness of CapsNets. This com-
prehensive study provides valuable insights for future CapsNet designs in addressing
safety-critical applications by considering potential attackers, as well as opening up
avenues for exploring new adversarial attacks.

In [13] Bader Rasheed et al., This paper presents a novel approach called multiple
adversarial domain adaptation (MADA) that tackles the problemof adversarial attacks by
treating it as a domain adaptation task to identify resilient features. Our method utilizes
adversarial learning to discover domain-invariant features across multiple adversarial
domains and a clean domain. To evaluate the effectiveness of MADA, we conducted
experiments on the MNIST and CIFAR-10 datasets using various adversarial attacks
during both the training and testing phases. The results demonstrate that MADA out-
performs adversarial training (AT) by an average of 4% on adversarial samples and
1% on clean samples. The objective of this paper is to enhance the generalization of
adversarial training on both adversarial and clean samples by formulating the problem
as a multiple-domain adaptation task, with adversarial domains representing the target
domains. Our work introduces a domain adaptation-based strategy to enhance adversar-
ial training specifically for adversarial data. By aligning the distributions of adversarial
domainswith the clean distribution in the feature embedding space,we effectively reduce
the impact of adversarial attacks. This approach not only improves the interpretability
of features in the embedding space but also enhances model generalization in adver-
sarial environments. Furthermore, instead of relying solely on the Wasserstein distance,
alternative methods for aligning distributions could be explored in future research.
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In [14] Junjie Mao et al., This paper aims to evaluate the security and robustness of
existing face antispoofing models, particularly multimodality models, against various
types of attacks. The study focuses on assessing the resilience of multimodality models
to both white-box and black-box attacks, specifically targeting adversarial examples.
To enhance the security of these models, a novel approach is proposed, which com-
bines mixed adversarial training with differentiable high-frequency suppression mod-
ules. Experimental results reveal that when exposed to adversarial examples, the accu-
racy of a multimodality face antispoofing model decreases significantly from over 90%
to approximately 10%. However, the suggested defense method successfully maintains
an accuracy of over 80% on attack examples and over 90% on original examples. The
research includes an analysis of advanced single-modality and multimodality face anti-
spoofingmodels, evaluating their susceptibility towhite-box and black-box attacks using
RGB, Depth, and IR images. The evaluation encompasses attacks on a multimodality
model with a single-input stream, and the results demonstrate the model’s resilience
against attacks focused on a single modality in experimental scenarios. Additionally, the
security of single-modality and multimodality models against various patch attacks is
examined. By incorporating hybrid adversarial training and diffusible high-frequency
suppression modules, the security of both single-modality and multimodality models is
enhanced. Experimental outcomes highlight that multimodality models offer superior
security compared to single-modality models. Furthermore, this paper presents the first
proposal for adversarial attack research on multimodality models.

In [15] Lin Hiu et al., In this study, we presented an initial attack model called the
AMR technique, which achieves high recognition accuracy. Moreover, we proposed a
transferable attack technique that utilizes feature gradients to increase signal disruption
in the feature space. Additionally, we introduced a novel attack strategy that employs two
original signal samples and one adversarial target signal sample as inputs for the triplet
loss, aiming to achieve stronger attack effectiveness and greater transferability. To eval-
uate the efficacy of our proposed attack technique, we introduced signal-characteristic
indicators. Our feature gradient-based adversarial attack technique surpasses existing
gradient attackmethods in termsof attack effectiveness and transferability. Themain con-
tribution of this research lies in the introduction of a transferable attentive technique that
focuses on informative and discriminative feature regions, introducing disruption at the
feature level tomimicmore realistic adversarial scenarios.We conducted comprehensive
experiments using a new indicator system that aligns better with signal characteristics,
and most of the indicators outperformed the label gradient approach. We propose two
novel approaches, AL-BIM andAL-MIM,which optimize the triplet loss for performing
regional attacks on stable features extracted from AMR signals. Our methods surpass
label-based adversarial attack techniques in terms of effectiveness. Experimental results
on public datasets demonstrate that our feature gradient-based attack method outper-
forms label gradient-based methods in both black-box and white-box attack scenarios,
achieving higher attack success rates and improved transferability. Furthermore, the dis-
ruptions caused by our feature gradient-based attacks are smoother and less noticeable.
To quantify signal distortion and migration rate, we introduced four signal character
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indicators (ACR, APD, PSR, TR), which outperform previous attack techniques. Addi-
tionally, we explored techniques to minimize attack disruption and restrict the impact of
the attack.

6 Methodological Comparison

See Table 1.

Table 1. Comparative Analysis

Author
Name

Publication
with Year

Techniques
Used

Dataset Used Accuracy Technologies
Used

Findings

Xu Han
et al. [16]

Wiley
Hindawi,
2022

Natural
Language
Processing
(NLP), Deep
Neural
Network
(DNN)

– Neural network Text attacks.
Adversarial scenarios
can inform backdoor
attacks, robustness
testing, and defense.
Readability depends
on the objective.
Attacks
require sophistication.
DNN applications will
increase the robustness
of research

Xiaopeng
Fu et al.
[17]

Wiley
Hindawi,
2021

Visual
Similar Word
Replacement
Algorithm
(VSWA)

Yelp Review
Dataset and
Amazon Review
Dataset

Bi-LSTM
has 95.64%
accuracy
and LSTM
95.69 for
Yelp
Review. For
Amazon
Review
Dataset,
LSTM has
88.48%
accuracy
and
BiLSTM
88.55%

Python, LSTM
& Bi-LSTM

Utilize the VSWR
methodology to
generate adversarial
instances on datasets
utilized for sentiment
analysis, thereby
launching attacks on
pre-trained deep
learning classification
models

Heng Yin
et al. [18]

Wiley
Hindawi,
2021

Adam
Iterative Fast
Gradient

NIPS 2017
Adverarial
Competition

95% Python In black-box
circumstances,
including adversarial
trained networks, the
gradient-based method
is superior to
gradient-based
alternatives
We also targeted an
ensemble of networks
with novel adversarial
example transferability
strategies

(continued)
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Table 1. (continued)

Author
Name

Publication
with Year

Techniques
Used

Dataset Used Accuracy Technologies
Used

Findings

Murali
Krishna
Puttagunta
et al. [19]

Springer,
2023

Deep
Learning
Models

MNIST and
CIFAR-10

Python To propose strong
medical deep learning
implementation
decisions. Finally, this
paper lists some
unsolved research
issues that need more
research

Yueqiao Li
et al. [20]

Elsevier,
2021

AdvCapsNet CIFAR10 64.14% Python To analyze Capsule
networks and other
basic CNNs against
more complicated
transfer attacks on two
interesting datasets.
Offer an AdvCapsNet
with AVL for
adversarial attack
threats. The Capsule
network’s unified
efficiency framework
might incorporate the
extra loss with
regularization losses

Taeyoung
Hahn et al.
[21]

NeurIPS
Proceedings,
2019

Self Routing CIFAR10,
SVHN
&SmallNORB

– Python Systematic evaluations
of our self-routing.
Our technique is
outstanding at
adversarial defense
and perspective
generalization,
CapsNets’ strengths.
Our technology works
better with more
capsules per layer than
older, inaccurate
techniques. CapsNet
may not need routing
by agreement. Finding
a mechanism to add
residual connections to
our models is
interesting because
residual networks
operate as ensembles
of networks with
various depths. Our
capsules are synergetic

(continued)
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Table 1. (continued)

Author
Name

Publication
with Year

Techniques
Used

Dataset Used Accuracy Technologies
Used

Findings

Alberto
Marchisio
et al. [22]

IEEE Access,
2022

Neural
Architecture
Search
algorithm

CIFAR10 86.07% ROHNAS
Framework

Analytical models of
DNN and CapsNet
layers, activities,
visualization, and
execution on
specialized processors
allow architectural
modeling and quick
hardware estimation.
We analyze and select
adversarial
perturbations to speed
up NAS (Neural
Architecture Search)
robustness evaluation
with DNNs. These
perturbations highlight
DNN discrepancies
under adversarial
scenarios. We use the
Non-dominated
Sorting Genetic
Algorithm II
(NSGA-II) to create an
evolutionary
algorithm. This
technique optimizes
DNN adversarial
resistance, energy
efficiency, memory
consumption, and
latency via
multi-objective
Pareto-frontier
selection

7 How Do Researchers Evaluate Potential Attacks or Defenses
for Adversarial Machine Learning?

This section briefly introduces the basic idea of different defense strategies against
adversaries.

7.1 Input Denoising

Adversarial perturbation refers to the introduction of imperceptible noise into data. To
prevent this issue, a potential solution is to utilize filtering techniques or incorporate
random transformations to counteract the effects of adversarial noise. It is noteworthy
that the inclusion of f x can occur either before the model input layer or as an internal
component within the target model.
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In the context of the former scenario, where an instance z* is potentially subject to
adversarial influence, our objective is to develop a mapping f x that satisfies the condi-
tion f(f x(z*)) = f(z0). In the latter scenario, the concept remains comparable, with the
exception that the function f is substituted by the output h of a specific intermediate layer
[3].

7.2 Model Robustification

Another commonly utilized strategy is to improve themodel’s preparation against poten-
tial threats fromadversaries. There are twopotential approaches to improving themodel’s
refinement: altering the training objective or adjusting the model structure. Examples of
previous approaches include using adversarial training and substituting real-world train-
ing loss with robust training loss. The underlying rationale is to proactively address the
potential impact of adversarial samples during a model’s training, thereby improving the
model’s resilience. Instances of model modification encompass various techniques such
as model distillation, the implementation of layer discretization, and the regulation of
neuron activations. In a formal context, let f l represent the robust model. The objective
is to ensure that f l(z*) = f l(z0) = y [3].

7.3 Adversarial Detection

In contrast to the previous two approaches that attempt to determine the accurate label
of a given instance, adversarial detection focuses on determining whether the given
instance has been infected by adversarial perturbation. The primary objective is to con-
struct an additional predictor, denoted as fd, which assigns a value of 1 to x if it has been
infected and a value of 0 otherwise. The process of establishing fd can be conducted
using the conventional approach of constructing a binary classifier. Input denoising and
model robustificationmethods are utilized to prevent the effects of external influences on
the accuracy of correction predictions. The adversarial attack involves manipulating the
input data andmodel architectures to achieve the desired outcome. Adversarial detection
methods utilize a reactive approach to determine whether the model should proceed with
making predictions. To avoid being manipulated, one should be suspicious of the infor-
mation provided. The implementation of proactive strategies typically presents greater
challenges compared to reactive strategies [3].

8 Existing Defense Mechanisms in Adversarial Attack

Existing defense mechanisms have been designed to mitigate the effects of adversarial
attacks. These techniques want to improve the robustness of deep learning models, such
as capsule networks, against adversarial instances. Here are some common defensive
techniques:

1) Adversarial Training - Adversarial training is a defensive approach that involves
incorporating adversarial instances into the training data. During training, by intro-
ducing the model to adversarial disturbances, the model becomes more robust and
resistant to such attacks. Adversarial training can enhance the model’s accuracy in
adversarial instances, but its performance on pure examples may suffer as a result.
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2) Defensive Distillation - Training a model on reduced logs rather than precise class
designations constitutes defensive distillation. Initially, the logs are altered using a
temperature parameter, which eliminates the decision boundaries and reduces the
model’s sensitivity to minor disturbances. This technique has been demonstrated to
offer some protection against adversary attacks.

3) Gradient Masking- Gradient masking involves obfuscating or concealing the gra-
dients of the model to make it more difficult for adversaries to generate effective
adversarial examples. This can be achieved by introducing noise or disturbances
into the gradients during backpropagation. Recent research has shown, however, that
gradient masking only is not an effective defense.

4) Ensemble Defense - Ensemble methods integrate the predictions of multiple models
tomakemore robust decisions. By trainingmultiplemodelswith distinct architectures
or random initialization, the ensemble can capture diverse perspectives and mitigate
the effects of adversarial attacks. It is less likely that adversarial examples that fool
one model will fool the entire ensemble.

5) Certified Defenses - Certified defenses provide formal assurances regarding the
model’s resistance to adversarial attacks. These techniques utilize mathematical
checks or bounds to ensure that themodel’s predictions are robust over a certain range
of disturbances. Certified defenses offer more robust guarantees, but they frequently
involve additional computational costs.

6) Input Preprocessing - Applying input preprocessing techniques, such as input nor-
malization or denoising, can helpmake themodel more resilient to adversarial pertur-
bations. These techniques can reduce the effectiveness of small changes introduced
by attackers, making it more difficult to deceive the model [25, 26].

7) Adversarial Detection andFiltering - Implementingmechanisms to detect and filter
adversarial inputs can help identify potential attacks and prevent them from influenc-
ing the model’s decisions. This can involve monitoring input data for characteristics
indicative of adversarial examples and rejecting or flagging suspicious samples [25,
26].

While these defense mechanisms can provide some protection against adversarial
attacks, they may not be universally efficient or applicable in all circumstances. The
evolution of adversarial attacks and defense strategies is an ongoing research topic, as
is the development of more robust and reliable defense mechanisms against adversarial
instances.

9 Existing Research Limitations

Existing research has mainly focused on a limited number of capsule networks, which
is one of its primary limitations. Therefore, it is unknown how well the results of this
research apply to other capsule networks. Moreover, the majority of research in this
field has been conducted with relatively smaller datasets. This makes it challenging to
evaluate the resilience of capsule networks against adversarial attacks on large datasets.

Existing research has also been limited by its focus on a relatively small amount of
adversarial attacks. Therefore, it is unknown howwell the findings of this research apply
to other adversarial attacks. In addition, the majority of research in this field has focused
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on relatively straightforward adversarial attacks. This makes it difficult to evaluate the
resilience of capsule networks against more sophisticated adversary attacks.

Themajority of research in this field has been focused on developing defenses against
adversarial attacks. However, research into the development of methods for identifying
adversarial attacks is missing. This is a crucial area of research, as it is possible to create
defenses that are efficient against some adversarial attacks but vulnerable to others.

10 How Effective are the Current Defenses Against Adversarial
Attacks on Machine Learning Algorithms?

The concerns arising from adversarial attacks are related to the reduction of confidence
in the true output class and the possibility of misclassification. The strategies utilized to
counter adversarial attacks typically aim to achieve one of two objectives: 1) enhance
the ability to be detected the attack, ensuring that clean and malicious inputs can be
visually differentiated, or 2) improve the resilience of the deep neural network (DNN)
against the attack, thereby minimizing its impact. One potential defense strategy against
evasion-based adversarial attacks that are developed using input gradients is to utilize a
technique known as gradient masking, which involves minimizing these gradients. The
utilization of this technique results in a decrease in the reliability of output classification
through the process of retraining the deep neural network (DNN) using the output prob-
ability vector. Adversarial training is a frequently utilized defense mechanism in which
a trained deep neural network (DNN) undergoes training using adversarial inputs along-
side their corresponding correct output labels. This improvement enhances the precision
of the system when dealing with a recognized attack.An additional method utilized in
the majority of practical machine learning (ML) systems involves the implementation
of input pre-processing. The defense mechanism utilized in this scenario involves the
process of smoothing, transforming, and reducing the noise before its input into the
deep neural network (DNN). This defensive measure reduces adversarial noise, thereby
decreasing the likelihood of a successful attack [7].

Adversarial training, a highly effective defense strategy, was proposed as ameans for
reducing the vulnerability of classification models. This strategy involves the creation
and injection of adversarial examples into the training data during the training process.
An effective strategy to improve the resilience of segmentation models is the implemen-
tation of adversarial training techniques. However, the process of generating efficient
segmentation adversarial examples during the training phase can be a time-intensive
effort. In this research, we provide proof that shows our SegPGD method is both effec-
tive and efficient in addressing this particular challenge. The utilization of SegPGDas the
underlying attack method in adversarial training has been found to significantly improve
the resilience of segmentation models by generating significant adversarial examples.
It is noteworthy to mention that multiple strategies utilizing single-step attacks have
been proposed in the context of adversarial training, aiming to address the efficiency
of adversarial training in the field of classification. However, single-step attacks do not
effectively mislead segmentation models as the adversarial examples they generate are
not sufficiently significant [11].
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At present, several defense strategies that have been proven effective in countering
black-box and gray-box attacks are vulnerable to adaptive white-box attacks. In the 2018
International Conference on Learning Representations (ICLR2018), it was observed that
a majority of the heuristic defenses, specifically seven out of nine, were found to be
compromised by the adaptive white-box attacks. The application of adversarial attack
algorithms, such as Projected Gradient Descent (PGD) and Carlini andWagner (C&W),
to the physical world presents two significant challenges that must be addressed, despite
the proven efficiency of these algorithms in the digital domain. One primary challenge
is the potential disruption caused by environmental noise and natural transformations,
which can compromise the integrity of adversarial perturbations computed in the digital
world. The second challenge is related specifically to machine learning tasks that involve
images and videos. In these tasks, only the pixels that correspond to specific objects can
be altered in the physical world [23].

11 How Do Capsule Neural Networks Differ from Other Types
of Neural Networks in Their Susceptibility to Adversarial
Attacks? Are There any Current Solutions or Defenses Against
Adversarial Attacks on Machine Learning Algorithms?

Capsule Networks can maintain hierarchical spatial relationships among objects, which
suggests the possibility of outperforming traditional Convolutional Neural Networks
(CNNs) in tasks such as image classification [6].

Convolutional Neural Networks (CNNs) commonly indicate vulnerability to small
quasi-imperceptible artificial perturbations, resulting in their vulnerability to being
deceived. The vulnerability of convolutional neural networks (CNNs) can present possi-
ble risks to applications that prioritize security, such as face verification and autonomous
driving. Moreover, the presence of adversarial images serves as evidence that the object
recognition mechanism utilized by Convolutional Neural Networks (CNNs) differs sig-
nificantly from that observed in the human brain. Therefore, there has been a growing
interest in adversarial examples since their release [8].

Convolutional neural networks (CNNs) have demonstrated remarkable performance
in various domains, emerging as the leading approach.However, recent research revealed
a vulnerability in these models, revealing their vulnerability to adversarial perturbations.
The presence of gradient calculation instability can contribute to the enhancement of
this phenomenon across multiple layers within the network. Nevertheless, it is widely
acknowledged that deep neural networks are vulnerable to adversarial inputs, which
appear as minimal perturbations introduced to images that are unnoticeable by human
observers. Adversarial noise has the potential to deceive convolutional neural networks
(CNNs) and other types of neural network architectures, resulting in these models pro-
ducing inaccurate predictions with a significant level of certainty. The presence of adver-
sarial attacks implements constraints on the utilization of neural networks in tasks that
are crucial for security. One possible reason for the efficiency of adversarial samples is
that Convolutional Neural Networks (CNNs) show a high degree of linearity within fea-
ture spaces of significant dimensionality.While Convolutional Neural Networks (CNNs)
can transform feature vectors using non-linear functions, it has been observed that basic
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activation functions like softmax lack the necessary level of non-linearity to effectively
counter adversarial attacks. In contrast, it is worth noting that a Capsule network can
generate significantly more complex non-linearities, thereby reducing the vulnerability
to adversarial attacks. To address this issue, we present a novel AdvCapsNetmodel based
onCapsule and incorporating a considerablymore complicated non-linear function. This
model aims to provide robust protection against adversarial attacks [20].

The Capsule network utilizes a dynamic routing mechanism to acquire knowledge
about the constituent elements that constitute a particular entity in its entirety. In contrast
to deep neural networks, which are limited tomodeling local feature knowledge, Capsule
networks show the ability to not onlymodel knowledge about local features but also simu-
late their relationships.Hence, it can be shown thatCapsule networks aremore effectively
designed for image processing, thereby showing superior performance in tasks such as
image classification and other related activities. When analyzing the robustness of the
Capsule network, it has been observed that it shows greater resilience compared to other
frequently utilized neural networks when subjected to certain fundamental white-box
adversarial attacks like FGSM and BIM. The Capsule network demonstrates superior
classification accuracy compared to general Convolutional Neural Networks (CNNs) in
both untargeted and targetedwhite-box attacks. This indicates that theCapsule network’s
architecture shows greater effectiveness in terms of adversarial robustness compared to
conventional CNN networks [20].

12 Open Challenges and Future Directions

For adversarial attacks and defenses, there are several unresolved issues and potential
directions. Among the most significant challenges are:

• Developing more robust machine learning models - It is becoming more and more
challenging to develop machine learning models that are robust against adversarial
attacks as adversarial attacks become more sophisticated.

• Designing more effective defense mechanisms - Existing Defense mechanisms are
frequently inefficient against evolving and novel adversary attacks. It is crucial to
design Defensemechanisms that protect machine learningmodels from a broad range
of adversarial attacks.

• Understanding the underlying causes of adversarial vulnerability- The reason
machine learning models are vulnerable to adversarial attacks is not yet fully under-
stood. A more in-depth understanding of the fundamental causes of adversarial
vulnerability could result in the development of more effective defense mechanisms.

Future research directions in adversarial attacks and defenses include the following:

• Developing adversarial attack and defense techniques for new machine learning
applications- In the context of image classification, adversarial attacks, and defenses
have been extensively investigated. However, it is essential to develop adversarial
attack and defense techniques for other applications of machine learning, such as
natural language processing and speech recognition.

• Developing adversarial attack and defense techniques that are robust to real-world
conditions - Typically, laboratory-developed adversarial attacks and Defenses are
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not robust under real-world conditions. It is crucial to develop adversarial attack and
defense techniques that are resilient to a wide range of real-world scenarios, such as
noise, lighting variations, and broad devices.

• Developing adversarial attack and defense techniques that are efficient and scal-
able-Attack and defense techniques that are adversarial can be computationally inten-
sive. It is essential to develop efficient and scalable adversarial attack and defense
techniques so that they can be implemented in real-world applications.

The research and analysis of adversarial attacks and defenses is a discipline that is
undergoing rapid development. There aremany open challenges and potential directions,
but there is also a great deal of opportunity for advancement. We can expect the growth
of more robust machine learning models and more effective Defense mechanisms as
research in this area continues.

13 Conclusion and Future Work

The present state of research on adversarial attacks and defenses in capsule networks is
analyzed in this paper. This paper has also discussed the various forms of adversarial
attacks that have been proposed, as well as the various defense mechanisms that have
been developed to counteract them. And challenges and limitations of existing research,
as well as potential directions for future research in this field.

This paper concluded that capsule networks are more robust to adversarial attacks
than ordinary neural networks. However, they remain vulnerable to certain forms of
attack. There is a need for additional research to develop more efficient defense mecha-
nisms for capsule networks.

This paper also concludes that there is no single defense mechanism that is effec-
tive against every type of adversarial attack. It is essential to utilize a combination
of defense mechanisms to provide the maximum amount of protection possible against
adversarial attacks.

We expect that this review will assist researchers in understanding the challenges
and limitations of the existing research on adversarial attacks and defenses in cap-
sule networks. We also expect that this review will assist in the development of more
efficient defense mechanisms for capsule networks.
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Abstract. With expanding usage of renewable energy sources, the pop-
ularity of microgrids (MG) is also on the rise. Research is ongoing in the
field of hybrid MG to develop effective control strategies and stability
assessments. Among the three types of MG architecture (AC-coupled,
DC-coupled, and hybrid AC-DC coupled), the hybrid AC-DC coupled
MG (HACDCMG) is preferred for its benefits. This study focuses on the
hierarchical control system of the HACDCMG, which consists of three
layers: primary, secondary, and tertiary control. The first one regulates
current or voltage, while the secondary control system corrects voltage
or current errors and manages power exchange in MG. The tertiary con-
trol system manages power sharing along with energy management. The
study explores the efficacy of each MG architectural control method,
including the coordinated control among multiple ILC and ESS and mode
transition. The HACDCMG control method is particularly effective, and
this study provides an in-depth analysis of its benefits.

Keywords: Control methods · ESS · Hybrid AC-DC coupled MG ·
and ILC

Abbreviations

DG: Distributed generators
ESS: Energy storage system
ILC: Interlinking converter
MG: Microgrid
PEC: Power electronic converter
RES: Renewable energy sources
SG: Sub-grid

ADCSG: AC and DC Sub-grid

1 Introduction

The usability of renewable energy sources (RES) is becoming ever more preva-
lent as a result of a number of factors, including rising demand, scarcity of
fuel, decreased air pollution, etc. Therefore, the CERTS, which uses RES like
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solar, wind, etc., introduces the concept of the microgrid (MG). The major
existing utility is connected to various distributed generators (DG) sources with
energy storage system (ESS) [1,2] by utilising power electronic converter (PEC).
These RES are intermittent, which poses problems with system stability, reliant,
etc. Depending on the techno-economic circumstances, the MG may function in
either the grid-connected or the islanded mode. Power shortages and surpluses
can both exchanged with the primary grid when in the grid-connected mode.
According to the IEEE standard IEEE-1547, there are two forms of islanding in
the islanded mode: purposeful and inadvertent. Both AC and DC are produced
by the main utility grid and by RES. AC loads and sources have been evolving
for many years. According to the IEA, energy transmission lost 8 % of all energy
in 2021 [3]. Power losses in transmission lines can be decreased and distribution
grid power flow can be increased with the help of ACMG. However, additional
issues like DER synchronisation and reactive power regulation also appear simul-
taneously. HVDC transmission systems were employed when the mercury vapour
valve was developed in 1930, and this research is bound to high power trans-
mission operations of MG. The usage of diverse loads and DC-DC converters in
numerous applications has been made possible by technological and commercial
advancements in PEC. Additionally, different ESS types and DC-based DER
open up new possibilities for compact DCMG. The primary characteristics of
DCMG are its small transformer count and lack of reactive current alternation.
After discovering the benefits of both ACMG and DCMG, the development of
HACDCMG was the only option left with the purpose of enhancing MG effec-
tiveness, dependability, and financial conditions. Direct fusion of DER, ESS, and
AC/DC load is achievable in HACDCMG systems. The HACDCMG eliminates
the need for a sizable number of power converters, lowering system costs and
losses overall. Due to the synchronisation of the AC and DC buses, the network
architecture of the HACDCMG is more complex than that of the scattered AC
and DC MG, which necessitates additional research into the coordinated control
of the HACDCMG, reactive power compensation, DER disconnection, etc. A
hybrid MG’s work can be divided into a variety of categories, such as managing
the converter to feed best power flow, EMS, system stability, protection etc. The
interlinking converter (ILC) must be under control most crucially. ILC regulate
the variables v, f , and v at both buses, respectively. Any variation in these
particulars will result in the many stability difficulties covered in this work. In
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review studies, the control method used by ACMG has garnered the majority of
attention [4], but DCMG hardly ever classifies all coupling designs and related
control techniques. [5] discusses various control strategies for linking AC and DC
bus converters. This essay discussed the function of ILC while focusing mostly on
control strategies relevant to hybrid MG. The significant findings of this study
include:

1. This paper studies the architecture of ACDCMG, and classifying different
control strategies in the hierarchical control scheme.

2. It discuss different ILC regulating strategies for ACDCMG architecture.

Following demonstrates how the remaining portion of the paper is organised.
The various MG architectures that are available are described in Sect. 2. For
an MG architecture that is now available, Sect. 3 offers control approaches. The
ILC’s function is described in Sect. 4. the discussion of Sect. 5 includes critical
reviews. Section 6 brings the paper to a conclusion.

2 Different Architecture of MICROGRID

The term “MG” refers to a mix of DER, controller, and loads. Connections
between sources and loads to the PCC can be done in a variety of ways. The
hybrid MG architecture is classified into three kinds based on its connections.
[6].

2.1 AC Coupled Microgrid

Using its interface converter, it connected DER and SE as shown in Fig. 2. A
bidirectional converter connects SEs to the AC bus. Figure 2 explain the AC
bus architectural layout. In particular, an optimal control approach along with
power flow balance within supply and demand are used to maintain AC bus v, f
in islanded mode. Because to its candid design, power management, and control
techniques, the ACMG has been a commonly used structure in comparison to
other MG architecture for decades.
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Fig. 2. ACMG Architecture.



Control Schemes for Hybrid AC-DC Microgrid 37

2.2 DC Coupled Microgrid

An interface converter connects all of the DER and SE to the DC bus. According
to Fig. 3, bidirectional converter connectes the SE’s to DC bus. The DCMG does
not require complicated wiring and does not require a synchronisation arrange-
ment when merging several DGs (producing DC supply). Furthermore, synchro-
nising the output voltage of parallel IFCs and managing their power can be
challenging. Additionally, this network just needs a DC voltage control method.

Fig. 3. DCMG Architecture.

2.3 AC-DC Coupled Microgrid

As depicted in Fig. 4, whereas the DC bus is connected to the DC-generated
DGs, and the AC bus is associated to the AC-generated DGs. The two buses are
connected by the ILC. ILCs serve as bidirectional power converters, transferring
power from an AC side to DC side. This tactic is typically taken into account
if AC and DC sources and load are available. This architecture considerably
increases efficiency by assigning sources and loads to the DC and AC buses with
the least amount of power conversion needed. By using fewer power converters,
it lowers system expenses. Due to its benefits, it will soon overtake other MG
structures as the most promising.

Fig. 4. ACDCMG Architecture.
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3 Control Mechanism in AC-DC COUPLED HYBRID
MICROGRIDS

Considering that contemporary power networks operate at AC, AC coupled
architecture has been the most popular MG design for decades. However, the
DCMG is gaining popularity because of advantages including greater usage
of sources and loads dependent on DC, fewer synchronisation problems. The
HACDCMG is the ideal design as a result since it brings together the benefits
of both DC and AC MG. [1,7],. In light of these advantages, the HACDCMG’s
key problems are stability and power flow management. Numerous studies and
reviews have been done on the HACDCMG’s stability and control techniques
[8]. HACDCMG employ a number of control strategies to obtain the best EMS.
The major control issues are stability, power balance, synchronisation, and pro-
tection. To accomplish these goals, a sophisticated control system is desired. A
hierarchical control structure is largely used in HACDCMG.
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3.1 Primary Control

The major control layer is the central component of the HACDCMG’s control
architecture. This layer is in charge of controlling important variables like v and
f . Its major objective is to keep the MG’s v and f levels stable. To accomplish
this, power flows between the various ESS and DGs connected to the MG are
carefully regulated. The grid-following mode and the grid-forming mode are the
two main modes of operation used by this layer. While in grid-forming mode,
the MG functions independently from the main grid, synchronising its v and f
with it. In order to guarantee stable and dependable functioning, the primary
control layer is quite important.
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3.2 Secondary Control

Building on the foundation of the primary control layer, the secondary control
layer adds an extra level of intelligence to the microgrid’s management. This
layer focuses on compensating for v and f deviations in both the AC and DC
sub-grids. Additionally, it ensures smooth transitions between different operating
modes, such as black-start and synchronization procedures. There are two main
approaches to secondary control: centralized control and decentralized control
[9]. In centralized control, a central controller manages power flow distribution
based on information gathered from various sources within the microgrid. In
decentralized control, individual DGs and ESS units actively participate in power
management, allowing for increased reliability in case of system failures [10].

3.3 Tertiary Control

The same control method as during the grid-forming phase is applied here. By
regulating the P,Q flows among the HACDCMG, main grid. This method con-
trols v and f . Both centralised and distributed applications of this approach are
possible. While p, q are computed using MG power demands and energy mar-
ket activity, p, q is estimated at the PCC in centralised control. This guarantees
the reliability, effectiveness, and affordability of the electricity. In contrast to
distributed control, the main grid is used for tertiary control rather than the
MGCC. In [11] a HACDCMG design using the tertiary control approach is pro-
vided. In this tertiary control technique, global information is acquired via the
consensus process. The ideal local choice that takes into account the improve-
ment in power quality is obtained using the optimization procedure. It produces
signal of correction for the LC of the DERs in order to boost quality of power at
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the locak bus. In this control system, the primary controller is given one com-
munication link and for the other link, consensus-based tertiary control is used.
These three control mechanisms are summarised in Table 1.

Table 1. Classification based on applications.

4 ILC Control Methods

It can control separate SG with more flexibility by commanding connected con-
verters dispersed throughout MG to carry out different functions. The most
popular method is to use these converters to reduce v/f variability in ac and dc
SG [1,2,12]. In order to counterbalance any surplus produced or needed power
on each networks, the converters would transmit electricity through one SG to
another. It’s not necessary for this functioning mechanism to be restricted to
ac and dc SG along with a similar voltage, frequency level. It could also be
employed when the v and f levels are different but the current attributes are
similar. With the aid of a droop controller, ILC can transfer power among a
MG’s SG. In addition to conventional techniques, this droop is calculated using
the differential among their AC SG f variance and their DC SG v variance.
These variations differ from one another, so the HACDCMG converters supply
power to stabilise them. The ILC’s capacity determines the amount of power
sharing that can be transmitted in both directions between AC and DC buses.
It’s important to keep in mind that even though ILCs associated to the AC
grid provide local primary regulations. They are not eligible to be added to the
main resource. This is because they switch power between grids rather than
supplying or dissipating energy from a source or a load. Additionally, an ILC
can assist with primary regulation on both sides in specific situations, anytime
one of the SG has surplus generating electricity, for instance and an adjacent
system requires a high amount of power. By moving power from one system to
the other, ILC aid in the regulation of both systems in this instance. Even yet,
one SG will profit from the primary regulation while the other will experience
a bigger variance If two sub-grids have insufficient power generation or demand,
and ILC is in charge of handling the deviation compensation. Other methods
can be utilised to control the ILC implemented at MG, such as SoC balancing
of ESSs or enhancing energy quality. Dynamic droop characteristics make it dif-
ficult to reconcile the droop variables of different DERs, and any DER could
be shut down for maintenance [13]. Classical Droop based on DC voltage for
the HACDCMG ILC outgrowth circulating current as a result of different line
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resistances that put the ILC under excessive stress. In [14], “frequency-based
droop is described as a way to prevent power from being circulated between
various ILCs. The ADCSG own their own ESS in HACDCMG setups that are
currently in use. Owing to the substantial volume of power exchange and the
numerous links among the ADCSG, numerous ILCs are provided in [15]. We’ll
go over some of the most crucial ILC control tactics in the following section.

4.1 ILC Unified Control

An inner v/f loop and an external power control loop are included in the control
block diagram of this method in [15]. The DERs and ESS are separated into two
groups on either side: power and slack terminals. Power balancing units, also
known as slack terminals, are DERs-ESSs on the ADCSG that are employed to
control f and the v of the ADCSG, whereas power terminals on AC and DC SG
are DERs-ESSs that try to run in MPPT mode. Assume that the ADCSG power
terminals’ combined total outputs are Pac and Pdc, correspondingly, assuming
that the following are the droop characteristics:

Vdc = V ∗
dc + (P ∗

dc − Pdc)/Kdc (1)

ωac = ω∗
ac + (P ∗

ac − Pac)/Kac (2)

where, for a DC SG, Vdc, V
∗
dc,Kdc, P

∗
dc and Pdc are, respectively, voltage at the

slack bus terminal, reference voltage for the DC bus, gain for DC droop, reference
real power for the DC bus, and the momentary active power. The same is true
for ωac, ω

∗
ac,Kac, P

∗
ac and Pac, which stand for the instantaneous p of the ac SG,

reference active power, slack bus frequency, and reference frequency, respectively.
In typical operation, the PCC’s overall actual power output of the ADCSG is
endured using the potential (K). The power error (ΔP ) PCC is displayed as:

δP = Pac − K ∗ Pdc (3)

When determining the real power reference set-point, the regulator transfer func-
tion G(s) can be used to estimate the base output power shown in Fig. 6 using the
Eqs. 1, 2, 3. As a result, AC voltage control is used, and monitoring is done with
a PR controller, which additionally diminishes steady-state error and enhances
dynamic stability.
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Fig. 7. ILC unified control structure.
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4.2 ILC with ESS

The [1] presents a novel HACDCMG layout that integrates ESS into the ILC.
Energy could be stored using the system of batteries or capacitors at the DC link
of the ILC. ESS and ILC are associated to the DC SG via a DC-DC boost con-
verter, and to the AC SG via a DC-AC converter. The storage system and ILCs
system model are shown together in Fig. 8. By using PLL, Vabc is transformed
to v, f , which are then converted to values per unit. Making use of per-unit
system parameters, it is possible to rule out the control error caused by distinct
droop gains caused by line and system factors. According to 4, 5, (fpu), (Vpu)
are defined.

fp.u. =
f − 1/2(fmax + fmin)

1/2(fmax − fmin)
(4)

Vp.u. =
V − 1/2(Vmax + Vmin)

1/2(Vmax − Vmin)
(5)

The PI-I controller gets the p.u. v and f deception and yields a real power
reference signal (P ∗

1 ). The actual power reference signal determines the real
power transmission among ADCSG. Following that, using the 6, 7, the active
current reference (I∗

d ) and the DC current reference (I∗
1 ) are measured from (P ∗

1 ).

I∗
d =

2P ∗
1

3V
(6)

I∗
q =

−2Q∗
1

3V
(7)
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I∗
1 is DC side current and I∗

d +jI∗
q are ILC’s AC side current, controlled through

PI-2 and PI-3. The PI-4 controller’s function is to maintain a constant voltage
across the DC link capacitor, allowing the use of an ILC in place of a capacitor.
However, charging and discharging of ESS depends on the v of DC bus.
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Fig. 9. Bidirectional ILC control structure.

4.3 Multiple Bidirectional ILCs Control

In [16], using a distributed coordination control across several simultaneous
ILCs is proposed in a HACDCMG, and ILC and ESS are associated among the
ADCSG. Among the existing control techniques described in [17–20] and this
approach in [16], there are significant differences in the three-axis dqo control over
the feedback linearization technique and the BILCs’ internal current loop. More-
over, normalised (per-unit) f/DC v droop is used to achieve power interaction.
A circulating current can be created by many parallel-connected ILCs, but this
current is suppressed by the [21,22]. On the other hand, a decoupling controller
is developed employing a DC SG voltage-based evaluation strategy. A thorough
control strategy for multiple ILCs with three axes of the inner current loop is
shown in Fig. 9. Such two coupled control strategies significantly improve ILC
active power sharing, ILC inner current management, and ESS stress reduction
via creating reactive power. Power management, which controls Power interac-
tion and DC current sharing between ADCSG, is frequently controlled by the
outer control loop. The power interaction is as follows:

Vdc,ref = V ∗
dc − δV − Rk(idc − i∗dc) (8)

Qref = Q − Nk(Vu − V ∗
u ) (9)

where, i∗dc output current, V(dc,ref), the reference DC link voltage, the output of
power interaction control is δV = K(fref − f), and Rk droop coefficient.
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5 Critical Review

HACDCMG have gained popularity as the most common MG architecture
because of its numerous advantages, including increased reliability, efficacy, and
affordability of the system. There are several issues in this area that need to be
looked into.

Table 2. Comparison of ILC Control Strategies

Control
Strategy

Key Features Advantages Considerations

ILC Unified
Control

1) Utilizes per-unit system
parameters for control
accuracy. 2) Active and
reactive current regulation
through PI controllers.

1) Effective power
sharing between
SGs. 2) Reduced
steady-state error.
3) Enhances
dynamic stability.

1) Sensitive to line
impedance
mismatch. 2)
Requires accurate
parameter tuning.
3) Limited
adaptability for
dynamic SGs.

ILC with ESS 1) Incorporates Energy
Storage Systems (ESS)
into ILC. 2) Uses per-unit
system parameters and
control loops for ILC and
ESS. 3) Balances charging
and discharging of ESS
with v/f control.

1) Improved DC
link voltage
stability. 2)
Reduced voltage
fluctuations. 3)
Enhanced
dynamic stability.

1) ESS state of
charge (SoC)
management. 2)
Proper ESS
control strategy
needed. 3)
Dependent on ESS
characteristics.

Multiple
Bidirectional
ILCs Control

1) Coordination of
parallel-connected ILCs
with three-axis dqo
control. 2) Feedback
linearization technique and
per-unit f/DC v droop. 3)
Controls power interaction
between AC and DC SGs.

1) Improved active
power sharing. 2)
Enhanced ILC
inner current
management. 3)
ESS stress
reduction.

1) Complex
control algorithm.
2) Additional
computational
complexity. 3)
Circulating
current
suppression

1. It is necessary to conduct farther research on coordinated control methods
for AC and DC bus power sharing in additionally to individual SG because
HACDCMGs have more intricate power sharing strategy in contrast to iso-
lated AC and DC MGs.

2. Due to the HACDCMG’s reliance on the ILC for power exchange among
the buses, BILCs are necessary for stability. In addition, depending on the
HACDCMG’s working mode, either the AC bus v/f or the DC bus v will be
regulated by the BILC.

3. A large number of ILCs are used with the AC and DC bus due to the high
quantity of Power exchange between the two buses. As a result, adding more
ILCs would enhance overall expenses and lead to circulating current because
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of a line’s mismatched impedance, that might put the ILCs below undue
pressure.

4. The control technique of numerous ILCs is essential due to the insertion of
distributed ESSs on the AC and DC SG. Therefore, more investigation is
needed to create a control approach between several ILCs that run in parallel
and distributed ESSs.

5. The major issue is the regulation of distributed ESSs’ charging and discharg-
ing at varied SoC levels. For distributed ESSs with several SoC levels, the
master-slave control technique was employed the majority of the time; how-
ever, only a few studies emphasised on balancing the SoC levels of decentral-
ized ESSs.

6. The entire MG will be shut down if the MGCC in the communication infras-
tructure malfunctions. Yet, because the dependability of the MG can be
increased via distributed control systems, which lack an MGCC and permit
the LC of numerous DERs to converse with each other.

Future MG will eventually cluster together to produce complex dynamics as they
become more and more coupled with one another. By enabling policymakers, the
power sector enables both industry practitioners and academic scholars to grasp
the stability, and power management scenarios of different MG systems.

6 Conclusion

This study provides a thorough literature review of control techniques for HACD-
CMG. While previous research has explored various aspects of MG, current
academic and industrial focus is on control strategies, which are crucial for
the successful implementation of MG. The control hierarchy for all architec-
ture is defined in a similar way, with primary control handling constant v/f and
power regulation, and secondary and tertiary control addressing distinct operat-
ing modes. The DER incorporates the primary layer to enhance reliability, and
alongside this, the secondary layer optimizes power quality by governing MG
communication protocols and mitigating steady-state v/f faults. To facilitate
efficient operation, the tertiary control supervises power distribution between
the MG and the main grid. The advantages of various control strategies for
ILCs have been thoroughly examined in this research. The efficient management
of ILCs is closely related to the system’s stability. The voltage levels on both the
AC and DC buses, for instance, may be dramatically affected in situations when
numerous ILCs are used and there is a high circulating current flowing between
them. Using ILCs in conjunction with ESS is one efficient way to deal with this
circulating current issue.
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Abstract. High performance applications demand faster SRAM with low power
and energy consumption, wherein the write driver is a critical component govern-
ing itswrite performance. The existingwrite drivers fail to optimize all the parame-
ters simultaneously due to bitline leakage-discharge current trade-off. In this paper,
a novelwrite driver is presented,which uses a unique leakage-compensationmech-
anism to overcome this trade-off. The designs are implemented at 32 nm and are
compared under PVT-variations with 3σ global process and frequency variations.
The results show that the proposed design outdo all the existing designs, pro-
viding up to a 9.9% improvement in write delay, with a 26.75%, 26.03% and
29.13% reduction in write power, energy per switching activity, and differential
bitline voltage, respectively, at 1.1 V, 27 °C and TT corner. Thus, the design is
suitable for a multitude of applications due to its low write delay, reduced power
consumption and increased energy efficiency.

Keywords: PVT-variations · write delay · bitline leakages ·
leakage-compensation · write power · write driver · energy per switching
activity · SRAM

1 Introduction

The interest in incorporating additional features in high performance applications and
portable devices requires a large amount of SRAM in a small chip area [1, 2]. SRAM
has become so popular due to its faster speed and high storage density [3]. The speed
of operation in SRAM is mainly dictated by the performance of its peripheral circuitry.
Thus, SRAM array architecture with an efficient write driver, sense amplifier, decoders,
multiplexers, etc., improves the overall system performance [4, 5]. An efficient write
driver design aiming for fasterwrite operations requires a large differential bitline voltage
and high discharge current. However, the high bitline leakages of unselected SRAM
cells and write driver along the column reduce the differential bitline voltage. Stacking
of transistors is an effective way to reduce the bitline leakages [6]. Although this reduces
leakages and power consumption, the detrimental effect on discharge current has made
the design of write driver with a smaller write delay challenging.
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Given its significant contribution to the total power usage in SRAM arrays, optimiz-
ing write power directly reduces overall consumption, while simultaneously increased
bitline voltages enhance cell reliability during write operations. To provide improved
write performance, various write driver designs are available, such as the constant-
negative level write driver [7], mirrored write driver [8], pass-gate based write driver [9,
10], transmission-gate based write driver [11], AND-gate based write driver [11], and
NOR-gate based write driver [12, 13]. The constant-negative level write driver [7] and
mirrored write driver [8] make use of negative bitline assist technique and current mir-
ror circuit, respectively, to improve write performance. However, the use of large boost
capacitor and maintenance of a precise value of the reference current in these designs
make them less attractive. The pass-gate based write driver [9, 10] has the advantage of
low power consumption; however, it suffers from poor write delay due to reduced dis-
charge current. The AND-gate based write driver [11] provides a slight improvement in
write delay values but suffers from increased bitline leakages, resulting in a deteriorated
differential voltage between the bitlines. The transmission-gate based write driver [11]
suffers from increased energy consumption. Moreover, the performance in AND-gate,
pass-gate, and transmission-gate based write drivers degrades due to trade-off between
bitline leakages and discharge current. The NOR-gate based write driver [12, 13] proves
to be a better alternative to these designs, but the increased write power and energy
consumption makes it a less desirable option given the recent demand for low power
devices. Thus, there is a need to propose a new write driver design that can address the
issues of existing designs and provide faster and more efficient write operations with
reduced write power and energy consumption.

In this work, a novel design for a write driver is proposed. The design exhibits faster
writing with reduced power and energy consumption. The contributions of this work are
summarized as follows:

• The design overcomes the trade-off between bitline leakages and discharge current;
a major concern in existing designs.

• It employs a leakage-compensation control circuitry that compensates for the bit-
line leakage currents of the unselected SRAM cells and the write driver, helping to
maintain a large differential voltage between the bitlines.

• The use of stacking effect in the core structure and the requirement for a lesser number
of transistors for implementation reduce power and energy consumption, as well as
area overhead.

• The presence of only one pass transistor in the discharge path of the bitline facilitates
faster discharging and reduces write delay.

This paper is organized as follows. Section 2 discusses the working of an SRAM
cell in an SRAM architecture and the issue pertinent to bitline leakages and discharge
current. In Sect. 3, existingwrite driver designs and the issues related to their performance
are discussed. Section 4 presents the structure of the proposed write driver design and
explains its working. Simulation results are presented and discussed in Sect. 5. Finally,
concluding remarks are discussed in Sect. 6 of the paper.
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2 SRAM Cell and Array Architecture

SRAM array architecture consists of a matrix of cells with various peripherals connected
to a column or a row of SRAM cells for performing memory operations. Each cell can
store either ‘1’ or ‘0’. A column of SRAM cells along with the peripherals (such as
pre-charge circuit, write driver etc.) required for performing the write access can be seen
in Fig. 1. A pre-charge circuit employs pMOS transistors and is driven by control signal
PC [9]. The SRAM cell selected for write operation comprises of two cross-coupled
CMOS inverters (pull-up transistors: PU1-PU2, pull-down transistors: PD1-PD2) and
two access transistors (A12, A22) driven by word line WL2. The access transistors
connect the internal nodes (W2 and WB2) to the complementary bitlines BL and BLB,
which in turn have parasitic capacitances CBL and CBLB respectively. The cell can be
made to operate in: holdmode, writemode, readmode [10]. Thewrite driver is controlled
by data input D_IN and write enable control signal WE.

Fig. 1. A column of SRAM cells with write peripheral circuitry [10]
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2.1 Write Operation in Cell

Each write access cycle consists of a pre-charge phase (first half cycle) followed by
a write operation (next half cycle). To illustrate the complete cycle, it is assumed that
the cell stores ‘0’ at node W2 and write ‘1’ operation is to be carried out. In the first
half of cycle, signal PC is pulled low in the pre-charge circuit and the bitline capacitors
are charged to VDD. In the next half cycle, PC is disabled and one-bit data is applied
through data input D_IN. Next, the signal WE is enabled in the write driver that results
in discharging of bitline capacitor CBLB and flow of discharge current IDISCHARGE. After
this, the access transistors are turnedON in the selected cell by pulling thewordlineWL2
high. Thewrite operation begins at node storing ‘1’ that is nodeWB2 in this case. A large
discharging current starts flowing throughA22 against the charging current through PU2.
For a successful write operation, thus, a stronger access transistor is required compared
to pull-up transistor. Concurrently, at node W2 a charging current through A12 also
increases the voltage at W2. The write operation is accomplished when the voltage at
WB2 falls below the switching threshold voltage of PU1-PD1 inverter and node voltages
at W2 and WB2 flip. In a similar manner, the write ‘1’ operation is also carried out in
the selected cell. It is worth mentioning that a large differential voltage between BL
and BLB (�BL) and a high magnitude discharge current (IDISCHARGE) is required for
smaller write delay (TWD). However, as soon as the PC signal turns high during second
half cycle, then due to the flow of bitline leakage currents ILEAK_CELL and ILEAK_WD
in unselected SRAM cells and write driver respectively along the column of the SRAM
array, the BL voltage reduces, decreasing the differential voltage between the bitlines.
This in turn results in reduced flow of currents through the access transistors of the
selected SRAM cell during the writing process. In addition, the stacking of transistors
in the discharge path of bitlines reduces the strength of IDISCHARGE further deteriorating
the write delay (TWD). Thus, for improved write performance it is imperative to address
increased bitline leakages (ILEAK_CELL and ILEAK_WD) and reduced discharge current
(IDISCHARGE) while maintaining power (PW) and energy (EW) consumption low.

3 Previous Write Drivers

A write driver strongly affects the write performance of the memory; hence, a design
that can discharge the pre-charged bitline quickly while simultaneously maintaining
power and energy consumption low is in high demand. Some of the existing designs are
discussed next [9–13].

3.1 Pass-Gate based (PG) Write Driver [9, 10]

Figure 2(a) shows the schematic of PG [9] design, wherein the pass transistors (M1-M4)
and inverters (I1-I2) are controlled by signals WE and D_IN. One of the pre-charged
bitline conditionally discharges to ground during write operation when WE turns high.
The design is popular due to its simplicity and low power consumption. However, it
suffers from reduced IDISCHARGE due to the stacking of two pass transistors in the
discharging path of the bitline, deterioratingTWD. It isworthmentioning that the stacking
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effect helps in suppressing one component of bitline leakage current ILEAK_WD existing
in other branch while the other leakage component ILEAK_CELL remains unaddressed.
Thus, the performance suffers due to the trade-off between bitline leakages and discharge
current.

(a)                                                              (b)

(c)                                                              (d) 

Fig. 2. Existing write driver designs (a) PG [9] (b) AG [11] (c) TG [11] (d) NG [12]

3.2 AND-Gate based (AG) Write Driver [11]

The AG write driver design depicted in Fig. 2(b) incorporates AND gates A1 and A2
for cutting-down the transistor count in the discharging path and enabling comparatively
faster write operation. One of the discharge path through either M1 or M2 is enabled
during write operation as per the output of ANDgates. The effective ON resistance of the
discharge path is reduced as now only one transistor is present in each path in comparison
to PG [9] design thus increasing IDISCHARGE and resulting in slightly improved TWD.
However, the design fails to address the issue of increased bitline leakages ILEAK_WD
and ILEAK_CELL and thus suffers from deteriorated �BL due to the trade-off between
bitline leakages and discharge current.
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3.3 Transmission-Gate Based (TG) Write Driver[11]

Figure 2(c) represents TG [11] write driver design (Fig. 2(c)) wherein transmission gates
(T1, T2) and inverters (I1, I2) are employed to conditionally discharge the bitlines. The
transmission gates and inverters are driven by control signals WE, its compliment WEB
and compliment of data input D_INB. During write operation, when WE and WEB
turns high and low respectively, the transmission gates are enabled and one of the bit-
line conditionally discharges through nMOS transistor of inverter (either I1 or I2). The
quick discharging of high capacitive bitlines require inverters with strong nMOS tran-
sistor. The stacking effect of transmission gate and strong inverter reduces IDISCHARGE
and results in large TWD and increased energy consumption. In addition, the design
requires extra inverters to generate control signals WEB and D_INB from WE and
D_IN respectively. Moreover, the design suppresses ILEAK_WD whereas the ILEAK_CELL
remains unaddressed resulting in degraded �BL.

3.4 NOR-Gate based (NG) Write Driver [12, 13]

TheNG [12] design (Fig. 2(d)) consists of transistor pairs (M1-M4,M2-M3), NOR gates
(N1, N2) and inverters (I1, I2, I3, I4). During write operation, WE turns high and output
of either N1 or N2 comes to be high based on the value of D_IN. This results in triggering
of one of the pair either M2-M3 or M1-M4. In each pair, pull-down transistor is used to
discharge the bitline by means of IDISCHARGE whereas pull-up transistor keeps the other
bitline high through compensation current ICOMP. The reverse flow of ICOMP through
M1 compensates for the leakage currents ILEAK_CELL and ILEAK_WD improving �BL.
However, the proposal uses huge number of transistors and, thus, suffers from increased
write power and energy consumption, and area overhead.

In the existing write driver designs (Fig. 2), it can be observed that it is not possible
to provide a small write delay (TWD) at low power and energy consumption due to the
trade-off between bitline leakages (ILEAK_CELL and ILEAK_WD) and discharge current
(IDISCHARGE). The AG [11] design improves IDISCHARGE but suffers from degraded
values of �BL due to more bitline leakages. In PG [9] and TG [11] designs, the use of
stacking effect helps in reducing only the leakage current component ILEAK_WD while
the other more critical leakage current component ILEAK_CELL remains unaddressed.
Moreover, the stacking effect reduces IDISCHARGE and thus deteriorates TWD. In addition,
the TG [11] design suffers from increased energy consumption. The NG [12] design
overcomes this trade-off to a certain extent but suffers from increased write power and
energy consumption. Thus, the existing write driver designs focus on ILEAK_WD but at
the cost of limitation on IDISCHARGE. In addition, ILEAK_CELL of unselected SRAM cells
remains unaddressed. Hence, the existing designs are not suitable for portable devices
and high performance applications that need faster write in addition to low power and
energy consumption. This necessitates a new write driver design that can optimize all
the performance parameters by overcoming the trade-off between bitline leakages and
discharge current while simultaneously addressing the issue of increased write power
PW and energy consumption EW.
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4 Proposed Write Driver Design

The existing write driver designs discussed in Sect. 3, suffer from the issue of poor
TWD values, deteriorated �BL, high PW and EW consumptions that worsens with sup-
ply and technology scaling. To address these issues a novel design for a write driver
is proposed. The proposed design overcomes the trade-off between bitline leakages
(ILEAK_CELL and ILEAK_WD) and discharge current (IDISCHARGE) while keeping the PW
and EW consumptions low.

4.1 Structure of the Proposed Write Driver

The proposed write driver design incorporates a unique leakage-compensation mech-
anism that provides compensation against bitline leakage currents ILEAK_CELL and
ILEAK_WD of the unselected SRAM cells and write driver respectively resulting in large
�BL. The use of stacking effect in the core structure and the requirement of lesser num-
ber of transistors for implementation reduces the power and energy consumption, and
area overhead. The presence of only one pass transistor in the discharge path of bitline
fosters faster discharging due to flow of high magnitude IDISCHARGE and, thus, reduces
TWD.

The SRAM array architecture consisting of pre-charge circuit, conventional 6T
SRAM cell and the proposed write driver design is shown in Fig. 3(a). The pre-charge
circuit is regulated by a control signal PC. The selected cell stores the data at the internal
storage nodes W2 and WB2, which in turn are connected to the external bitlines BL and
BLB through the access transistors A12 and A22 respectively. The access transistors
are driven by word line WL2. The proposed write driver design consists of pull-up tran-
sistors (M1, M2, M3, M4), pull-down transistors (M5, M6) and AND gates (A1, A2).
The inverters are also required to get the complementary signals D_INB andWEB from
D_IN and WE respectively that controls the overall working of the write driver. The
control signals WEB and WE respectively keep the pull-up path (M1-M3 or M2-M4)
for ICOMP and pull-down path (M5 or M6) for IDISCHARGE disabled during pre-charge
phase and conditionally turns one of the pull-up and pull-down paths ON during write
operation.

4.2 Working Mechanism

The timing diagram shown in Fig. 3(b) represents the value of various signals and critical
nodes while performing memory access in selected SRAM cell. Each memory access
consists of a pre-charge half cycle followed by a read or write half cycle depending upon
the value of RD/WR control signal. Now, let us see the working of the circuit during
write ‘1’ access in reference to the signal values depicted in Fig. 3(c). During the pre-
charge half cycle, the WE and PC signals turn low in write driver and pre-charge circuit
respectively and results in pre-charging of bitlines to VDD. AsWE is low, both the AND
gates are disabled irrespective of the value of D_IN. This keeps both the pull-down
transistors (M5 and M6) OFF and helps the bitlines to hold the pre-charged voltage.
During write ‘1’ half cycle, signals WE and WEB turn high and low respectively. Now
the output of the AND gates depend upon the data applied at data input D_IN. During
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write ‘1’ operation, D_IN is high and therefore the output of AND gate A2 becomes ‘1’
whereas A1 remains ‘0’. The transistor M6 quickly discharges the bitline BLB towards
ground resulting in the flow of discharge current IDISCHARGE. On the other hand, M1 and
M3 keep BL voltage high. This occurs due to the flow of compensation current ICOMP
through M1 and M3 that compensates for the bitline leakage currents ILEAK_CELL and
ILEAK_WD of the unselected SRAM cells and nMOS transistor M5 of the write driver
respectively. Thus, a large �BL is maintained resulting in flow of large currents through
access transistors of selected SRAMcell duringwrite operation. In addition, the presence
of only one transistor M6 in the discharge path of BLB results in high IDISCHARGE. A
large �BL and high magnitude IDISCHARGE simultaneously work to improve TWD. The
reduced transistor count and presence of stacking effect in the core structure leads to low
write power and energy consumption in the proposed design. The write ‘0’ operation
is also performed in a similar way. Thus, the proposed design successfully overcomes
the drawbacks of existing designs and provides faster write at low power and energy
consumption.

(a)  (b) 

Phase Pre-charge write ‘1’ write ‘0’

PC ‘0’ ‘1’ ‘1’

WE ‘0’ ‘1’ ‘1’

D_IN - ‘1’ ‘0’

(c) 

Fig. 3. SRAM array with proposed write driver (a) Circuit diagram (b) Timing diagram depicting
read/write operation (c) Status of control signals during write ‘1’ and write ‘0’ operations
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4.3 Bitline Leakage-Compensation

To ensure a faster and successful write operation, it is required to maintain a large
�BL. However, due to the flow of bitline leakage currents ILEAK_CELL and ILEAK_WD
through the unselected SRAM cells and write driver respectively along the column of an
SRAM array, this becomes difficult. The problem further exaggerates with supply and
technology scaling. To address this issue in the proposed design, a leakage-compensation
circuitry is used that compensates for the bitline leakage currents through ICOMP and
ensure large�BL even at low supply voltages. During, write ‘1’ operation, theBLvoltage
should be maintained at high level. To ensure this, the simulations are carried out for
bitline voltage BL at VDD = 1.1 V and 0.9 V under 3σ global process variations in PG [9]
(bitline leakage uncompensated) and proposed (bitline leakage compensated) designs
and are shown in Fig. 4. From the results it can be noted that the BL voltage drops by
26.59% at VDD = 1.1 V (Fig. 4(a)) and 27.06% at VDD = 0.9 V (Fig. 4(b)) in the PG
[9] design. However, its value is maintained almost equal to VDD independent of the
supply voltage level in the proposed design (Fig. 4(c) and Fig. 4(d)). This occurs, due
to the use of leakage-compensation mechanism in the proposed design whereas it is not
possible in case of existing uncompensated designs due to the flow of high magnitude
bitline leakage currents.

(a)                                                                (b) 

(c)                                                                (d)

Fig. 4. Bitline voltage during write operation in (a) PG [9] (at VDD = 1.1 V) (b) PG [9] (at VDD
= 0.9 V) (c) Proposed (at VDD = 1.1 V) (d) Proposed (at VDD = 0.9 V) designs
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5 Simulation and Discussion

In this section, the performance parameters TWD (write delay), PW (write power con-
sumption), EW (energy consumption per switching activity) and�BL (differential bitline
voltage) are captured for proposed and the existing designs (discussed in Sect. 3) at 32 nm
technology node. All the simulations are performed using SYMICA SPICE simulation
tool. The pMOS and nMOS transistors have the threshold voltage (Vth) as−0.452 V and
0.483 V respectively. The CBL and CBLB of bitlines is assumed to be 80 fF. The robust-
ness of the design is verified by performing simulations at different supplies (1.3 V
down to 0.9 V), corners (SS, SF, TT, FS, FF) and temperatures (125 °C down to −
40 °C). To capture the effect of diverse conditions on the designs, simulations that are
more extensive in nature are performed under frequency variations and PVT-variations
with 3σ global process variations. For fair comparison, the corresponding transistors
having same aspect ratio are used.

Table 1 summarizes the results at 1.1 V, TT corner, 27 °C and displays the best values
in bold font. The results indicate that the proposed and NG [12] designs perform the
fastest write operation and provides 9.9%, 2.9% and 4.9% improvement in TWD over
PG [9], AG [11] and TG [11] designs respectively. However, NG [12] design consumes
the highest PW and EW compared to proposed and other existing designs. It is worth
mentioning that the proposed design provides the fastest write and consumes 26.75%
less PW and 26.03% less EW than NG [12] design. The proposed design is thus low
power and more energy efficient than NG [12] design. In addition, the proposed design
provides up to 29.13% higher �BL than existing designs.

Table 1. Write Mode Simulation Results at 1.1 V, TT, and 27 °C

Write driver Parameter

TWD (ns) PW (nW) EW (pJ) �BL(mV)

PG [9] 1.11 4790.51 2.65 852.35

AG [11] 1.04 7141.67 3.71 851.62

TG [11] 1.06 8995.58 4.78 989.73

NG [12] 1.01 10865.87 5.47 1099.69

Proposed 1.01 8572.3 4.34 1099.72

% age improvement up to 9.9% up to 26.75% up to 26.03% up to 29.13%

The results from comparative analysis of all the designs is tabulated in Table 2.
The results show that due to use of leakage-compensation circuitry, stacking effect and
reduction of transistors in the path of discharging bitlines, the proposed write driver
design shows improved write delay performance at lower PW and EW compared to
existing designs.
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Table 2. Summary Comparison of Performance among Various Existing Write Driver Designs

Design Transistor count in bitline
discharge path

Leakage compensation
mechanism

Comparative analysis

AG [11] 1 No Low PW, Moderate TWD

PG [9] 2 No Least PW, Highest TWD

TG [11] 2 No High PW, Moderate TWD

NG [12] 1 Yes Highest PW, Low TWD

Proposed 1 Yes Less PW and EW than NG
[12] and TG [11], Least
TWD among all

5.1 Process Corner based Variations

Figure 5 depicts the impact of variations on performance parameters due to fabrication
process at a supply voltage of 1.1 V and temperature of 27 °C. The results (Fig. 5(a))
show that the write delay, TWD, is not a strong function of process variations at non-
skewed process corners, however, the parameter varies significantly at skewed corners
‘SF’ and ‘FS’. The reason for this is that at process corner ‘SF’, the current capability of
pMOS transistors is much higher than that of nMOS transistors resulting in a slow write
operation. The reverse thing occurs at opposite corner. However, the proposed and NG
[12] designs outdo all the other designs regardless of process corners and achieve up to
10.5% improvement inwrite delay over other designs. It is also noted that thewrite power
consumption PW (Fig. 5(b)) shows a strong dependence on process corners with the best
performance at ‘SS’ corner and worst performance at ‘FF’ corner due to reduced driving
strength of transistors at ‘SS’ corner and increased strength at ‘FF’ corner respectively.
However, the proposed design consumes up to 22.4% less PW than NG [12] and TG
[11] designs due to stacking of transistors in core structure that reduces the leakages
in proposed design [6]. It is also revealed in Fig. 5(c) that energy consumption of the
circuit EW depends upon the driving capabilities of transistors and shows worst and best
values at ‘FF’ and ‘SS’ corners respectively. The proposed design consumes 21.8% less
EW than NG [12] and TG [11] designs across the process corners.
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(a)                                                                (b) 

(c) 

Fig. 5. Process corner based variations on (a) TWD (b) PW (c) EW

5.2 Supply Voltage Based Variations

Figure 6 elucidates the influence of variations in supply voltage on different performance
parameters at a temperature of 27 °C and process corner TT. The analysis reveals that
as the supply voltage increases from 0.9 V to 1.3 V, the strength of transistors also
enhances and results in faster write operation with low TWD and higher PW and EW
values. However, the proposed design shows impeccable performance with up to 9.5%
improvement in TWD (Fig. 6(a)) over other designs. In addition, the proposed design
shows up to 25.8% improvement in PW (Fig. 6(b)) and 29.5% improvement in EW
(Fig. 6(c)) over NG [12] and TG [11] designs.
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(a)                                                                (b)

(c) 

Fig. 6. Supply voltage based variations on (a) TWD (b) PW (c) EW

5.3 Temperature Based Variations

Figure 7 illustrates the outcome of variations in temperature on the parameters of all
designs at a supply voltage of 1.1 V and process corner TT. As the temperature reduces
from 125 °C to−40 °C, the transistors become slower resulting in dilatory write opera-
tion, however, the proposed design executes the fastest write and achieves up to 12.7%
enhancement in TWD (Fig. 7(a)) over other designs. The power and energy consumption
values also show similar trend wherein the proposed design shows up to 21.1% improve-
ment in PW (Fig. 7(b)) and 24.1% improvement in EW (Fig. 7(c)) over NG [12] and TG
[11] designs.

5.4 PVT-variations

The write performance of all designs vary under PVT-variations. The PVT-variations are
reflected in terms of changes in the threshold voltage of transistors. A 10% variation in
Vth of nMOS and pMOS transistors is considered to capture the effect of PVT-variations
on TWD of the designs.
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(a)                                                                (b)

(c) 

Fig. 7. Temperature based variations on (a) TWD (b) PW (c) EW

The distribution of TWD values for all designs atVDD= 1.1Vunder 3σ global process
variations is plotted in Fig. 8. The analysis reveals that the proposed design executes the
fastest write under PVT-variations, in addition to reduced deviation in values around the
mean value. It is worth mentioning that the proposed design shows 8.84%, 2.11% and
4.77%, reduction in mean value of TWD compared to PG [9], AG [11] and TG [11] write
driver designs respectively whereas the performance remains comparable to NG [12]
design. In addition, the proposed design shows 59.66%, 26.81%, 26.53% and 11.81%
reduced deviation in TWD values compared to PG [9], AG [11], TG [11] and NG [12]
write driver designs respectively.

Fig. 8. Distribution of TWD of all the designs at VDD = 1.1 V under 3σ global process variations
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The distribution of �BL values during write ‘1’ operation when WE is pulled high
in the write driver, for PG [9] (leakage uncompensated) and proposed (leakage compen-
sated) designs at VDD = 1.1 V and VDD = 0.9 V under 3σ global process variations is
plotted in Fig. 9. It can be verified from the results that the�BL that should remain equal
to VDD during write ‘1’ operation, reduces to 852.35 mV at VDD = 1.1 V (Fig. 9(a)) and
693.34mV at VDD = 0.9 V (Fig. 9(b)) in the PG [9] design. However, in proposed design
it remains at 1099.70 mV at VDD = 1.1 V and 899.80 mV at VDD = 0.9 V showing
29.01% and 29.78% improvement in �BL with 98.16% and 99.12% reduced deviation
respectively from their mean value.

   
(a)                                                                (b)

Fig. 9. Distribution of�BL in PG [9] and proposed designs during write ‘1’ operation at (a) VDD
= 1.1 V (b) VDD = 0.9 V under 3σ global process variations

5.5 Frequency Based Variations

The results of variation in clock frequency on the performance parameters at a supply
voltage of 1.1 V, process corner TT and a temperature 27 °C is illustrated in Fig. 10.
From the results, few important observations can be made. First, it can be verified that
the performance of all the designs remain almost independent of frequency. Second, the
proposed design shows up to 8.8% in TWD (Fig. 10(a)) over all except NG [12] design.
In addition, it shows up to 33.7% and 33.5% improvement in PW (Fig. 10(b)) and EW
(Fig. 10(c)) over NG [12] and TG [11] designs supporting the claim that the proposed
design offers unparalleled performance not provided by existing designs.
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(a)                                                                (b)

(c) 

Fig. 10. Frequency based variations on (a) TWD (b) PW (c) EW

6 Conclusion

In this paper, a novel design for a write driver with faster writing, and low write power
and reduced energy consumption for SRAM is presented. The use of a reduced number of
transistors in the discharge paths of bitlines, along with a unique leakage-compensation
control mechanism and a stacking effect, results in a faster write operation while main-
taining low power and energy consumption. The design achieves up to a 10.5%, 22.4%
and 21.8% improvement in delay, power consumption and energy consumption per
switching activity under process corner based variations. Under supply voltage based
variations, a 9.5%, 25.8% and 29.5% improvement is achieved in the same parame-
ters. Additionally, the proposed design provides a 12.7%, 21.1% and 24.1% improve-
ment in the same parameters under temperature based variations. To demonstrate the
impeccable performance of the proposed design, its performance is also evaluated under
PVT-variations with 3σ global process variations. The results indicate that the proposed
design outperforms all the existing designs and achieves the fastest write operation
regardless of supply voltage, process corner and temperature, with up to 8.84% faster
operation. Due to the use of leakage-compensation mechanism, the proposed design
exhibits a 29.01% higher differential bitline voltage with a 98.16% reduced deviation
compared to un-compensated designs at 1.1 V. Furthermore, the variation in clock fre-
quency has no impact on the impeccable performance of the proposed design, which
shows improvements of up to 8.8%, 33.7% and 33.5% in delay, power consumption and
energy consumption per switching activity over other designs. Thus, the proposed design
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proves to be a superior alternative to pass-gate and AND-gate based designs for high-
speed applications due to its low write delay. Additionally, the proposed design is also
appropriate for applications such as wireless sensor networks, portable devices, biomed-
ical implants etc., due to its high energy efficiency and low write power in comparison
to NOR-gate and transmission-gate based designs.
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Abstract. Biomedical imaging with microstrip patch antennas has indeed shown
encouraging outcomes in different platforms, including protein characterization
and cancer detection. Non-ionizing radiation-based techniques of biomedical
imaging, such as ultrasonic and microwave imaging, are being investigated for
the early diagnosis of skin cancer, which is one of the most prevalent forms of
cancer due to its exposure to sunlight. Ultrasonic imaging, which creates images
of the inner structures of the body using sound waves, is a widely used med-
ical application for detecting and diagnosing skin tumors. It can also help to
identify abnormal tissue characteristics, such as changes in tissue density, which
may indicate the presence of a tumor. It is particularly useful in distinguishing
between solid masses and fluid-filled cysts. RFID-based sensors in biomedical
imaging offer several advantages that make them suitable for structural health
monitoring (SHM) applications. They are passive devices that can operate wire-
lessly. This passive nature eliminates the need for frequent battery replacements
and reduces maintenance efforts in large-scale infrastructures. Additionally, the
wireless operation allows for remote sensing and monitoring, enhancing conve-
nience and accessibility. Microstrip patch antennas have been significantly used
for different purposes, such as wireless communication within medical devices,
wearable health monitoring systems, and biomedical imaging.

Keywords: Ultrawide Bandwidth · SHM · Radio frequency identification ·
Redesigned sensors ·Microstrip patch antenna

1 Introduction

TheMicrowave Technology has been growing so fast in Bio-medical and Satellite Com-
munication which bring on the significant increase in several aeras such as cross check,
protein characterization, pharmaceutical, cancer detection applying non-ionizing radi-
ation, and satellite communications integrated through solar cells. The Quality control
is an essential aspect of the manufacturing process of any product, including pharma-
ceuticals, electronics, and other industries [1, 2]. Quality control ensures that products
meet the desired quality standards, and all manufacturing processes follow a defined set
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of protocols. Protein characterization involves identifying and analyzing the structure,
function, and interactions of proteins. This information is critical in understanding the
role of proteins in biological processes and diseases. Pharmaceuticals are compounds
designed to treat, cure, or prevent diseases. Advancement of pharmaceuticals comprise
of various steps, containing drug discovery, pre-clinical development, clinical trials, and
regulatory approval. Non-ionizing radiation, such as visible light, infrared radiation,
and radio waves, can be geared toward cancer detection. Imaging techniques like optical
coherence tomography (OCT), diffuse optical tomography (DOT), and magnetic reso-
nance imaging (MRI) are examples of non-ionizing radiation-based imaging techniques
used for cancer detection. Satellite communications are used for various applications,
including weather forecasting, navigation, and communication. The use of solar cells in
satellite communication systems is becoming increasingly popular as solar cells provide
authentic and acceptable origin of strength for satellites. Microstrip patch antenna is a
type of antenna that consists of a flat metal patch, typically made of copper or other
conductive material, affixed on a skinny dielectric substrate, that one is placed above a
ground plane. The metal patch is usually a few millimeters in size and has a specific
shape, like rectangular, circular, triangular, conversely further forms. The patch is nor-
mally supplied through a coaxial cable or further transmission line, which is joined to
a fine feed point on the patch. Microstrip patch antennas are widely used in various
uses, containing mobile devices, wireless communication systems, satellite communi-
cation systems, and radar systems, owing to their compact size, low profile, low cost,
and smooth merger to microwave tracks. For many wireless communication approaches
Microstrip patch antennas are a favored option as it has several benefits such as com-
pact size, low profile, negligible cost, and ease of integration with microwave integrated
circuits (MIC/MMIC). They are also compatible one and the other symmetrical and
unsymmetrical areas, making them suitable for a wide range of applications.

The rectangular, square, triangular, and circular patch shapes are normally applied
forms for microstrip patch antennas. Skin cancer is a kind of disease which grows inside
the cells of the skin. It occurs when skin cells are damaged, and their DNA mutates,
causing them to grow and divide uncontrollably, leading to the formation of a mass
or tumor. X-rays, MRI, and ultrasound are some of the common imaging techniques
used for medical diagnosis. However, ultra-wideband technology is gaining popularity
in recent times as it offers high-resolution imaging and can differentiate between healthy
and unhealthy tissues more accurately. Ultra-wideband technology uses short pulses of
electromagnetic waves that penetrate the skin and provide detailed images of the under-
lying tissue. This technology is non-invasive, safe, and can be used for early detection
of skin cancer. It can detect changes in skin tissue at a very early stage, even before
they become visible to the naked eye or with other imaging techniques. Ultra-wideband
technology can also be used for monitoring the progression of cancer and evaluating
the effectiveness of treatment. It can provide real-time images of the cancerous tissue,
allowing doctors to track the changes in the tumor and adjust the treatment accordingly.
Ultra-wideband technology has immense potential at the level of medical imaging, espe-
cially for the primitive diagnosis and monitoring about skin cancer. It offers a safe and
non-invasive alternative to traditional imaging techniques and can help save lives by
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enabling timely and accurate diagnosis. The most intriguing use of ultrawide band tech-
nology in biomedicine is to distinguish between healthy and sick tissues, like in the case
of skin and chest cancer diagnosis [3–5].

The UWB technology displays good results which gives extensive bandwidth in
with low power [6] and due to its wide bandwidth and low power consumption, UWB
technology produces positive benefits. Microstrip patch antenna plays an important role
in bio medical applications as now a days microstrip patch antenna is becoming very
popular and important for monitoring of health. The main antennas that are being used
these days are BWCS and RFID sensors. Battery powered sensors have applications
of current wireless application sensors but the sensors are more costly than the normal
regular sensors and it limits the count of detail in the particular data of action [7]. Because
battery-powered sensors have a short lifespan, disposing of billions of batteries poses a
long-term ecological danger [8].

Sensors may not need to be highly sophisticated or accurate due to their intended
widespread use, but all should meet demands for economical and reasonable stability in
the interest for positioned with greater resolution compared to actively accurate wireless
sensors. Designing “smart dust motes,” or autonomously monitoring, ubiquitous com-
puting, and communication systems that are compact enough to simply distributed in the
surroundings,” is the ultimate goal [9]. This inspires the evolution of economical, wire-
less, and passive sensors considering big information including extensive infrastructure
utilizations.

Radio frequency technology (RFID) is a technology which can be utilized to work
on low-cost sensors, wireless sensors, and it is sensing friendly as well. The RFID has
seen rapid growth in the last few years as it is used for identification and enabling
the recognition due to its Unique identification. Without the use of extra electronics or
sensors, cognate filtering for the actual waves linked to reader-level conversation may
make it possible to obtain substantially more data about the target. Microstrip patch
antenna is used in artificial intelligence as well because they play a vital role in the
overall communication and connectivity aspects of AI domain (Fig. 1).

Fig. 1. Geometry of proposed Antenna Front view, Back view [36]
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2 Literature Review

2.1 Microstrip Antenna in Bio-Medical

A microstrip patch antenna is kind of antenna which comprise of a conducting patch
form on top of a dielectric substrate, with a ground plane on the opposite side. This con-
figuration allows that antenna to be relatively small and lightweight, making it suitable
for various applications, including biomedical applications. In the field of biomedical
engineering, microstrip patch antennas have been utilized for different purposes, such as
wireless communication within medical devices, wearable health monitoring systems,
and biomedical imaging.

The applications of Micro-strip patch antenna are:

• Wireless Biomedical Implants: Microstrip patch antennas can be integrated into
biomedical implants, such as pacemakers or neurostimulators, to enable wireless
communication. These antennas allow data transmission between the implant and an
external device, such as a programmer or monitoring system, without the need for
physical connections.

• Biomedical Imaging Systems: Microstrip patch antennas find applications in various
imaging techniques, including microwave imaging (magnetic resonance imaging).
In microwave imaging, these antennas help transmit and receive microwave signals
for generating detailed images of internal body structures. In MRI, microstrip patch
antennas are used as RF coils to transmit and receive radiofrequency signals during
the imaging process.

• Review of research [10] states that a Microstrip patch antenna of Z slot has been
implanted for skin cancer detection by analyzing specific absorption rate (SAR) value.
The antenna has used RT/Duroid 5880 substrate of 3.4 relative permittivity and oper-
ated at 6 GHz. This has resulted reduce exposure of skin radiation and detection of
Cancer from comparison of parameters (Like voltage standing wave ratio (VSWR),
S11, (return loss), efficiency and gain between malignent cells and healthy cells.

• Wearable HealthMonitoring Systems:Microstrip patch antennas are utilized in wear-
able devices for continuous health monitoring. These antennas enable the wireless
transmission of physiological data, such as heart rate, body temperature, or ECG sig-
nals, from wearable sensors to a central monitoring unit or a smartphone application.
The paper [11] has researched on body wearable patch antenna designing. The Patch
antenna for 2.45 GHz operating frequency, has been designed for Gain enhancement
by replacing the cotton substrate material with textile substrate. Antenna with inset
feeding has been simulated for gainmeasurement by changing the parameters (length,
width, operating frequency and dielectric constant) for both type of substrates. it has
gain of 5.89 dB with leather textile substrate better than 5.75 dB for cotton textile
substrate.

• Body Area Networks (BANs): Microstrip patch antennas play a crucial role in estab-
lishing wireless communication within body area networks. In BANs, multiple wear-
able or implantable devices equipped with microstrip patch antennas form a network
to exchange data and facilitate real-time monitoring of vital signs and other health-
related parameters. Sometimes the BAN (Body Area Networks) is present consists
of instruments inside the human body.
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• The paper [12] has presented a review study on different parameters of designing
a patch antenna for Body Area Network (BAN). The Handy and useful embedded
devices have made three ways of change in electromagnetic radiations in BAN appli-
cations. Implantation of Sensors in human body for analysis of performance is one-
way, while observing the history of elder one’s data is the second way. Use of MRI,
CT-Scan, endoscopic test etc. methods of testing is the third way in BAN.

• Telemedicine and Remote Patient Monitoring: Microstrip patch antennas are
employed in telemedicine applications, where remote patient monitoring is essential.
By integrating these antennas into wearable devices or home monitoring systems,
healthcare providers can remotely monitor patients’ health conditions and receive
real-time data for analysis and diagnosis. an issue can be evaded by using wearable
antennas which can get completely integrated onto clothes and use it for remotely
transmitting/receiving the sensor data without affecting the elderly’s regular habits.

• The paper [13] has explained the obstructions for manufacturing of highly efficient
wearable patch antenna. The patch has been manufactured with use of FR4 substrate
(er= 4.3, and loss tangent δ = 0.025) at operating frequency of 2.3 GHz and Denim
material substrate (relative permittivity er = 1.67, and the loss tangent tan δ =
0.085) for operating frequency 2.66 GHz. The patch antenna has shown an improved
parameters for real conditions. Microwave Hyperthermia Therapy: Microstrip patch
antennas are used in hyperthermia therapy, a treatment method that involves heating
specific body tissues to destroy cancer cells or treat other medical conditions. These
antennas deliver controlled microwave energy to the targeted tissues, raising their
temperature and causing localized cell damage.

• The reviewed paper [14] has fabricated Archimedean spiral micro strip antenna
(ASMPA) on FR-4 substrate. The patch has improved parameters (gain of 3.1 dB,
Voltage Standing Wave Ratio < 2, Specific Absorption Ratio and temperature rise
over the infected affect area of bio mimic 8 W/Kg and 42 °C). It is effective in
different-layered (skin, muscle and fat) human mimic.

• Wireless Capsule Endoscopy: Microstrip patch antennas are integrated into wireless
capsule endoscopydevices. These antennas enable the transmission of high-resolution
images and videos captured by the endoscope as it passes through the digestive tract.
This allows for non-invasive visualization and diagnosis of gastrointestinal disorders
(Fig. 2).
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Fig. 2. Image of Wireless Capsule Endoscopy

• The paper [15–17] has researched a device for the imaging process of the digestive
system. Patch antenna being the part of endoscopy capsule designed device has used
fractal geometry for ultra-wideband technology (UWB). It has improved image pro-
cessing due to improved parameters (return loss−25.1 dB at 5.45 GHz, VSWR 1.13
and Omni-directional radiation patterns).

These are just a few examples of how microstrip patch antennas are employed in
biomedical applications. The versatility, compactness, and compatibility with modern
wireless technologies make them valuable components in the development of advanced
biomedical devices and systems (Figs. 3, 4 and 5).

Elangovan et al. [18] designed a hexagonal shaped patch antenna with meandering
for biomedical applications. The biomedical applications require low latency and high
bandwidth to transmit patient information which requires multi band transmission. With
this hexagonal shaped meandering antenna provides greater bandwidth and improved
gain characteristic.

2.2 Radio Frequency Identification (RFID) Technology Used in Bio-Medical

RFID (Radio Frequency Identification) technology is commonly practiced over var-
ious industries, including the biomedical field, for tracking, identification, and data
retrieval purposes. Due to economical, cordless nature, and “careful-beneficial” features,
RFID (radio frequency identification) may serve an important part [19].Microstrip patch
antennas can be integrated into RFID systems to enable wireless communication and
enhance the performance of RFID-based biomedical applications. Here’s how RFID and
microstrip patch antennas are used in biomedical contexts:

Medical Equipment and Asset Tracking: RFID tags attached to medical equipment,
such as surgical instruments, can be tracked using RFID readers deployed throughout a
healthcare facility. Microstrip patch antennas can be utilized in RFID readers to enhance
the read range and sensitivity of the system, ensuring accurate and efficient tracking of
medical assets. Implantable devices like pacemakers have become more effective in the
health care system nowadays.
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   (a)

  (b)

Fig. 3. Health monitoring devices that can be worn wearable devices.

Fig. 4. Telemedicine and Remote Patient Monitoring

The paper [8] has reviewed different patch antenna for bio- implantation applications.
These patch antennae have received signal from sensors and radiates negative gain due
to fluids of human body. Different biomedical applications (glucose level monitoring,
deep brain stimulation, wireless endoscopy, laparoscopy, implementation of pacemaker,
temperature and blood pressure monitor) have experienced improved gain and radiation
from these Miniaturized Patch antennae.
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Fig. 5. Recent microstrip antenna for Biomedical application [18]

Patient Identification and Monitoring: RFID wristbands or tags can be used to iden-
tify and track patientswithin a healthcare setting. These tags can store patient information
and enable healthcare providers to access relevant data quickly. Microstrip patch anten-
nas integrated into RFID readers facilitate reliable and long-range communication with
patient tags, allowing for seamless identification and monitoring.

The paper [20] has designed a patch antenna for analyzing the electrolyte (NaCl)
level from the sweat of human skin. The designed antenna has applied different dielectric
substrates from 1.0 F/m–2.0 F/m values. It has improved parameters (frequency range
of 0.5 GHz–3.5 GHz, operating frequency 1.57 GHz) for applied non-invasive method.
The parameters (resonant frequency and reflection magnitude) of Patch antenna have
been changing due to different level of electrolyte.

Pharmaceutical Supply Chain Management: RFID tags can be affixed to medica-
tion packages or vials to monitor and track their movement through the supply chain.
Microstrip patch antennas in RFID readers help capture the data stored on the tags, such
as product information, expiration dates, and batch numbers, enabling efficient inventory
management and reducing the risk of counterfeit or expired drugs. A square slot patch
antenna for wireless communication has been designed in the paper [21]. This Patch
antenna has been fabricated on FR4 lossy substrate with dielectric constant of 4.3 and
operating at 3.5 GHz frequency. It has improved performance with VSWR less than 1.2
value.

Implantable Medical Devices: RFID technology combined with microstrip patch
antennas can be utilized in implantable medical devices for various purposes. For exam-
ple, RFID tags embedded in pacemakers or implantable drug delivery systems can store
patient-specific information or medication dosing details. Microstrip patch antennas in
external RFID readers allow healthcare professionals to wirelessly access and update
the information stored in the implantable devices.

Laboratory Sample Tracking: RFID tags attached to laboratory samples, such as
blood vials or tissue specimens, can help track their location and status during processing
and storage. Microstrip patch antennas in RFID readers ensure reliable and accurate
scanning of the tags, streamlining sample management, and minimizing errors in the
laboratory workflow.
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The paper [22] has a Z slot Microstrip patch antenna implantation for skin cancer
detection using specific absorption rate (SAR) value. The antenna with RT/Duroid 5880
substrate of 3.4 relative permittivity has operated at 6 GHz. Patch antenna has reduced
exposure of skin radiation and detection of Cancer due to comparison of parameters
(gain, voltage standing wave ratio (VSWR), and return loss) between cancer cells and
healthy cells.

Biomedical Research and Animal Tracking: RFID tags can be used to track research
subjects or laboratory animals in biomedical studies. Microstrip patch antennas inte-
grated into RFID readers facilitate the identification and monitoring of individual ani-
mals within a facility, enabling researchers to collect data on their behavior, health,
and response to treatments. In electromagnetic spectrum terahertz region is sandwich
between the microwave and IR region. The low photon energy-based terahertz waves
are used for cancer diagnosis in this research [22]. Cancer affected cells are identified by
these waves due to observation of blood in the tissues. The metamaterials-based antenna
has been designed for terahertz spectroscopy techniques. The antenna parameters have
also been observed for these waves’ transmission in the affected tissues.

In these applications, microstrip patch antennas are utilized in RFID readers to
enhance the communication range, sensitivity, and accuracyofRFIDsystems.Thedesign
and optimization of the antenna are crucial to ensure reliable wireless communication
and maximize the efficiency of the RFID-based biomedical applications. The phrase
“antenna sensor” refers to one form of sensor used in this context that makes use of
antennae to “sense” objects [23].

Antenna sensors put on referred surfaces operate on a similar concept to vibrated eddy
current nondestructive testing (NDT) [24], whose impart damage as well as extent of
penetration are equivalent to resonance frequency. The spatial clarity can be continually
improved by raising the operating frequency by a matching reduction in wavelengths
[25] and antenna size.

The communicating dimension between an RFID level and reader communicator in
the moderate frequency (LF) or higher frequency (HF) bandwidth is somewhat restricted
as a result ofmagnetic resonance couplings (MRC), as the in the context ofwireless power
transfer (WPT) [26]. UHF and ultra-wide band (UWB) antennas probably employed to
improve communications because of electromagnetic (EM) interaction [27] (Fig. 6).

Internet of Things (IoT) of the tomorrow are going to bemade up of composite linked
gadgets will additionally expand the boundaries for globe owing to both real and virtual
elements [28]. Internal information is such as seamless access for Cloud Computing
system, while middleware is built such as possible incorporation for heterogeneity IoT
sensor network [29].

2.3 Microstrip Patch Antenna in Artificial Intelligence

In the context of artificial intelligence (AI), a microstrip patch antenna refers to kind of
antenna which is used for wireless communication and connectivity within AI systems.
A microstrip antenna is a compact and planar antenna design which contains metallic
patch placed over dielectric substrate, typically thin and low-lossmaterial. Themicrostrip
patch antenna is called “microstrip” because it operates using the principle of microstrip
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Fig. 6. Resigned Radio Frequency Sensor

transmission line, where the metallic patch acts as a radiating element, and the dielectric
substrate acts as a transmission line. The patch is typically a rectangular or circular shape
and is printed on top of the dielectric substrate. Bottom side of the substrate is usually
ground plane, which provides the necessary reference for the antenna’s operation. In
AI applications, microstrip patch antennas are employed to establish wireless commu-
nication and connectivity between various AI-enabled devices and components. They
enable the transfer of data, information, and control signals wirelessly, facilitating the
interaction and coordination of AI systems. Microstrip patch antennas are utilized in AI
systems to enable wireless communication, data transmission, and connectivity between
AI devices and components. They play a vital role in establishing the wireless linkages
that facilitate the operation and coordination of AI systems in diverse applications.

2.4 Advantages of Microstrip Patch Antenna in Artificial Intelligence

• Compact Size: Microstrip patch antennas are small in size and have a low profile that
is suitable for integration into small and portable AI devices, wearable devices, or
embedded systems.

• Low Cost: Microstrip patch antennas are relatively low cost to manufacture com-
pared to other antenna designs, making them cost-effective for mass production and
deployment in AI systems.

• Ease of Integration:Microstrip patch antennas can be easily integrated intoAI devices
and systems due to their planar and thin structure. They can be printed on flexible or
rigid substrates, allowing for versatile integration options.

• Broadband and Multiband Operation: Microstrip patch antennas can be designed
to operate over a wide range of frequencies or support multiple frequency bands,
enabling compatibility with variouswireless communication standards and protocols.

• Directional or Omni-directional Radiation Patterns: Subjected to the specific design,
microstrip patch antennas can be engineered to have directional radiation patterns for
focused communication or omni-directional patterns for broader coverage.
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2.5 Application of Microstrip Patch Antenna in Artificial Intelligence

Microstrip patch antennas find several applications in artificial intelligence (AI) systems.
Here are some specific applications where microstrip patch antennas are utilized in the
context of AI:

Wireless Sensor Networks: Microstrip patch antennas can be employed in AI-driven
wireless sensor networks. They enable wireless communication between AI-powered
sensors, allowing data to be collected, transmitted, and analyzed for various applications
such as environmental monitoring, smart agriculture, or industrial automation.

Robotics and Autonomous Systems: Microstrip patch antennas are used in AI-
powered robots and autonomous systems for wireless communication. They facilitate
the exchange of data, commands, and control signals between different robotic com-
ponents or between robots and their control systems, enabling coordinated actions and
intelligent decision-making. To examine the structure strain wirelessly a new passive
detection technique called strain sensing technology consists of microstrip patch has
developed for industrial application purposes.

The paper [30] has designed patch antenna-based strain sensor. It has used fre-
quency doubling sensor with patch antenna for both transmitter and receiver sections.
Both sections are connected through frequency multiplier circuit. It has a direct relation
between antenna resonant frequency and strain of the sensor. It has improved thewireless
detection range.

Edge Computing and AI at the Edge: Microstrip patch antennas play a role in AI
systems that leverage edge computing. They provide wireless connectivity between edge
devices and AI processing units, enabling distributed data processing and analysis at the
edge of the network. This reduces latency, optimizes bandwidth usage, and enhances
real-time decision-making capabilities.

The paper [31] has explained about the fractal pattern diamond shape patch antenna
design. On substrate FR-4(permittivity 4.4), the designed patch for different wireless
applications((LTE), point to multi-point and ultra-wide band) has controlled parameters
(Return Loss (RL) of -23.01dB and the Voltage Standing Wave Ratio (VSWR) of 1.64)
for various operating frequency ranges (3.8, 5.6,8.2 GHz). It is mainly applicable for 5G
communication system.

AI-Enabled Wearable Devices: Microstrip patch antennas can be integrated into
wearable devices with AI capabilities, such as smartwatches, fitness trackers, or health-
caremonitoring devices. These antennas enablewireless connectivity, allowingwearable
devices to communicate with other devices, cloud-based AI platforms, or smartphone
applications for data transfer, analysis, and interaction.

Internet of Things (IoT) and AI: Microstrip patch antennas are used in AI-enabled
IoT systems. They provide wireless connectivity for IoT devices, enabling seamless
communication between devices and the AI infrastructure. This facilitates data collec-
tion, analysis, and control in AI-driven IoT functions, like smart homes, smart cities, or
industrial IoT.



76 B. R. Dutta and B. Biswas

Intelligent Transportation Systems: Microstrip patch antennas play a crucial role in
AI applications for intelligent transportation systems. They enable wireless communi-
cation between vehicles, infrastructure, and AI platforms for applications like vehicle-
to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication, Self-governing
driving, and traffic management.

Surveillance and Security Systems: Microstrip patch antennas are utilized in AI-
powered surveillance and security systems. They enable wireless communication
between surveillance cameras, sensors, and central control units, facilitating real-time
monitoring, data transmission, and intelligent decision-making based on the captured
information.

AI Infrastructure: Microstrip patch antennas are also used within the AI infrastruc-
ture, such as data centers or server farms. They provide wireless connectivity betweenAI
servers, storage systems, and networking equipment, enabling efficient communication
and coordination of resources for AI processing and analysis.

Someof the applicationswheremicrostrip patch antennas are employed in the context
of artificial intelligence. The wireless connectivity they provide is essential for enabling
data exchange, communication, and coordination in AI systems across various domains.
Now researchers are trying to explore the new generation emitters and detectors with
new materials and new processing devices with new frontiers THz spectrum. Now the
research is going on the healthcare development with THz applications.

The paper [32] has reviewed the THz imaging and sensing techniques for differ-
ent medical applications. It has shown the path of invention and optimization of THz
techniques and biosensors. It has explained the THz imaging, production and diagnosis
and use of metamaterials in patch antenna. It has also defined THz 4.0 techniques for
upcoming advancemedical system. It has further detected the advantages and drawbacks
of THz techniques with corrective suggested measures for upcoming research.

3 Synthetic Neural Networks

In fact, there has been a lengthy history—dating back thousands of years—of the study
of the human brain. However, the development of contemporary electronics has resulted
in considerable breakthroughs in the industry. The development for the initial artificial
neural network (ANN) model by Warren McCulloch and Walter Pitts in 1943 [33]
is a significant turning point in this area. This model portrayed electrical circuits as
straightforward neural networks, drawing inspiration from the computing power of the
human brain.

Research on artificial neural networks has continued to evolve and has contributed
significantly to the field of neuroscience and artificial intelligence. Neural networks are
designed to mimic the interconnected structure of neurons in the brain and are used for
various applications such as pattern recognition, machine learning, and data analysis.

The development of modern electronics and computing power has enabled
researchers to simulate more complex neural networks and explore the workings of
the human brain in greater detail. These advancements have opened up new possibil-
ities for understanding brain function, cognitive processes, and developing innovative
technologies inspired by the brain’s computational power.
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By using the most basic learning characteristic, ANN is capable of creating and
exploring new knowledge without assistance. The functions of learning, association,
classification, generalization, feature selection, and generalizations are similar to those
of the human brain. Optimizations can be successfully used [34–36].

A comparative study has done with various literatures in the Table-1 above. They
are applied for different applications like skin cancer detection, Health monitoring,
navigation, Wimax and WLAN etc. Wireless capsule endoscopy, In this comparison it
is shown that [15] produces the maximum bandwidth for wireless capsule endoscopy
applications but [17] is more miniaturized in size with comparison to other literature.

There are many literatures which have provide many more information regarding in
this field.

Table 1. Comparison between various Literature antennas

Ref. Center Freq
(GHz)

B.W (GHz) Substrate Size (mm2) Application

[10] 0.275 – RT/Duroid 5880
(εr = 3.4, t =
0.254 mm)

100 × 75 Skin Cancer
detection

[11] 2.45 – Leather textile (εr
= 1.8, t = 2 mm)

38 × 29.4 Health
monitoring,
navigation,
Mobile
computing and
public safety

[13] 2.3 and 2.66 1 FR-4 (εr = 4.4, t
= 1.57 mm) and
Denim material
(εr = 1.67, t = 0.5

45.25 × 20.60 Remote Health
monitoring

[14] 2.45 0.1 FR-4 (εr = 4.4, t
= 1.57 mm)

40 × 40 Microwave
hyperthermia
treatment

[15] 5.45 5.11 FR-4 (εr = 4.3, t
= 1.572 mm)

10 × 10 Wireless capsule
endoscopy

[16] 0.433 0.175 FR-4 (εr = 4.3, t
= 1.6 mm)

8.715 × 7.79 Wireless capsule
endoscopy

[17] 0.915 0.3 Silicon ((εr =
11.9, t =
0.675 mm))

7 × 7 Wireless capsule
endoscopy

[20] 3.5 0.1 FR-4 (εr = 4.3, t
= 1.55 mm)

39.85 × 36.70 Wimax and
WLAN

Research paper [37] has designed a 2 × 2 patch antenna array using FR-4, Roger,
Air, Glass_pyrex and ceramic substrate materials for Ku band biomedical applications.



78 B. R. Dutta and B. Biswas

The circular polarized simulated antenna has results of 60% Axial Ratio bandwidth
and greater than 15dBi gain on these substrate materials using Right-hand Circular
polarization (RHCP) technique. Cross-polarization effect has been suppressed using
cross-polarized suppressor using cross pol suppressor. The substrate material of low
dielectric constant substrate materials have been used for high gain and low VSWR,
return loss (Table 1).

Designed patch antenna of research paper [38] has hexagon structure on a polyimide
substrate of dielectric constant 3.5 for ultra-wideband 2THz frequency. The feedline has
been usedmicrostrip line and a quarter-wave transformer for power source to antenna. To
reduce the back radiation and cross-polarization, partial ground plane has been used. The
simulated results have 7.96 dBi gain, 0.34 THz to 2.4 THz ultrawideband impedance
bandwidth (IMBW) and 98% maximum radiation efficiency for spectroscopic detec-
tion and diagnosis, imaging system, sensing, biomedical imaging, and indoor wireless
communication system.

Research paper [39, 40] has designedmonopole antenna for S andCFrequency band.
Dual wideband antenna structure has two symmetrical L-shaped strips, a hexagonal-
shaped radiator and a rectangular stub in the CPW ground plane. Simulated Antenna
has a range of impedance bandwidth (IBW) from 80% (1.4–3.3 GHz) to 43.90%
(4.8–7.5GHz), and ARBW 52.17% (1.7–2.9 GHz) and 25.21% (5.2–6.7 GHz) with
a maximum gain of about 3.5 dBi and 5.9 dBi in dual bands, for RHCP radiations.

4 Conclusion

Microstrip antennas have indeed found applications ranging frommedical to missile and
space applications due to their compact size, cost-effectiveness, and simple fabrication
process. In recent research, the performance of various designs has been examined
to assess their capabilities. Notably, a resonant frequency of up to 0.85 THz has been
achieved using a graphene substrate with a reduced antenna size of 150μm in length and
width. However, it is worth noting that as the frequency requirements increase, the size
constraints of microstrip antennas pose challenges and can contribute to increased costs.
When designing microstrip antennas for higher resonant frequencies, the size limitation
becomes a significant factor in their costliness. Researchers are currently focused on
finding ways tomaintain cost efficiency while achieving higher resonant frequencies. By
exploring innovativematerials, design techniques, and fabrication processes, researchers
aim to overcome the size constraint challenges and develop cost-effective microstrip
antennas capable of operating at higher frequencies. These advancements are crucial for
expanding the application potential of microstrip antennas in various industries while
keeping them affordable and efficient.
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Abstract. In this paper, an optimal design of multilayer feed forward neural net-
work coupled with real coded genetic algorithm has been demonstrated for pre-
dictive modeling of MIG-CO2 welding process parameters for EN-3A grade mild
steel. The predictive modeling of this procedure has been established in the for-
ward direction by designing a multilayer neural network model through updating
its connection weights by back propagation algorithm and by real-coded genetic
algorithm on the data set which was collected experimentally. Finally, a compari-
son study on the most efficient neural network design using Python programming
has been carried out, and it was discovered that the multiple regression model and
the back propagation neural network (BPNN) are both outperformed by the weld-
ing geometry predicted by the genetic algorithm tuned neural network (GANN)
model.

Keywords: MIG-CO2 welding · Multi Layer Feed Forward Neural Network ·
Genetic Algorithm

1 Introduction and Literature Review

Welding is the most well-liked joining process in the manufacturing industries because
of its extensively used fabrication process, due to its strength equal or greater than that of
the foundation metal. The automatic characteristics of any welded joint are significantly
influenced by the weld bead geometry. As a result, choosing the right welding settings is
essential for producing the ideal weld bead shape [1, 2].Manymathematicalmodels have
been researched in the literature to manage weld productivity, quality, microstructure,
and characteristics during the arc welding process [3]. In addition to Taguchi’s method,
Montgomery [4] added an original orthogonal array design to examine each process
parameter with a limited number of experiments. The Response Surface Methodology
was utilized by Benjounis et al. [5] to link the laser welding input parameters to the
outcomes of an AISI 304 stainless steel butt joint. Murugan et al. [6] developed a 4
factors, 5 levels factorial technique to predict the geometry of the weld-bead prior to the
deposition of 316L stainless steel onto structural steel IS 2062. To predict the form of the
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weld beads, Ganjigatti [7] employed statistical regression analysis. Using a statistical
regression model constructed on the basis of a full-factorial design of trials, Casalino
[8] investigated MIG- laser CO2 hybrid welding of Al-Mg alloy. Ganjigatti et al. [9, 10]
have investigated the MIG welding input–output connections using regression analysis.

In order to address the issue of modeling manufacturing processes with many inputs
and outputs, ANNs have received significant attention from researchers in this field in
recent years. Andersen et al. [11] created neural network modeling of the arc welding
procedure. Cook [12] first focused on developing intelligent welding control systems
based on ANNs. Juang et al. [13] examined the back- and counter-propagation networks
in attempt to establish a connection between the process parameters and the properties
of the bead shape. An ANN model was developed by Ghosal et al. [14] to forecast and
enhance the CO2 laser MIG hybrid welding penetration depth for 5005 Al-Mg alloy.
The bead form of mild steel electrodes positioned on cast iron plates was estimated using
BPNN by Nagesh et al. [15]. Lee et al.’s [16] significant use of BPNNs for parameter
prediction in several welding processes.A neural network was used by Kim et al. [17] to
model the GMAwelding bead form. Inputs into the network are three, and output is one.
Regression analysis, BPNN, and genetic neural system (i.e., GANN) all outperformed
one another when Dutta et al. [18] compared their efficiency in replicating the TIG
welding procedure to the GANN.

In their research, Treutler et al. [20] have provided a general overview and modeling
of the wire arc additive manufacturing (WAAM) process for several materials. Ji et al.’s
[21] solution to the issue of cracks developing in furnace shells as a result of the furnace’s
rapid cooling involved combining the grey relational analysis method with back propa-
gation neural networks and genetic algorithms. To address the issue of deterioration of
insulation capacity of mineral oil transformers, Soni et al. [22] combined the effects of
fuzzy logic controller and fuzzy clustering methods. Madavi et al. [23] investigated how
activated flux affected the tensile strength of mild steel during the MIG welding process.

2 Experiments and Data Collection

British Standard 970’s grade “EN-3A” black rolled or forged carbon steel is used for
the experimentation. British Standard’s corresponding code for EN-3A is 070M20. This
material was developed primarily for light-duty pulleys, flanges, bushes, spacers, low-
tensile shafts, bolts, nuts, and machinery parts where low-tensile strength material is
required. Table 1 displays the chemical make-up of the work piece and the electrode
material.

Table 1. Chemical composition of the base metal and the electrode, wt%

C Mn S P Si

Base Metal 0.15 0.78 0.021 0.029 0.23

Electrode 0.16 0.76 0.020 0.026 0.22
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The work piece for each experiment was a pair of EN-3A steel specimens that were
150 mm × 100 mm × 6 mm in size. The root face, root gap, and groove angle of these
specimens—which had a V-shaped groove drilled into them—were measured, respec-
tively, at 3 mm, 0.75 mm, and 30°. Then, 24 pairs of these specimens were created with
a consistent groove angle, a root face, and faces that had been surface-ground clean. To
produce a butt joint, two plates were joined at the ends along the width while maintaining
the root gap at 0.75 mm. After the welding was finished, a power hacksaw was used to
cut each plate to the precise shape needed for depth of penetration measurement. The
portable gas cutting machine, which has a fixed arm and can move at various known
speeds, had a welding torch installed on it. The electrode in the experiment was a 1.2 mm
diameter wire coated in copper made of mild steel. A roller drive system supplied the
wire through the welding gun. CO2 was used as the shielding gas, which was delivered
in a controlled manner at a constant flow rate and pressure. The partial-factorial design
of experiments has been used to gather the input-output data. With three input process
parameters with five levels for each, there are 53 = 125 possible combinations of the
input parameters. However, in the current study, five levels of parameters are used, and 25
combinations of input process parameters are used to conduct the tests. Table 2 displays
five parameter levels.

Table 2. Selected levels for welding parameters

Parameter Unit Level

1 2 3 4 5

Current(I) Ampere 140 150 160 170 180

Voltage(V) Volt 24 25 26 27 28

Weldingspeed(S) m/min 0.165 0.179 0.193 0.206 0.220

3 Techniques for Analysis

Non-linear statistical regression analysis and neural networks have been used in input-
output modeling, as detailed below:

3.1 Regression Analysis

In order to forecast the DP,MDR, andWHusing the experimental data, the data gathered
from the experimental runs has undergone anon-linear regression analysis. The following
equation illustrates how the response and input process parameters have a nonlinear
relationship.

Z = γ0 +
∑k

i=1
γiZi +

∑k

i=1
γiiZ

2
i +

∑k

i=1

∑k

i<j
γiiZiZj + ε (1)
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where ε stands for the fitting error. The equation above includes linear components like
Z1, Z2, …, Zk; squared terms such as Z2

1, Z2
2, . . . , Z2

k; and the interaction terms such
as Z1Z2, Z2Z3, …, Zk−1Zk. The coefficients, i.e., γ values, can be calculated using the
least-squares error concept.

3.2 Neural Networks-Based Methods

The process of forward mapping is carried out using neural network-based methods, as
discussed below:

For the current issue, neural network-based methods are utilized to create models
that predict the depth of penetration (D), rate of material deposition (R), and width of
the HAZ zone (WHZ) for the MIG-CO2 welding process parameters with mild steel of
EN-3A grade. As detailed below, two neural network-based strategies have been created.

Back Propagation Neural Network (BPNN) Modeling
In this study, a three-layeredBPNNhas been constructed to forecast the process variables
and performance of the MIG-CO2 welding process. This is because three-layered neural
networks with back propagation weight updates are capable of accurately mapping any
non-linear relationship. In order to analyze the forward model, the three input neurons
and three output neurons are considered. The linkingweights, which have values ranging
from 0.0 to 1.0 and are determined at random, are indicated by the symbols [V] and [W]
for the linking weights between the input and hidden layers and [V] and [W] for the
linkingweights between the output and hidden layers, respectively. For the input, hidden,
and output layers, the transfer functions are assumed to be linear, tan-sigmoid, and log-
sigmoid, respectively. Figure 1 demonstrates a neural network used in forwardmodelling
in schematic form.

Fig. 1. Diagrammatic View of an MLFFNN

The prediction error at output layer of the kth neuron for a certain training scenario
(say lth) is expressed as follows:

Ek = 1

2
(Tk − Ok)

2 (2)
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where Tk and Ok stand for the intended and expected values of the output, respectively.
As V andW are the functions of E, the error E associated with a specific training scenario
can be visualized as follows:

Ek = f(V,W)

The steepest descent approach was used in a BP algorithm to minimize the error Ek,
and the alterations to the connecting weight values were determined as follows:

�V = −η
∂Ek

∂V
(3)

�W = −η
∂Ek

∂W
(4)

Now ∂Ek
∂V and ∂Ek

∂W could be obtained using the chain rule for differentiation, η denotes
the range of learning rates between 0.0 and 1.0. It is referred to as the delta rule. It is
vital to note that the slower rate of convergence, which results in a smoother network,
the smaller the value of η, the smoother the network will be. On the other hand, while a
higher value of η will hasten convergence, the resulting network may start to sag.

Network Performance Criterion
In terms of mean square error (MSE), the MLFNN’s performance after being trained
using the BP algorithm is defined by Eq. (5).

MSE = 1

L

1

P

∑L

l=1

∑P

k=1

1

2
(Tkl − Okl)

2 (5)

where P stands for the quantity of output neurons, L for the quantity of training scenarios,
and Tkl and Okl for the goal and predicted output values, respectively.

Genetic Algorithm Neural Network (GANN) Modeling
Basedon the natural genetics premise,GA is a stochastic global search and computational
optimization scheme [19]. It is useful for a range of tasks in the field of neural networks,
including constructing a network’s structure and training linking weights. The schematic
diagram of the GANN system employed in this investigation is shown in Fig. 2.

A result, real-coded genetic algorithm (GA) has been utilized in this study instead
of the back propagation (BP) technique of the BPNN to train neural network and update
the linking weights. Using a random number generator, the initial set of solutions (or
initial population of the GA) was generated. For each solution, the fitness value is cal-
culated. The reproduction operator known as roulette wheel selection (Brindle, 1981)
has been used. Simulated binary crossover (SBX) (Deb, 1995) has been utilizedto gen-
erate children solutions. A modified solution was created from an initial solution using
polynomial mutation (Deb and Goyal, 1996). Here is a detailed explanation of these
operators:

Roulette Wheel Selection
Roulette selection is a stochastic selection technique in which the likelihood of choosing
a person depends on how suitable they are. The approach borrows from actual roulettes
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Fig. 2. Flowchart representation of GANN

but also has significant differences from them. In response to the fitness values f 1, f 2,
…, f N , the population size N is used to divide the top surface area of the wheel into
N sections. Once the wheel has stopped spinning in one direction, the winning area is
indicated by a fixed pointer.

According to probability, a specific sub-area that represents aGA-solution is selected
as the winner, and the probability that the ith area will be declared the winner is given
by the following expression:

p = fi∑N
i=1 f i

(6)

The pointer selects the winning region after N rotations or spins of the wheel, with
each time only one area being chosen.

Simulated Binary Crossover
If Par1 and Par2 are the two parent solutions corresponding to a variable, the children
solutions are calculated by the following formula:

Ch1 = 0.5[(Par1 + Par2) − α′|Par2 − Par1|] (7)
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Ch2 = 0.5[(Par1 + Par2) + α′|Par2 − Par1|] (8)

where

α′ =
{

(2r)1/(q+1) if r ≤ 0.5

( 1
2(1−r) )

1
(q+1) if r > 0.5

(9)

Here, q is non-negative real number and r represents a random number lying between 0
and 1.

Polynomial Mutation
From the original solution, the modified solution has been identified as follows:

Parmutated = Paroriginal + (δ × δmax) (10)

where

δ =
{

(2r)1/(q+1) − 1 if r ≤ 0.5

1 − (2(1 − r))
1

(q+1) if r > 0.5
(11)

Themaximumuser-definedperturbationpermitted between the original andmodified
solutions in this scenario is indicated by δmax and is an exponent (non-negative real
number) called q.

The NN represented by a GA-string has been trained in batch mode. The fitness f
for a GA-string is calculated using the MSE in predicting the answers and is expressed
as follows:

f = 1

L

1

P

∑L

l=1

∑P

k=1

1

2
(Tkl − Okl)

2 (12)

When an artificial neural network is developed utilizing GA, the fitness of the ith

particle, which is made up of the network’s weights as variables, is expressed in terms
of its capacity to lower the MSE and is represented by Eq. (13)

fi = 1

1 + MSE
(13)

All strings found in the GA-population have their fitness values calculated. The GA-
string population (i.e., NN) is then altered by applying the operators of reproduction,
crossover, and mutation. Through search, the GA will attempt to establish an ideal NN.

4 Results and Discussion

The results of input-output mappings for MIG-C02 welding of mild steel of EN-3A
grade using regression analysis and neural network-based techniques are discussed in
this part. A parametric study is conducted to identify the number of hidden neurons in
the network, learning rate, coefficients of transfer for weight updating of the hidden and
output layers, maximum number of iterations, and bias value in order to make the best
prediction of the MIG-C02 welding process made of EN-3A grade mild steel. Python
programming is used to train the specified ANN architecture.
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4.1 The Regression Modeling

During regression analysis, a significance test was run on each response to make sure the
model was accurate. The process parameters, DP, MDR, and WHZ, which represent the
bead geometric parameters, are established as independent parameters, and the equations
in Eqs. (14)–(16) using MINITAB 17 statistical software, show the link between the
welding parameters.

Depth of Penetration (DP) = 68.3 − 0.437 × Y1 − 4.56 × Y2

+302 × Y3 + 0.00075 × Y2
1 + 0.085 × Y2

2 + 587 × Y2
3 + 0.0181 × Y1 × Y2

−1.28 × Y1 × Y3 − 13.4 × Y2 × Y3

(14)

Material Deposition Rate (MDR) = 413 − 2.97 × Y1 − 29.5Y2

+2186Y3 + 0.00529 × Y2
1 + 0.525 × Y2

2 + 2940 × Y2
3 + 0.1066 × Y1 × Y2

−7.85 × Y1 × Y3 − 79 × Y2 × Y3

(15)

Width of HAZ zone (WHZ) = 22.4 − 0.1279 × Y1 − 1.41 × Y2 + 97.1 × Y3

+0.000296 × Y2
1 + 0.0292 × Y2

2 + 305.9 × Y2
3 + 0.00721 × Y1 × Y2

−0.626 × Y1 × Y3 − 5.53 × Y2 × Y3

(16)

where Y1 represents welding current (I), Y2 represents voltage (V) and Y3 represents
welding speed (S). ANOVA is used to demonstrate the mathematical model’s suitability.
The findings show that weld parameters were the key factor in responses for things
like butt-welded joint penetration depth, material deposition rate, and HAZ breadth.
The outcomes of two neural network-based forward mapping methods are listed and
described below:

Normalization of the Dataset
Regression analysis has been used to construct one twenty-five (125) sets of data for this
investigation. Of those, 120 sets have been used for ANN testing, while the remaining
sets have been considered for ANN training. Using the following Eq. (17), normalization
is carried out for each parameter in the range of 0.1 to 0.9.

y = 0.1 + 0.8∗
(

x − xmin

xmax − xmin

)
, (17)

where, x = real value
y = the x-value normalised.
xmax = maximum parameter value in the dataset.
xmin = minimum parameter value in the dataset.

Results of BPNN Modeling
A systematic parametric analysis was carried out in order to thoroughly evaluate the
impact of individual parameters on the optimization efficiency of our suggested neural
network models. The learning rate, the number of hidden neurons in the network, the
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coefficient of transfer function for both the hidden and output layers, and the bias of
the neural network were the four main factors that were the focus of this study. We
attempted to clarify each component’s influence on the optimization process and finally
direct the choice of optimal configurations by independently changing each parameter
while holding the others constant. The learning rate, the number of hidden neurons, the
coefficient of transfer function, and the bias value were all set at values that fell between
the ranges of 4 to 19, 0.1 to 1, 0.5 to 4.5, and 0.00001 to 0.00010, respectively. In this
instance, only one parameter is altered while leaving the rest unchanged. This ensured
that the parameter ranges were uniformly chosen for the purpose of controlled study.
The observations of BPNN study are shown in Fig. 3(a)–(f).

(a)
(b)

(c) (d)

(e) 
(f)

Fig. 3. (a–f) Observations of BPNN study
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The neural network topology with fifteen hidden neurons clearly exhibits the lowest
Mean Squared Error (MSE) of 0.0002 during the training phase, according to the data
from Fig. 3(a–f). As a result, we decide that the architecture designated as 3-15-3 is the
best layout for the BPNNmodel created to handle the unique difficulties of our research.
The chosen configuration is then used for all ensuing testing activities. Our analysis also
shows that the ideal hyper parameters consist of a learning rate of 0.1, a coefficient of
the transfer function in the hidden layer (a1) of 0.5, a coefficient of the transfer function
in the output layer (a2) of 1, an epoch count of 10,000, and a bias value of 0.00002.
These hyper parameters work together to improve the BPNN model’s performance and
resilience in tackling the complexity of the current inquiry.

GANN Modeling Outcomes
In this section, the optimum network is thoroughly investigated and the parametric
investigation for the GANN is presented in Fig. 4(a–c). The parameters of population
size (N), maximum number of generations, and hidden neuron number all are adapted
in the ranges of (4, 19), (200–290), and (500–5000), respectively.

(a) (b)

(c)

Fig. 4. (a-c) Results of GANN-parametric study
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The optimal network architecture is achieved with 13 hidden neurons using GANN.
With population size of 250 and maximum generations of 5000, the best fitness value
is attained. Test cases were run through the GANN that has been optimized, and mean
squared errors in output parameter predictions were collected.

Convergence Comparison Between BPNN and GANN Architecture During Train-
ing and Testing
Performance of GANN is compared with BPNN model using training and testing MSE
in this section. Table 3 displays the results in tabulated form.

Table 3. Comparison between BPNN and GANN

Sl. No. NN Model NN Architecture MSE (Training) MSE (Testing) Iteration Number

1 BPNN 3-15-3 0.000682 0.000337 10,000

2 GANN 3-13-3 0.000473 0.000349 5000

Table 3 shows that BPNN gives predicted result with fifteen hidden neurons having
training MSE as 0.000682 and testing MSE as 0.000337 for the present problem. And
GA trained NN gives predicted result with thirteen hidden neurons having training MSE
as 0.000473 and testing MSE as 0.000349 i.e., the GA trained NN gives enhanced
prediction results (testing MSE) in a smaller number of iterations compared to BPNN.
Figure 5(a) and 5(b) shows graph of number of iterations versus trainingMSE and testing
MSE respectively for the two NN models.

Figure 5(b) shows graph of number of iterations versus testing MSE for the two NN
models. It is evident that in testing MSE, GANN model performs better than BPNN
as the fluctuation rate of MSE in BPNN, at each iteration, is higher in comparison to
GANN.

Fig. 5. (a) Comparison of training MSE for BPNN and GANNmodels (b) Comparison of testing
MSE for BPNN and GANN models
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Comparison of GANN with BPNN and Regression Models
With the help of the following Eq. (18), an absolute percentage error is calculated to
compare performance of the ANN and regression models.

Absolute percentage error in prediction

=
∣∣∣∣
Experimentalresult − PredictedvaluesofANN (or, Regressionmodel)

Experimentalresult

∣∣∣∣ × 100

(18)

Table 4 shows the comparison between regressionmodels andANNmodels predicted
values of the response parameters with test data.

Table 4. Comparison of regression models with the ANN models

Exp.
No.

Experimental Output Predicted output with
regression testing

Predicted output with
BPNN model (De
normalized value)

Predicted output with
GANN testing (De
normalized value)

DP
(mm)

MDR
(g/min)

WH
(mm)

DP
(mm)

MDR
(g/min)

WH
(mm)

DP
(mm)

MDR
(g/min)

WH
(mm)

DP
(mm)

MDR
(g/min)

WH
(mm)

1 5.1 1.7134 5.3285 5.063 1.856 5.274 5.152 1.740 5.362 5.067 1.768 5.329

2 6.9 3.1043 7.3992 7.035 3.224 7.359 6.921 3.103 7.293 6.943 3.049 7.278

3 6.8 2.9021 7.1032 6.809 2.920 7.066 6.780 2.895 7.110 6.789 2.825 7.072

4 6.5 2.4519 6.8497 6.607 2.634 6.796 6.594 2.610 6.893 6.604 2.552 6.864

5 6.4 2.4312 6.6298 6.492 2.483 6.594 6.439 2.369 6.743 6.462 2.351 6.743

Table 5 shows that the mean absolute percentage error for the regression model
utilizing Eq. (18) for the responses DP, MDR and WH are 1.179%, 4.480% and 0.683%
respectively. And the mean absolute percentage errors for the 3-15-3 BPNN model are
calculated as 0.737%, 2.180% and 0.891% respectively, while for 3-13-3 GANN model
the mean absolute % errors are 0.803%, 2.985% and 0.803% respectively.
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Table 5. Comparison of absolute percentage error of the testing data

Exp. No. Absolute % error

Experimental output with
regression output

Experimental output with
BPNN model

Experimental output with
GANN model

DP
(mm)

MDR
(g/min)

WH
(mm)

DP
(mm)

MDR
(g/min)

WH
(mm)

DP
(mm)

MDR
(g/min)

WH
(mm)

1 0.725 8.323 1.023 1.013 1.573 0.622 0.646 3.187 0.014

2 1.957 3.856 0.543 0.305 0.056 1.439 0.629 1.755 1.632

3 0.132 0.627 0.524 0.297 0.260 0.053 0.155 2.630 0.428

4 1.646 7.427 0.784 1.449 6.440 0.638 1.609 4.085 0.219

5 1.437 2.169 0.54 0.620 2.572 1.706 0.975 3.269 1.721

Mean
absolute
% error

1.179 4.480 0.683 0.737 2.180 0.891 0.803 2.985 0.803

5 Conclusion

This current demonstration aims to estimate the output of MIG-CO2 welding process
parameters with EN-3A grademild steel by designing amultilayer neural networkmodel
in the forward direction. An effort is given to forecast the optimal welding geometry
in MIG-CO2 welded butt joints. According to Taguchi’s L25 partial-factorial design,
all the experiments have been carried out. Two different approaches e.g., BPNN and
GANN have been implemented to revise the concerning weights of the said network to
get optimal network architecture by developing a python programming. During training
of the model, out of several ANN architectures used, 3-13-3 is found to be the most
efficient using GANN model (as GA trained NN gives predicted result with thirteen
hidden neurons having training MSE as 0.000473 and testing MSE as 0.000349) com-
pared to BPNNmodel (BPNN gives predicted result with fifteen hidden neurons having
training MSE as 0.000682 and testing MSE as 0.000337) in a very a smaller number of
iterations. Also, the GANN model is found to predict the output much better (the mean
absolute % errors are 0.803%, 2.985% and 0.803% respectively for the three outputs)
compared to regression model (the mean absolute % errors are 1.179%, 4.480% and
0.683% respectively) for output.
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Abstract. The transformation of smart cities can be greatly aided by the elec-
trification of transportation. Adoption of Electric Vehicles (EVs) is enhanced by
deploying fast charging stations and by providing drivers with the convenience of
fast charging their vehicles to full capacity. Prior to installing the charging infras-
tructure, it is important to assess the EV charging demand. The demand for EV
charging at a given station depends on specific characteristics of EVs, the driving
patterns, charging rate, location of charging. In this work, a scenario-based tempo-
ral stochastic fast EV charging demand is developed considering the uncertainties
associated with the aforementioned factors. Model is able to estimate both week-
days and weekends demand where the peak and valleys occur at different time of
the day. Monte-Carlo simulation is utilized to model the scenario-based demand.
The uncertainties are incorporated into the charging demand estimation by estab-
lishing suitable probability density functions (PDF) as per the surveys available
from the realistic data. By employing this simulation approach, the model aims
to simulate and predict EV owners’ charging patterns, enabling a comprehensive
evaluation of the expected charging demand at fast charging stations. The model
gives interval estimation of the EV charging demand with confidence interval
varying from 85% to 99%.

Keywords: Electric vehicles (EVs) · Fast charging stations · Monte Carlo
simulation · Probability density functions · Poisson distribution

1 Introduction

With increase greenhouse gas emissions, decline in fossil fuel supplies, and increase in
fuel prices, governments around the world have started promoting widespread deploy-
ment of Electric Vehicles (EVs) as a viable replacement to gasoline-powered cars. This
require upgradation of existing electrical and charging infrastructure [1]. To anticipate
the changes required in electrical and transportation infrastructure, it is important to
anticipate the charging load demand imposed by the EVs on the grid.

Although acceptance of EV lead to lower carbon emissions, but this will introduce
new type load into the grid. The two main classifications of EVs are 1) battery-powered
EVs and 2) hybrid EVs (HEVs). More attention is paid to HEVs than other EV types as
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they can operate in internal combustion engine and electric mode. One type of HEVs
use an internal combustion engine to recharge their batteries, however plug-in HEVs
(PHEVs) may recharge their batteries using electrical connections [2]. A suitable charg-
ing infrastructuremust be established inorder tomeet the increasingdemand for electrical
energymade by these cars. Three standardEVcharging levels have been suggested by the
American Society of Automotive Engineers [3] as listed in Table 1. The AC level 1 and
2 are the home charging stations or the workplace while AC level 3 and DC level require
separate charging utility generally known as fast or ultrafast charging stations. Most of
the time EVs owners will prefer to charge the EV at home or workplace requiring low to
medium charging power requirement and called as uncoordinated charging [4, 5].

Table 1. SAE J1772 Standards for Charging Infrastructure [3]

Charge method Voltage, AC (V) Phase Max. Current Max. Power

AC Level 1 120 1-phase 15 or 20 1.44 or 1.92

AC Level 2 208 or 240 1-phase 30–100 5.0–19.2

AC Level 3 208–600 3-phase 80–200 22.7–166

DC Level 1 50–1000 -- 80 80

DC Level 2 50–1000 -- 400 400

The charging demand of EV depends on different uncertain factors such as daily
energy requirement which in turn depends on daily driving distance, battery initial State
of Charge (SOC), time of the day, location of charging, charging rate [4]. Further, the
charging demand modelling can be deterministic [6] or stochastic [7] in nature. Deter-
ministic modelling has lower computation complexity but does not represent uncertainty
associated with the different factors. A lot of research has been carried out in this field.
Agent-based modelling [8], AI-based modelling [9], incorporation of probabilistic and
statistical technique to model the uncertain parameters [5], Markov Chain models [10]
andMonte Carlo simulation [11]. Most of the studies have preferred to develop the data-
driven models utilizing the transportation data, demography and vehicle type. Uncertain
factors such arrival time. Departure time and daily driving distance is modelled using
probability distribution functions of which Poisson distribution is the most suitable
choice [4]. Further, Cupola method to represent the joint probability of the random vari-
ables is also developed [12]. A real data from the recorded charging measurements and
the survey were used for analyzing the impact in Korean grid. Questionnaire demon-
strated that the EV owners preferred to go for uncoordinated charging at fast charging
stations during the peak hours and tomeet the range anxietywhile going for long-distance
trips [13].
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Previous studies have used distinct models, factors influencing charging demand
and the complexity levels. These diversified model brings difficulty in standardizing the
estimation model. These studies are based on the several assumptions without being
supported strongly by the mathematical models representing uncertainties. Also, it is
observed that demand estimation model is for slow charging EVs is established for
carrying out planning of charging stations, impact on the grid and future acceptability
of EVs. Thus, it is crucial to develop a comprehensive stochastic estimation model
for EV fast charging demand considering different uncertainties. Therefore, this work
aims to develop stochastic EV fast charging demand model to assist the policy makers
and researchers in making the decision and carrying out various power grid studies. A
stochastic EV charging model is developed with uncertainties modelled by introducing
random variables using PDFs supported by realistic transportation survey data. The data
is derived from transportation survey data, manufacturers data, SAE J1772 standards.
Monte Carlo simulations are used to develop scenario-based stochastic model as it an
appropriate method to generate the scenarios as reported in the literature. The objectives
carried out in this work are:

1. Development of probability distribution of daily driven mileage and probability
distribution for both weekdays and weekends, arrival time.

2. Sampling of the above-mentioned probability distribution function for scenario
generation and extraction of initial SOC and charging time.

3. Develop expected charging load demand using Monte Carlo simulation.

Paper is organized as: Sect. 2 describes EV charging load profile modelling with
inherent uncertainties followed by methodology in Sect. 3. Results and discussions are
presented in Sect. 4 and Sect. 5 concludes the paper.

2 Estimation of EV Fast Charging Load Profile

In this section, the stochastic EV fast charging load profile is developed. Charging load
profile is modelled for a fast charging station taking into account 500 EVs coming to
the charging station and leave it completely charged. Table 2 shows five distinct classes
of 500 EVs taken into consideration with their respective battery capacity and share of
the fleet. The classification of vehicles and associated AER, as well as the classification
of various EV classes, are based on information from the National Household Travel
Survey [14]. Here, AER is referred to as a vehicle’s electrically powered driving range.
Here, electric range of 40, 20, and 10 miles is considered based on projections from
the Plug-in hybrid electric car model. It should be emphasized that there is no direct
correlation between battery capacity and vehicle size. For instance, an economy car
Chevy Volt has more battery capacity of 17.1 kWh compared to 12 kWh for large SUV
Mitsubishi Outlander EV.

In this work, charging station demand profile is modelled for a predetermined period
by summing demand of individual EVs with the consideration of various uncertain
factors. These factors are: distribution of the fleet’s various vehicle types, the likelihood
of daily driving distance, and the likelihood of driving at any given instant.
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Table 2. Parameters of different types of EVs

EVs type-all electric range
[mile]

Battery capacity [kWh] Charging level [kW] fleet (%)

Car 40 11.2 33.6 29.2

Car 20 5.6 16.8 29.5

Van SUV, light truck 20 6.94 20.82 20.6

Van SUV, light truck 10 3.47 10.41 20.6

Other truck 10 4.34 13.02 0.1

2.1 Estimation of Daily Driven Mileage

For estimating the daily driven mileage, National household travel survey data is utilized
which provides the survey of 1,048,576 households and 309,164 vehicles and the driving
patterns of the vehicles are obtained from this. Figure 1 shows the weighted probability
of daily driven miles. This weighted probability of daily driven miles is used to model
the random daily energy requirement variable of each vehicle. Different probability dis-
tribution curves are fitted on this daily driven mileage curve and based on the maximum
likelihood estimation, best PDF is determined. It is found that lognormal distribution
is the best fitted curve. A lognormal distribution is a PDF with a logarithmic normal
distribution.

Fig. 1. Weighted probability of daily driven miles

The lognormal distribution is represented by the Eq. (1), μ is the location parameter
and σ is the scale parameter. Mean and variance is represented by Eq. (2) and (3)
respectively.

y = f (x|μ, σ) = 1

xσ
√
2π

e
(−logx−μ)2

2σ2 for x > 0 (1)
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m = e

(
μ+ 1

2 σ 2
)

(2)

v = e(2μ+σ 2)(eσ2−1) (3)

The goodness of fit test is determined and it indicates whether or not the data in the
sample matches the data in the actual data. The goodness of fit indices considered in
this work are sum of square errors (SSE), root mean square error and R2. The obtained
value of mean and variance of lognormal distribution is found to be mean m = 3.358
and standard deviation = 0.9378 while the goodness of fit indicators are SSE = 1.082 ×
10−.5, RMSE = 0.0003548 and R2 = 0.9976. The values of SSE and RMSE closer to 0
indicate less error between actual data and the fitted data while R2 = 1 indicates better
fit following the shape. Figure 2 shows the fitted lognormal PDF of weighted probability
of daily driven distance.

Fig. 2. Fitted lognormal PDF on probability distribution of daily driven mileage

From this lognormal PDF, cumulative distribution function (CDF) is derived given
by Eq. (4):

CDF = 1

2

[
1 + erf

(
ln(x − μ)

σ

)]
(4)

where erf is theGaussian error function. Figure 3 shows the derived daily drivingmileage
CDF.

The derived CDF is further utilized for sampling the daily driven distance for each
EV and scenarios. The continuous CDF is converted into discrete CDF for simplifying
the sampling process. Each point in the curve is assumed to be situated inside an interval
[di, di+1]. Then the sampling is done as per the Roulette wheel selection method where
the average mileage dα is given by Eq. (5) while probability of selecting this average
daily mileage from CDF is given by Eq. (6).

da = di + di+1

2
(5)
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Fig. 3. Cumulative probability of daily driven distance

F(da) =
di+1∫

di

f (x|μ, σ)dx (6)

2.2 Estimation of Temporal Vehicle Distribution

Aggregated EV charging demand model for fast charging EVs with different electric
range is developed considering the probability of EV distribution on the road at each time
instant. NHTS 2009 data is again used to establish the probability of vehicle distribution
on the road during weekdays and weekends to account for both holidays and working
days. The probability distribution of vehicle distribution is shown in Fig. 4. According to
Fig. 4, there is a 0.01 percent chance that a car will be on the road at 4 o’clock, which is
indicatedby the likelihoodof automobiles at 4th hour g(4) being1%.From theprobability
distribution of daily driven trips for weekdays and weekends, CDF is established shown
in Fig. 5 and then discretized for sampling the percent of vehicles on the road. This
distribution is utilized to sample the number of EVs charging simultaneously.

2.3 Estimation of Charging Demand

To estimate the fast charging demand of EVs, different random variables like daily
energy requirement, initial SOC, vehicle types, total vehicles charging simultaneously
are modelled using the established PDF from the NHTS data. The CDF of daily driven
distance is used to determine the initial SOC and the daily energy requirement. The
average daily driven mileage (da) is calculated by multiplying the daily mileage by the
probabilistic distribution of driving at each instant g(t). . Additionally, EVs can run in
a range of electric-to-combustion-mode ratios; the amount of pure electrical mileage at
particular time is determined by incorporating (λ). For the jth type of vehicle at instant
t, the expected average daily traveled distance is thus given by:

dj
a(t) = g(t) × da × λj(t) (7)
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Fig. 4. Distribution of vehicle trips on weekdays and weekends

Fig. 5. Cumulative probability function for daily trips for weekdays and weekends

where λj(t) represents a value between 0 and 1. Based on this, the SOC of EVs arriving
at the charging station is determined using Eq. (8).

SOC(t) = SOC(t − 1) −
(∫ t

t−1 d
j
α(h)dh

AERj

)
∗ 100 (8)

The driver’s decision when to recharge or refuel the EV is governed by amount of
charging or fuel left, distance between the on course charging station, destination distance
left. With efficient and economic charging available, it is anticipated that drivers will
prefer electric mode most of the time. Therefore, it is assumed in this study that they
start trying to charge their EV batteries once it reaches its pre-decided threshold level.
The EV start charging at battery’s SOC δ

j
b for the instant t

j
b. The EV keeps charging until

the battery’s SOC is reached δ
j
f at the instant t

j
f . The initial SOC δ

j
b and final SOC δ

j
f is

based on the preferences of the EV owners. The owner of the EV and the charging levels
will then determine how long it takes to charge tjf − tjb. As a result, the energy supplied
to EVj at instant t equals

Ej
a(t) = Lj × �, tjb ≤ t ≤ tjf (9)
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where Lj and � represent the EVj’s charge level (kW) and charging duration (h),
respectively. During the charging interval, the anticipated value of the vehicle charging
requirement is equal to

〈
Ej
a(t)

〉
= Ej

a(t) × F(da) (10)

The estimated EVj demand at time t is calculated as follows:

〈
Ej(t)

〉
=

∑
a

Ej
a(t) × F(da) (11)

E(t) =
n∑

j=1

Ej(t) (12)

It is expected that there are enough charging stations available to accommodate EVs
whenever they arrive at the station.

3 Methodology

In order to determine the power demand patterns of rapid charging EVs, a scenario-based
algorithm is developed. This study uses Monte Carlo Simulation to create a comprehen-
sive driver mobility-based fast charging demand estimation model [15]. As input, statis-
tical information from NHTS is utilized to calculate battery capacity, departure timings,
trip distances, parking times at various locations, energy consumption rates, and travel
speeds. The simulation makes the premise that all vehicles are charged every day at ran-
dom locations, including charging stations, homes, and workplaces. As a result, in this
work an aggregate charging demand is generated. Figure 6 presents a thorough expla-
nation of the charging demand estimation model’s algorithm. The simulated outcome
shows the overall power demand brought on by EVs.

4 Results and Discussions

In this work, load demand for fast charging station is estimated. A fleet of 500 vehicles
is considered for the study and it is assumed that the vehicles return to charging station
to charge their vehicles up to 100% SOC every day. Total 500 vehicles are categorized
into five different types as per Table I. SOC of EV’s battery is considered to take ran-
dom values between 10% to 95%. Similarly, the initial SOC of the battery is randomly
selected between 10% to 20% and final SOC is randomly considered between 70% to
95%. Simulation is carried out in MATLAB [16] with 8 GB RAM processor. Number
of Scenarios are varied in Monte Carlo Simulation from 500 to 10000 to observe the
convergence of the simulation. Expected charging demand is simulated for confidence
intervals varying from 85% to 99%. Therefore, instead of getting point estimation, esti-
mation interval is generated. Figures 7 and 8 show the anticipated EV charging demand
curves for a workday and a weekend, respectively.
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Fig. 6. Flowchart to estimate stochastic EV charging load demand

Fig. 7. Anticipated charging demand of EVs for weekday with different Confidence Intervals

The highest demand for charging typically takes place during the morning hours
(07:00–09:00) and evening hours (16:00–18:00) on weekdays, as shown in Fig. 7 while
only one peak is observed for the weekend. Further, variation of 40 kW is anticipated
during evening peak hours for the weekday for 99% confidence interval. This estimation
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interval is low for morning peak hours for the peak day. This is expected as the majority
of the population comes back to their respective destination during this hour and also
venture out for carrying out the errands. The width of the estimation band reduces with
the confidence interval. The confidence interval of 99% implies that 99% of all the
charging demands will lie in this band.

Fig. 8. Expected charging demand of EVs for weekends with different Confidence Intervals

For the weekends, width of the estimation band is around 20 kW for the evening
peak hours for the weekends as per Fig. 8. Further large variation is also observed in the
midnight hours. This coincides with the population being outside for leisure activities.
Further, shift in peak compared to weekdays is also observed. This evening peak now
lies 13:00 to 16:00 h. Based on the above results, shift in peak and different variation in
charging demand will be observed for weekdays and weekends.

5 Conclusions

The EV charging demand is simulated accounting for uncertain factors like weekdays-
weekends, types of vehicle, AERs, driving patterns, user behavior, energy demand, initial
and final SOC.These uncertainties are incorporated by establishing transportation survey
based probability distribution functions. Monte Carlo simulations is run to generate the
charging scenarios and the interval-based estimation of charging demand is developed.
It is inferred that multiple peaks occur for weekday while a single peak for weekends
or holidays. Further, width of the estimation band is more for weekday compared to
weekend implying more uncertainty for the weekdays. Also, the charging demand is
more for weekdays and shift in evening peak demand is observed for the weekends.
This approach accounts for the inherent variability and uncertainty associated with EV
charging behaviours, enabling a more accurate estimation of prediction intervals of the
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charging demand. In future, further uncertain factors likeweather data, electricity pricing
and special occasions will be utilized to developmore accurate interval-based estimation
EV charging profile. Also, validation of the model with the help of field measurement
will be attempted.
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