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Abstract. A fundamental challenge in computer vision is accurately modelling
3D faces from images. It facilitates the creation of immersive virtual experiences,
realistic facial animations, and reliable identity verification. This research intro-
duces an innovative approach aimed at reconstructing intricate facial attributes,
encompassing shape, pose, and expression from a single input image. The pro-
posed methodology employs a fusion of two potent techniques: 3D Morphable
Models (3DMMs) and advancedDeep Learning (DL)methodologies. By integrat-
ing DL into tasks like face detection, expression analysis, and landmark extrac-
tion, the framework excels in reconstructing realistic facial attributes from single
images even in diverse environments. The framework achieves compelling results
in reconstructing “in-the-wild” faces, exhibiting notable fidelity while preserving
essential facial characteristics. Experimental evaluations confirm the effectiveness
and robustness of our approach, confirming its adaptability across various scenar-
ios. Our research contributes to the advancement of 3D facemodelling techniques,
addressing the challenges of accurate reconstruction and holding promise for
applications in virtual reality, facial animation, medical, security, and biometrics.

Keywords: 3D Facial Reconstruction · 3D Morphable Model · Face Detection ·
Facial Landmark Detection · Face Model Fitting

1 Introduction

Facial reconstruction from images has evolved into a critical challenge in computer
vision. The accurate modelling and reconstruction of the 3D shape, pose, and expression
of a face from an image has garnered significant attention and found crucial applications
in domains such as virtual reality, facial animation, medical, security, and biometrics
[1–4]. The advancements in accurate and realistic 3D face modelling have paved the
way for immersive virtual experiences, lifelike facial animations in movies and games,
and reliable identity verification systems [5–7].

Image-based methods for facial reconstruction have played a pivotal role in driv-
ing progress in this field. These methods leverage the abundance of visual information
available in images and enable the reconstruction process without requiring expensive
and intrusive hardware setups. The development of accurate and effective image-based
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reconstruction techniques has been considerably aided by the abundance of readily acces-
sible image data, the rapid progress of Deep Learning (DL) techniques, and the easy
availability of large-scale datasets.

The domain of 3D face modelling has made significant advancements lately, pro-
pelled by breakthroughs in DL techniques, particularly, Convolutional Neural Networks
(CNN) for image processing [8]. This progress has been fueled by the need to overcome
the limitations of traditional approaches that relied on handcrafted features and labour-
intensive manual annotation. To achieve accurate facial reconstruction, researchers have
explored various techniques and representations, aiming to capture the intricate details
of human faces.

An extensively employed approach for 3D facial modelling is the utilization of 3D
MorphableModels (3DMMs) [9], which offers a versatile and parametric representation
of facial geometry and appearance [10]. 3DMMsprovide a condensed yet comprehensive
representation that can be utilised to reconstruct and modify 3D faces by capturing
the variations in facial form, texture, and expressions within a low-dimensional space.

This paper introduces an innovative approach to 3D facemodelling that combines the
strengths of 3DMMs and integrates DL-based techniques for face detection, landmark
extraction and expressions. The primary focus is on achieving a realistic reconstruction
of facial shape, pose, and expression from a single input image, particularly in complex
“in-the-wild” conditions. Our method aims to overcome the limitations and deliver a
robust and efficient solution for facial reconstruction.

This paper makes several significant contributions:

• A unique approach that combines the flexibility and parametric representation of
3DMMsby leveraging the precisionofDL-based approaches. This integration enables
realistic and detailed reconstruction of facial geometry and appearance from an input
image.

• The proposed method uses a single image for reconstruction that can be implemented
in real-time systems as it is computationally less expensive and has more processing
speed.

• The proposed method holds promise for various applications such as virtual reality,
facial animation, and biometrics, where 3D facial modelling is crucial.

2 Related Work

The growth in 3D facial modelling and reconstruction has been particularly driven by
the need to accurately capture the pose, shape, and expression of human faces. Previous
studies have explored various approaches, with a particular emphasis on 3DMMs and
image-based methods. This section provides an overview of the related work in these
areas, highlighting the key contributions and limitations of each approach.

2.1 3DMM-Based Methods

3DMMs are widely used for 3D facial modelling, providing a parametric framework to
capture facial geometry and appearance variations. Blanz and Vetter [9] pioneered the
concept and showcased their effectiveness in reconstructing faces from 3D scans. These
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models encode shape, texture, and expression variations in a low-dimensional linear
space, enabling efficient and compact representation.

Since then, researchers have made significant advancements in 3DMMs to enhance
their accuracy and applicability. Booth et al. [11] introduced the Large-Scale Facial
Model (LSFM), a comprehensive 3DMM that incorporates statistical information from
a diverse human population. The model analyzes the high-dimensional facial manifold,
revealing clustering patterns related to age and ethnicity. Although the LSFM shows
promise for medical applications due to its sensitivity to subtle genetic variations, further
research and validation in this domain are warranted.

Tran et al. [12] introduced a method that learns a nonlinear 3DMM model from a
large set of unconstrained face images, eliminating the need for 3D scans. They employed
weak supervision and leveraged a large collection of 2D images. Similarly, [13] uti-
lized an encoder-decoder architecture to estimate projection, lighting, shape, and albedo
parameters, resulting in a nonlinear 3DMM. However, the learned shape exhibits some
noise, especially around the hair region. In [14], an approach to enhance the nonlinear
3D face morphable model by incorporating strong regularization and leveraging prox-
ies for shape and albedo was presented. The method utilized a dual-pathway network
architecture that balances global and local-based models. Nevertheless, the model may
face challenges when dealing with extreme poses and lighting conditions.

Dai et al. [15] proposed the Liverpool-York HeadModel (LYHM), a fully-automatic
statistical approach for 3D shape modelling, enhancing correspondence accuracy and
modelling ability. However, variations in lighting, expressions, or occlusionsmay impact
texture mapping quality. Similarly, [16] introduced 3DMM-RF, a facial 3DMM combin-
ing deep generative networks and neural radiance fields for comprehensive rendering, yet
challenges remain in accurately renderingoccluded areas andflattened eye representation
in the training data.

In [17], the authors introduced the SadTalker system to create stylized audio-driven
animations of talking faces from single images. This approach involves generating 3D
motion coefficients from audio and utilizing a unique 3D-aware face rendering method
for animation. However, the emphasis of this method is primarily on lip movement and
eye blinking, leading to generated videos having fixed emotions.

2.2 Image-Based Methods

These methods leverage the abundance of visual information available in images and
enable the reconstruction process without requiring expensive and intrusive hardware
setups. Recent advancements in DL techniques have revolutionized image-based facial
reconstruction.

Jiang et al. [18] employed a coarse-to-fine optimization strategy for 3D face recon-
struction, refining a bilinear face model with local corrective deformation fields. How-
ever, it is sensitive to face deviations from the training datasets, ambiguities in albedo
and lighting estimation, and reliance on the quality of detected landmarks. In [19], the
incorporation of expression analysis and supervised/unsupervised learning for proxy
face geometry generation and facial detail synthesis was proposed. Their method excels
in handling surface noise and preserving skin details, but it has limitations in accounting
for occlusions, hard shadows, and low-resolution images.
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Afzal et al. [3] utilized feature extraction and depth-based 3D reconstructionmethod.
However, the method does not consider facial expressions, which limits its applicability
in dynamic scenarios or facial recognition applications. On the other hand, [20] focused
on high-fidelity facial texture reconstruction using GANs and DCNNs for single-image
reconstruction. Their approach achieves impressive results but may face challenges
with extreme expressions, challenging lighting conditions, limited data availability, and
computational complexity, impacting its real-time performance and scalability.

In [21], AvatarMe, a method for reconstructing high-resolution realistic 3D faces
through single “in-the-wild” images was proposed. The approach includes facial mesh
reconstruction and head topology inference that allows for complete head models with
textures. However, the training dataset contains insufficient cases of individuals from
various ethnicities, potentially resulting in lower performance in reconstructing faces. In
[22], a model utilizing a generative prior of 3D GAN and an encoder-decoder network
was proposed that can be generalized to new identities efficiently. This addresses the
limitation of personalized methods and expands practicality.

Approaches for the reconstruction from multi-view images were explored by [23,
24], and [25]. The approach of [23] combined traditional multi-view geometry with DL
techniques, but it relies on high-quality 3D scans, limiting performance. A fast and accu-
rate spatial-temporal stereo matching scheme using speckle pattern projection was pro-
posed by [24], while [25] introduced a method for high-quality 3D head model recovery
from a few multi-view portrait images. However, results depend on input image quality
and computational demands may restrict real-time or resource-constrained applications.
Obtaining sufficient high-quality images from different viewpoints can be challenging
in practical or real-world settings.

3DMMs have offered a parametric representation for capturing facial variations,
while image-basedmethods have leveragedDL techniques to extract information directly
from images. However, several challenges remain, including the robustness to varying
illumination and occlusion, handling large pose variations, and preserving fine-scale
details in “in-the-wild” scenarios. The proposed method aims to address these chal-
lenges by leveraging the advantages of both 3DMM-based and image-based approaches,
providing a more accurate and robust framework for 3D facial reconstruction.

3 Methodology

This section outlines themethodology employed for the proposed approach. The process
involves several key steps, including initialization, face detection and landmark extrac-
tion, fitting process, and output generation. Figure 1 provides a visual representation of
the methodology proposed in our research.
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Fig. 1. Our facial reconstruction process includes face detection, landmark detection, and refine-
ment of a 3D face model based on the input image. By optimizing the model to minimize dis-
crepancies between projected and extracted landmarks, we achieve a realistic reconstruction. The
final result is a composed image obtained by rendering and compositing the reconstructed face
with the original image, enabling further analysis.

3.1 3D Morphable Model

For reconstruction using 3DMM, we utilize the popular Basel Face Model (BFM) 2009
[26]. The parameterization of each face involves angular meshes with 53,490 vertices.

S = S(α, β) = S + Bidα + Bexpβ (1)

T = T (γ ) = T+Btγ (2)

In Eqs. (1) and (2), S and T represent the average face shape and texture, respectively.
Bid,Bexp, andBt are the PCAbases of identity, expression, and texture respectively. These
bases are scaled with standard deviations. The coefficient vectors α, β, and γ are used
to generate a 3D face.

The expression bases, Bexp, utilized in our method, as described in [27], consist of
53,215 vertices. To reduce dimensionality, a subset of these bases is selected, resulting
in coefficient vectors α ∈ F

80, β ∈ F
64 and γ ∈ F

80 where F represents the field of real
numbers. It is important to note that the cropped model used in our approach contains
35,709 vertices.
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3.2 Camera Model

A perspective camera model is employed to record the 3D-2D projection geometry of
the face. The camera model incorporates a focal length determined through empirical
observations, enabling us to precisely represent the connection between the 3D face and
its 2D projection.

The 3D pose of the face, denoted as θ, is expressed using a rotation matrix R ∈
SO(3) (Special Orthogonal group in three dimensions) and a translation vector t ∈ F

3

(three-dimensional space). These parameters, R and t, define the camera’s orientation
and position relative to the face. By applying this camera model, we can project the 3D
facial information onto a 2D image plane, facilitating further analysis and processing of
the face data.

3.3 Illumination Model

The illumination model used is based on the concept of spherical harmonics (SH) [28,
29] basis functions Hb: F3 → F. The colour C at a vertex with normal vector n and
tangent vector t, parameterized by the coefficients γ, can be expressed as the dot product
between t and the linear combination of spherical harmonic basis functions:

C(n, t|γ ) = t · (γ 1 ∗ �1(n) + γ 2 ∗ �2(n) + ... + γB ∗ �B(n)) (3)

In Eq. (3), �1(n), �2(n),…, �B(n) represent the spherical harmonic basis functions
evaluated at the normal vector n. The coefficientsγ1,γ2,…,γBare theweights associated
with each basis function.

3.4 Model Fitting

Model fitting is a crucial stage in the reconstruction process, as it seeks to optimize the
parameters of the 3D face model for precise alignment with the face in the input image
and detected landmarks.

Face and Landmark Detection. Before initiating the model fitting process, the input
image undergoes a series of preprocessing steps. Initially, the face region is detected
using multi-task Cascaded Convolutional Networks (MTCNN) [30]. Subsequently, 68
facial landmarks are extracted using the landmark detection model presented by [31].

Loss Functions. These functions are used to measure the discrepancy between the
expected values and the actual data during the model-fitting process.

Photometric Loss. The resemblance between the rendered image created by the 3D
model and the input image is determined by comparing their colour and texture. This
comparison is performed using a skin-aware photometric loss, as described by [32] given
by the Eq. (4):

Lp(x) =
∑

i∈M Ai · ‖Ii − I ′i‖2∑
i∈M Ai

(4)
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In this equation, i represents the pixel index,M represents the projected face region,
and Ai is the skin colour-based attention mask.

Reflectance Loss. We use the naive Bayes classifier of mixture models [33] to compute
the skin-colour probabilityPi for each pixel i in order to handle difficult and complicated
facial appearances, such as occlusions like beards and makeup. This is shown in the
Eq. (5) and (6):

Ai =
{
1, ifPi > 0.5
Pi, otherwise

(5)

Therefore, predicted reflectance loss is calculated by

LR(x) = 1

|S| ·
∑

i∈S R
′2
i (6)

where, |S| is the number of skin pixels and R′2
i is the difference between the predicted

reflectance and the mean reflectance for pixel I.

Landmark Loss. It calculates the distance between the projected landmarks of the 3D
model and the corresponding detected landmarks in the input image to ensure precise
alignment. For landmark loss during the detection, we use Eq. (7):

Ll(x) = 1

N

N∑

n=1

ωn‖qn − q′
n(x)‖2 (7)

Here,ωn represents the manually assigned landmark weight for specific landmarks such
as mouth and nose points.

Gamma Loss. The gamma loss encourages consistent gamma correction by measuring
the deviation of gamma correction parameters from theirmean value, as shown inEq. (8):

Lg(x) = ‖ � λ‖2 (8)

where � λ is the difference between the gamma correction parameters and their mean
value.

4 Results Analysis

Our experimental setup involved theExPWdataset [34],which consists of approximately
91, 793 “in-the-wild” images with seven fundamental expression categories assigned
to each face image; as well as other images found on the internet. The experimental
setup included an Intel Core i7 processor, an NVIDIA RTX 3050 Ti graphics card, and
16GB of RAM. The implemented method combines DL and computer vision techniques
for face fitting and 3D reconstruction. We utilized Python programming language and
leveraged the open-source libraries OpenCV [35], Pytorch3D [36], and NumPy [37] for
implementation.
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We employed theMTCNN algorithm [30] to detect faces in images, resizing them to
224x224 pixels. For landmark detection, the face-alignment method [31] was utilized.
The fitting process began with refining the BFM’s pose (rotation and translation) to
align with the detected face. Subsequently, the BFMwas deformed to capture shape and
expression details. Fitting was optimized using the Adam optimizer [38] to minimize the
discrepancy between projected 3D landmarks of the BFM and extracted 3D landmarks
from the image. The optimizer also minimized a combination of various loss terms,
iteratively refining BFM parameters for minimizing overall loss. After fitting, optimized
BFM parameters rendered a deformed face image. This image was composited with the
original input, replacing the face region. The composed image, BFM coefficients, and
mesh could be saved as output for diverse applications.

To assess the performance of our approach, we conducted comparisons with state-
of-the-art approaches and relevant baseline methods. The evaluation encompasses both
qualitative visual comparisons and quantitative analysis utilizing a variety of loss met-
rics. Figures 2 and 3 illustrate the outcomes of our approach juxtaposed with those of
prominent state-of-the-art techniques. The visual comparisons vividly underscore the
strengths of our method in capturing intricate facial details, expressions, and lifelike
texture mapping. Across various test images, our method consistently generates more
accurate and realistic 3D facial reconstructions, effectively preserving the nuances of
individual appearances. Table 1 showcases a comprehensive summary of the computed
losses across different types. This table presents representative values for each loss cate-
gory, complemented by their corresponding mean and standard deviation. These metrics
not only offer a concise snapshot of the experimental results but also provide insights
into the dispersion and trends of the loss values.

While direct comparisons are limited bydataset variations and evaluationmetrics, our
method exhibits promising performance in terms of facial reconstruction and expression
preservation. Our method offers several significant advantages. Firstly, it eliminates
the need for manual marking of landmarks, which is required by many other methods.
Additionally, it is computationally efficient as it only requires a single image for efficient
3D reconstruction. This efficiency is achieved through less expensive computations and
faster processing speeds, enabling real-time implementation.

One aspect to consider is that the method may encounter challenges when dealing
with occlusions, such as individualswearing sunglasses, despite its ability to handle faces
with spectacles. In such cases, the reconstructed 3D face may exhibit dark areas under
the eyes, reflecting the colour of the sunglasses. Addressing these occlusion challenges
and improving the generation of realistic facial features in such scenarios would be a
valuable avenue for future enhancements. Furthermore, refining the model’s ability to
reproduce finer details, including wrinkles and eye tracking can contribute to achieving
even greater realism in the reconstructed 3D faces.
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Tewari et al. [39] Tran et al. [13] Input Image Ours 

Fig. 2. The visual comparison of our outcomes with other innovative methods.

Table 1. Summary of the calculated losses for different loss types. It includes three representative
values for each loss type to provide a concise representation of the results along with their mean
and standard deviation. These values provide insights into the variations and distribution of the
losses, offering a concise overview of the experimental results.

Loss Type Measure 1 Measure 2 Measure 3 Mean Standard
Deviation

Landmark Loss
Ll(x)

0.000062 0.000098 0.000152 0.000104 0.000045

Photometric loss
Lp(x)

0.053055 0.095443 0.093362 0.080953 0.020273

Texture Loss LT (x) 0.006199 0.009445 0.007481 0.007375 0.001303

Fig. 3. The figure presents a compilation of reconstructed 3D faces utilizing our proposedmethod,
highlighting its ability to generate realistic facial reconstructions.
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5 Conclusion

In this research, we demonstrated a technique for generating a 3D facial model from
a single input image. It incorporates face and landmarks detection models to precisely
locate and extract the facial region. The approach enhances the quality of the recon-
structed face by using photometric consistency constraints, local corrective deformation
fields, and coarse-to-fine optimization. The use of a single image eliminates the need for
multiple images or complex scanning setups, making the reconstruction process more
practical and cost-effective. It further utilizes fitting process optimizations to minimize
various loss functions, resulting in a refined and realistic 3D reconstruction, enabling
further analysis and application possibilities.

Overall, the paper presents a powerful approach for 3D face reconstruction, with
potential applications in computer graphics, virtual reality, facial animation, and bio-
metrics. While the effectiveness relies on the performance of the detection models and
input image quality, fine-tuning the optimization parameters can further enhance the
accuracy and fidelity of the reconstruction. By providing a comprehensive solution for
reconstructing 3D faces from a single image, this paper opens doors for advancements
in facial modelling and realistic virtual representations.
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