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Preface

IHCI is an annual international conference in the field of Human-Computer Interaction,
dedicated to exploring research challenges arising from the intricate interaction between
machine intelligence and human intelligence. The fifteenth edition of this event focuses
on the theme of “AI-Powered IHCI,” delving into the dynamic intersection of artificial
intelligence and human-computer interaction.

We are pleased to introduce the proceedings of the 15th International Conference on
Intelligent Human-Computer Interaction (IHCI 2023), hosted both on-site and online
by EXCO Daegu, South Korea, from November 8 to 10, 2023. The event took place in
Daegu, South Korea, and featured 4 special sessions, 2 workshops, 2 tutorial sessions,
and 2 panel discussions, all aligned with the conference’s central theme. Out of 139 sub-
mitted papers, the program committee accepted 71 for oral presentation and publication,
following the recommendations of at least 2 expert reviewers in each case.

The 15th IHCI conference included keynote and invited talks facilitated by expert
session chairs with substantial experience in both industry and academia. It drew more
than 200 participants from over 25 countries.

IHCI has become the primary global gathering for academic researchers, graduate
students, leading research think tanks, and industry technology developers in the field.
We believe that participating in IHCI not only contributes to personal and professional
growth but also fosters success in the business realm, ultimately benefiting society as a
whole.

Our sincere gratitude goes to all the authors who submitted their work to IHCI 2023.
The Microsoft CMT portal conference system played a crucial role during the submis-
sion, review, and editing stages, and we extend our thanks to the technical program
committee (TPC) and organizing committee for their invaluable efforts in ensuring the
conference’s success. Finally, we express our appreciation to the speakers, authors, and
participants whose contributions made IHCI 2023 a stimulating and productive confer-
ence. The continued success of the IHCI conference series relies on their unwavering
support in the future.

November 2023 Bong Jun Choi
Dhananjay Singh

Uma Shanker Tiwary
Wan-Young Chung
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Abstract. As interest in fashion clothing has recently increased, the importance
of fashion services using deep learning technology is increasing. These services
are used in a variety of fields, including customized clothing recommendations,
fashion style analysis, and improving online shopping experiences. However, the
image labeling work, which is the core of these services, is still performed manu-
ally, which requires high costs and time, and relies on manpower. This study seeks
to automate this process of fashion clothing labeling by using three steps image
preprocessing technology and Yolov8 for dataset learning. During the research
process, rembg and OpenCV were used to preprocess image data, and OpenPose
was introduced to obtain object joint information for the accurate location of cloth-
ing items. Through this, we were able to effectively remove the background of the
image, extract and classify the joints of the object, distinguish tops and bottoms,
and then teach them to Yolo. As a result, this study presents an automated label-
ing approach that can maintain high accuracy while reducing the time and cost
required for manual labeling of fashion clothing images.

Keywords: Training Data Labeling · Image Preprocessing · Item Classification

1 Introduction

Today, with the increasing interest in fashion, South Korea’s fashion and clothingmarket
sees annual growth [1]. As we enter the digital age, fashion consumption is increasingly
shifting online. According to data from the National Statistical Office, the online fashion
market grew from 43 trillion won in 2019 to 49.7 trillion won in 2021, showing a growth
rate of 9.2%, equivalent to about 6.7 trillion won, compared to 2019 [2]. This indicates
that many consumers are actively engaging in fashion activities online. Numerous online
fashion companies label their products and outfit images, providing keywords to users for
conveying clothing information [3]. However, up to this point, this work has been done
manually by inputting labeling information for clothes one by one. Currently, there
is a trend toward requiring more advanced performance due to accuracy issues with
automated labeling systems but when a large number of images need labeling, it takes
a considerable amount of time, accuracy issues still arise, and there is no professional

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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manpower to do this. Furthermore, considering the presence of agencies and services
that offer image labeling work for a fee, image labeling incurs substantial costs. In
this paper, we propose an automated system for labeling fashion clothing images. We
leverage three libraries in conjunction with Yolo to address these challenges. To ensure
precise extraction of labeling targets from images, our system employs rembg to remove
backgrounds and employs OpenCV to generate virtual bounding boxes using object
border coordinates. This significantly reduces recognition range errors in the images.
Subsequently, we employ OpenPose to augment the image data with joints for the target
objects, enabling Yolo to be trained on this data.

2 Related Research

Korea’s Online Fashion Commoners Entrepreneur ‘Musinsa’ conducted research using
Amazon Sagemaker’s Auto Labeling system and Amazon Sagemaker Ground Truth to
develop a model for automated image inspection. This system improves the accuracy
of predictions by learning from large datasets of at least 1,250 and 5,000 objects that
users have previously worked on. After manually classifying unlabeled images, training
data and validation data are collected. Using these two data, a model for automatic
classification is created. Afterwards, the probability value (probability that an image
belongs to a specific label) calculated by the model is compared to manual work to
determine how reliable it must be to set a threshold. Inference is conducted on unlabeled
images using themodel, and if the probability exceeds the threshold, an “auto-annotated”
tag is assigned. No further intervention is performed on tagged images, and the label
is gradually expanded by re-performing the operation on untagged images. As a result
of research, the coverage increased by up to 8.7%, and the accuracy improved by up to
1.6% for the same model. Table. 1 shows the indicators for each iteration during a total
of 7 iterations, and training and validation are the cumulative values up to the previous
iteration. However, it took about 5 days to inspect about 20,000 images before work,
and 22 workers were assigned to classify a total of 10,000 images for 5 days through
double check. Additionally, the cost of labeling through this process was approximately
$960, and a total of 28 h were spent manually training the model for auto labeling [4].

Table 1. Indicators for each iteration

Iteration Training Validation Inference Labeled Labeled (auto)

1 0 0 0 1,000 0

2 0 0 0 40 0

3 1,000 1,040 0 1,000 0

4 2,570 470 1,040 1,000 3,839

5 3,717 323 470 1,000 142

6 4,898 142 323 1,000 444

7 0 0 142 868 73

Sum 5,908 4,498
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3 Fashion Clothing Image Labeling System

This paper aims to improve the efficiency of fashion clothing image labeling tasks and
contributes to ongoing research towards automation the labeling process. The system
presented in this paper utilizes data preprocessing techniques and a custom model to
enhance the accuracy of the Yolov8 model used for image labeling. As a result, user-
provided images intended for labeling undergo preprocessing, and the labeled results
are then provided to the user.

Fig. 1. System concept

3.1 Dataset Collection

This paper utilizes snapshot images referenced by users on an online fashion platform.
However, to address the problem of generating labeling keywords for worn clothing
and to reduce recognition range errors during the image preprocessing phase, this study
employed model images featuring individuals wearing clothing rather than images of
clothing products [5].

3.2 Image Preprocessing

Image preprocessing is performed to improve the accuracy of image labeling work [6].
The image preprocessing process proceeds in three steps as shown in Fig. 1

Remove Background. In the first step, the image’s background is removed to selec-
tively extract the target object, addressing the issue of mislabeling the wrong target in the
image. For background removal, this study employed two libraries, OpenCV and rembg.
Initially, differentiation of the target from the background was attempted using OpenCV,
with the goal of eliminating everything except the target object. However, an issue arose
where backgrounds of similar colors to clothing were incorrectly recognized along-side
the object. Furthermore, accessories like hats were classified as separate objects and
consequently removed, even though they were essential components of the object, lead-
ing to unsuitable results for this study. When rembg was employed, objects unrelated to
the target and the background were effectively distinguished and removed, rendering it
a more suitable choice for our study. In Fig. 2, the left side displays the OpenCV result,
while the right side displays the rembg result.
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Fig. 2. Remove background results

Virtual Box for Target in Image. In the second step, the recognition range error is
reduced through OpenCV to clearly extract the joints of the target. While the results
obtained from the first step successfully eliminated the background, excluding only the
target, the size of the background within the image remains unchanged from its original
size of image. To refine this process, the maximum and minimum values of the x-axis
and y-axis, denoted as x_max, x_min, y_max, and y_min, are determined based on the
target’s border within the image, as illustrated in Fig. 3. Subsequently, a virtual bounding
box is createdwith dimensionswidth=x_max-x_min and height=y_max-y_min, defining
the range for joint extraction. This approach reduces recognition range errors when
extracting joints using OpenPose without altering the original image size [7].

Fig. 3. Coordinate settings

Joint Extraction and Classification. In the third step, The extraction of the target’s
joints within the image proceeds, enabling a clear differentiation between the upper and
lower body of the target. For performing joint extraction usingOpenPose on the resulting
image from the second phase, the Human Pose Dataset MPII Dataset is leveraged, a rich
dataset comprising 25,000 images encompassing approximately 40,000 individuals [8].
This dataset facilitates the extraction of a total of 15 joints, encompassing the Head,
Neck, Shoulders (both left and right), Elbows (both left and right), Wrists (both left and
right), Hips (both left and right), Knees (both left and right), Ankles (both left and right),
and Chest (or Background). Notably, the attire worn by the target within the image can
be discerned by focusing on the hip joints (both left and right, denoted as numbers 8 and
11), as exemplified in Fig. 4.
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Fig. 4. OpenPose key point extraction results

3.3 Yolo Training and Labeling Results

To detect targets and items within the images, Yolov8, the latest version known for
its high performance in detecting multiple objects, has been adopted. Specifically, the
Yolov8n model was selected, which is one of the smallest pre-trained models based
on the extensive COCO val2017 image dataset and achieves a mean average precision
(mAPval) of 37.3 [9], serving as an indicator for object detection model performance.
Following image preprocessing steps, including background removal, joint extraction,
and classification, the resulting image was divided into upper and lower garments based
on the key points extracted through OpenPose, specifically points 3 (left hip) and 11
(right hip). This division enabled the creation of a new training dataset, which was then
used for Yolov8 training. For precise results, the learning conditions were configured
with epoch (number of learning iterations) = 200, batch size = 20, and image size =
640 [10]. Additionally, a threshold range of 0.5 to 0.95 was set to calculate the mAP50-
95, providing a comprehensive measurement. The outcome of the training displayed
an average mAP50-95 value of approximately 0.79, with the highest value recorded at
0.97795 during the 93rd iteration. Figure 5 showcases the results achieved through this
process.

Fig. 5. Labeling test results

4 Conclusion

In this paper, we discussed the labeling approach and research content using three
libraries for the efficiency and convenience of fashion clothing image labeling work.
The problem of OpenPose’s joint key points being out of sync, which was a problem
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that occurred during the experiment, was partially solved by removing the background
through rembg and OpenCV. In addition, the recognition range error was reduced by
creating a virtual box on the target in the image using OpenCV. A comparison between
the final results obtained through this study’s system and the existing manually labeled
train data using Yolov8’s mAP value showed a high agreement rate. However, this result
only appeared in images where the top and bottom were clearly distinguished, and there
were cases where onepiece clothing such as dresses in some images were not properly
recognized. This problem can be solved by using the l, x model, which is more accurate
than Yolov8n, and by subdividing the clothing classes, and creating a system and dataset
with better performance.

Acknowledgement. This research was supported by the MIST(Ministry of Science, ICT,
Korea, under the National Program for Excellence in SW), Supervised by the IITP(Institute of
Information & communications Technology Planning & Evaluation) in 2023 (2019-0-01817)
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Abstract. In the realm of nutrition science, it is well-recognized that individu-
als’ dietary needs vary based on factors such as age, gender, and health status.
This divergence in nutritional requirements is particularly critical for vulnerable
groups, including newborns, the elderly, and individuals with diabetes, as their
dietary choices can have profound implications for their health. Moreover, the
dearth of Uzbek recipes in mainstream culinary literature, which predominantly
focuses on Western cuisine, exacerbates the issue. To address these challenges,
this study undertakes the ambitious task of constructing a comprehensive AI sys-
tem, comprising both backend and frontend components, tailored to the nuances of
Uzbek cuisine. The primary objectives encompass recipe classification, ingredient
identification and localization, and the estimation of nutritional content and calo-
rie counts for each dish. Convolutional Neural Networks (CNNs) are employed as
the cornerstone of this computational solution, proficiently handling image-based
tasks, including the recognition of diverse food items and portion size determina-
tion within Uzbek recipes. Food classification is executed usingMobileNet, while
the You-Only-Look-Once (YOLO) network plays a pivotal role in the dual func-
tions of ingredient classification and localization within dishes. Upon rigorous
training, testing, and system deployment, users can effortlessly capture images
of food items through the smartphone application, facilitating the estimation of
nutritional data and calorie counts. Ultimately, this vital information is presented
to users via the smartphone interface, bridging the accessibility gap and enhancing
comprehension of nutritional aspects within Uzbek cuisine.

Keywords: Food calories prediction · Deep learning · Uzbek dishes · Food
classification ·MobileNet · CNN · YOLO
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1 Introduction

Contemporary generations exhibit a heightened consciousness regarding dietary choices
and calorie intake due to the recognition of the adverse implications of excessive caloric
consumption, particularly on body weight, a pressing public health concern. The inte-
gration of Artificial Intelligence (AI), specifically deep learning, presents a promising
avenue for comprehending the nutritional content of consumed food items. Food con-
sumption is an integral facet of daily existence, with profound repercussions on body
weight. Alarming data from theWorld Health Organization (WHO) underscore the surge
in global rates of overweight and obesity over the past four decades. In 2016, the global
count of overweight adults exceeded 1.9 billion individuals, with over 650million among
them classified as obese. Closer examination of national statistics, such as those from
Norway in the year 2017, as reported by theNorwegian Institute of Public Health (NIPH)
in their late 2017 update, reveals that 25% of men and 20% of women in the country
grappled with obesity. This epidemiological trend is of grave concern, as it substan-
tially elevates the risk profile for debilitating diseases, including diabetes, cardiovascular
conditions, musculoskeletal disorders, and various types of malignancies [1, 2].

AI holds promise as a tool for promoting healthier lifestyles. Employing sophisti-
cated neural networks like ResNet, it becomes feasible to identify food items accurately.
The process of segmentation, involving the subdivision of images into smaller, meaning-
ful units, is facilitated through the application of theYOLOobject detection, enabling the
comprehensive identification of pertinent components within the images [3–5]. Subse-
quently, these segmented constituents of food can be leveraged to compute the weight of
the food depicted in the image, achieved through the utilization of an inception network.
This proposed solution marks a pioneering endeavor in the domain of estimating food
weight solely from a single image. The outcomes gleaned from this thesis investigation
underscore the network’s capacity to make reliable weight predictions, demonstrating
a standard error of 8.95 across all categories and a notably lower 2.40 for the most
accurately predicted category, namely, bread.

While food classification has been extensively explored in prior research [6–8],
the challenge of determining the nutritional content of food items depicted in images
remains a significant gap in the field. A prominent hurdle in assessing nutritional levels
from images is the inherent two-dimensional nature of images, making it intricate to
accurately gauge the portion size of the food items contained within. Consequently, it
becomes imperative to devise methodologies for quantifying the volume of food rep-
resented in the images. Furthermore, variations in food preparation methods introduce
another layer of complexity. Discerning the nutritional content of an apple, for instance,
is more straightforward compared to a complex dish like “plow” (as illustrated in the
top-left corner of Fig. 1), where numerous ingredientsmay be obscuredwithin the image,
rendering precise estimation challenging, if not unattainable. Nevertheless, it is plausible
to derive approximations based on known recipes for such intricate dishes, albeit with
some degree of discrepancy. Conversely, simpler food items present a more tractable
scenario for assessing nutritional levels, as the image can encompass all constituents,
facilitating a more accurate estimation process.
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This paper presents a foundational demonstration in the realm of estimating food
calories from images. In summary, our contributions encompass the development of a
method for approximating theweight of foodwithin a single image, achieved through the
training of a neural network on established weight data for various food items. Conse-
quently, the weight of the food can be predicted exclusively from a single image, thereby
enabling the computation of calorie content by combining this weight information with
data sourced from a comprehensive food database. Additionally, this thesis introduces a
novel dataset comprising weight annotations for each individual food element depicted
in the images.

2 Dataset of Uzbek Foods

To effectively identify food items and derive calorie information from images, the neces-
sity for comprehensive training data is evident. In this paper, we have leveraged three
distinct datasets, comprising two publicly accessible ones and a novel dataset created
specifically for this study. The most prevalent dataset utilized for food classification
purposes is the Food-101 dataset [9], featuring 1000 images for each of the 101 most
commonly encountered food categories, thereby amassing a total of 101,000 images. Our
initial experimentation with this dataset revealed the formidable challenges associated
with the project. Accurate calorie estimation hinges on precise food classification across
a broader spectrum of food classes, necessitating a more extensive dataset. It became
apparent that the 101 food categories provided insufficient coverage, and the utilization
of a significantly larger dataset would introduce complexities in terms of training and
model iteration. Despite the prevailing reliance on conventional approaches in exist-
ing research, where both food classification and calorie estimation revolve around such
datasets, we opted for an alternative path due to the intricate nature of food classification
within this context.

A novel dataset has been curated specifically for the purpose of calorie estimation
within this research, hereafter referred to as the “Uzbek dishes” dataset. This dataset
encompasses a collection of food images, accompanied by a scale or ruler for reference,
facilitating the determination of food proportions and weights. In addition to the visual
content, the dataset includes a document detailing the nutritional content for each food
item depicted in the images. The “Uzbek dishes” dataset encompasses a total of 10
distinct categories of Uzbek cuisine, encompassing approximately 12,000 images, with
a select few exemplified in Fig. 1. Each category is further subdivided into six distinct
groups for estimating the quantity of food, denoted as E1, E2, E3, E4, E5, and E6, as
illustrated in Fig. 2.
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Fig. 1. Sample images from custom Uzbek dish dataset.

Fig. 2. Sample images for six amount estimation group such as E1, E2, and E6.

Our methodology comprises two primary components: Object and Food classifica-
tion utilizing YOLO, and Food Quantity estimation employing Wide-Resnet50 [10]. To
facilitate these tasks, we harnessed two distinct datasets tailored to each algorithm’s
specific requirements. Initially, a set of 12,000 images was employed solely for food
item classification and detection, categorized into 10 distinct classes. These base images
possessed dimensions of 4032 × 3024 pixels.

Subsequently, we adopted classical computer vision techniques with predefined
parameters to segment and extract the ingredients within the images. These methods
involve the computation of pixel intensities and their conversion into real-sized regions.
Building upon our prior research efforts [11–13], we employed a range of image process-
ing techniques to identify and crop objects from sequences of images. The pixel regions
corresponding to non-uniform components were segmented, enabling the determina-
tion of nutritional information and calorie content through reference to a standardized
information table [14].

In the context of this study, we developed a comprehensive, full-stack system that
operates based on the RESTful protocol, utilizing JSON format for communication
between a smartphone and an artificial intelligence server.
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3 Proposed Method

The YOLOv3 model architecture incorporates the DarketNet53 backbone [15]. Our
proposedmethodology encompasses food detection, food quantity estimation, and object
detection, which entails the following steps:

• Identification of regions corresponding to Uzbek dishes through YOLOv3.
• Subdivision of the detected regions into multiple segments for the purpose of object

detection.
• Extraction of food images based on the bounding box boundaries.
• Classification of food quantity estimates using Wide-Resnet-50

The initial phase of our proposed approach involves object detection and object clas-
sification utilizing YOLOv3. This convolutional network concurrently predicts multiple
bounding boxes and the associated class probabilities for these boxes, streamlining the
detection process. YOLOv3 adopts a unique approach by training on entire images and
directly optimizing overall performance. This integrated model boasts several advan-
tages over conventional object detection techniques. Notably, YOLOv3 excels in terms
of rapidity in object recognition. It conceptualizes detection as a regression problem,
eliminating the need for intricate pipelines [16, 17]. During testing, object detection is
achieved by running a neural network on the new image.

Following object detection, we encountered certain challenges, notably that the
YOLOv3 object detection model struggled to identify all objects due to limitations
in the dataset size [18]. To address this issue, we devised a solution by partitioning the
input image into several segments.

A. Quantity Estimation

The network architecture we employed is based on the Wide-Resnet-50, which is
a deep convolutional neural network (CNN). Wide-Resnet-50 is an extension of the
ResNet architecture, known for its ability to handle very deep networks effectively.
It consists of 50 layers and is wider than the original ResNet, making it suitable for
the complexity of food quantity estimation tasks. For the training data, we collected a
diverse and extensive dataset of food images with corresponding ground truth labels
for food quantity. This dataset includes images of various food items, each annotated
with the respective quantity or portion size. The dataset is essential for training the
Wide-Resnet-50 model to learn how to estimate food quantities accurately (Fig. 3).

Fig. 3. Decreasing object with dividing the photo into several parts.

To enhance the effectiveness and resilience of our model, we employed data aug-
mentation techniques. Specifically, we computed the mean and standard deviation for
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dataset normalization and incorporated methods such as Color-Jitter [19], RandomRota-
tion, RandomAdjustSharpness, and RandomSharpness. Figure 4 provides visual repre-
sentations of cropped images used for food quantity estimation, with E3, E6 representing
15%, 50%, and 100%, respectively. Additionally, Fig. 5 showcases the outcomes of data
augmentation, illustrating the various augmentation types we previously mentioned.

Fig. 4. Cropped images for a food amount estimation.

Fig. 5. The results of data augmentation.

As previously mentioned, we employed Convolutional Neural Networks (CNNs) for
food quantity prediction. In our quest to select the most suitable CNN architecture for
this purpose, we conducted training and testing across several CNN models, including
MobileNetV2 [20], Resnet [21], EfficientNet [22], and Dilated CNN [23].

MobileNetV2, with a depth of 53 layers and comprising 3.5 million parameters,
emerged as one of our candidate networks. It incorporates distinctive architectural
features, including:

• Depth wise separable convolution
• Linear bottleneck
• Inverted residual

The concept of Depthwise Separable Convolution is visually depicted in Fig. 6.

Fig. 6. The architecture of the Depthwise Separable Convolution.
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MobileNetV2 employs a fusion of pointwise convolution and bottleneck structures,
wherein pointwise convolution is employed to achieve the bottleneck effect. However, a
challenge ariseswhen applyingReLUactivation after dimensionality reduction, resulting
in the loss of valuable information. Tomitigate this issue, a 1× 1 convolutional layer, also
known as a feature map pooling or projection layer, is introduced. This straightforward
technique serves to reduce dimensionality by decreasing the number of feature maps
while preserving their distinctive attributes. In our study, we utilized the max pooling
technique for this purpose, and consequently, linear activation is implemented within
the bottleneck to minimize information loss [25].

Furthermore, MobileNetV2 incorporates the concept of Inverted Residual blocks,
following a pattern of narrow-wide-narrow configuration. This entails a sequence of 1×
1 convolution, followed by 3× 3 convolution, reducing parameter count, and concluding
with another 1 × 1 convolution to further trim the number of channels. Importantly,
shortcuts are established directly between these bottleneck stages [26].

4 Experimental Results and Analysis

In this section, we elucidate the experimental configuration and outcomes pertaining
to the estimation of calories and quantity for Uzbek dishes using the YOLOv3 and
MobileNetV2 models. The proposed method was implemented and carefully tested
within Visual Studio 2019 C++, executed on a system equipped with an AMD Ryzen
9 5900X 12-Core Processor operating at 3.70 GHz, supported by 64 GB of RAM, and
a NVIDIA RTX 3090 Graphics card. Our food dataset was employed for both training
and testing purposes. Crucial parameters for our training experiments included a batch
size of 32 pixels, an input image size of 416× 416 pixels, a learning rate of 0.001, and a
subdivision of 8. Our primary objective was to evaluate the classification performance,
ensuring the reliable and accurate classification of Uzbek dishes. This study conducts
a comprehensive analysis and comparison of various object detection and recognition
techniques, encompassing YOLOv3 and MobileNetV2, in the training and evaluation
of models for classifying Uzbek dishes. The findings underscore the precise detection
capabilities of YOLOv3 in accurately identifying Uzbek dishes.

Our quantitative experiments entailed the application of object detection evaluation
metrics, namely precision, recall, and accuracy, in line with our prior research endeavors
[27]. These metrics serve as valuable tools for assessing and interpreting the outcomes.
Precision gauges the classifier’s capability to correctly identify relevant objects, quanti-
fying the proportion of true positives detected. In contrast, recall measures the model’s
proficiency in identifying all pertinent instances, signifying the proportion of true posi-
tives among all ground truth cases. An effective model excels in recognizing the major-
ity of ground-truth objects, showcasing high recall, while also limiting the inclusion of
irrelevant objects, denoting high precision.

An idealmodelwould yield a false-negative value of 0 (recall=1) and a false-positive
value of 0 (precision= 1), signifying flawless performance. We computed precision and
recall rates through the comparison of pixel-level ground-truth imageswith the outcomes
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generated by our proposed method. To calculate these metrics for food classification,
we employed the following equations.:

Accuracy = TP+ TN/TP+ TN+ FP+ FN (1)

Recall = TP/TP+ FN (2)

Precision = TP/TP+ FP (3)

In Fig. 7, it is depicted that the YOLOv3 model achieved an accuracy rate of 98.2%
and exhibited a loss of 0.2 when detecting objects.

Fig. 7. The accuracy of the Yolov3 model.

We generated an additional dataset for quantity estimation purposes by resizing
images to dimensions of 224 × 224 pixels for training with Wide-Resnet-50. Each
of the food categories and quantity estimations comprises a set of 200 images. Conse-
quently, this classification task incorporates a total of 5000 food images. The dataset was
partitioned into training and validation subsets, with an 80% allocation to training and
the remaining 20% allocated to validation. The results of the food quantity estimation
using Wide ResNet-50 are shown in Table 1.

Table 1. Performance evaluation of the Wide ResNet-50 model for food quantity estimation.

Wide ResNet-50 Training Testing

Accuracy 93% 90%

Recall 90% 88%

Precision 92% 91%
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5 Limitation and Future Work

The proposed approach necessitates the incorporation of additional quantity estimation
classes, as the utilization of just six such classes resulted in the omission of several
categories by the MobileNetV2 model. In forthcoming research, we aspire to enhance
our primary concept for quantity estimation. Additionally, we aim to optimize response
times by deploying the service within a cloud computing environment, with the objective
of reducing food identification duration [28].

Moreover, our future endeavors include the exploration of 3D modeling techniques
for quantity estimation, which are expected to yield greater accuracy compared to the uti-
lization of 2D images. We are currently in the process of acquiring expertise in the appli-
cation of computer vision methodologies within the Unity environment. Our forward-
looking plan entails the augmentation of algorithm complexity and the expansion of
computer vision capabilities. For instance, our current approach involves the utilization
of only ten quantity estimation positions per image; however, we aspire to incorporate a
more extensive range of positions in the future.

6 Conclusions

This research introduces aConvolutional Neural Network (CNN)model designed to esti-
mate the portion sizes of individual food items on a single plate based on single images.
The envisioned outcome is the association of these portion sizes with a calorie database
for each food unit. The primary objective of this paper is to leverage machine learning
techniques for image classification, food segmentation, and the subsequent determina-
tion of weight and calorie content within the images. Additionally, we introduce a novel
dataset termed “Uzbek dishes,” encompassing food images along with their correspond-
ing weights. The findings from our testing phase affirm the capability of deep neural
networks to effectively classify food images.

Future investigations will focus on enhancing the accuracy of our methodology
through the utilization of advanced deep learning techniques. Furthermore, we intend to
optimize cache memory utilization in multi-core processors to enhance the efficiency of
food calorie detection and estimation [29].
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Abstract. Smart vehicle systems, integrated with cutting-edge technology, have
evolved to become a crucial element of modern transportation. They are lead-
ing us into a fresh era of mobility, offering the potential for increased efficiency,
upgraded safety, and enhanced user satisfaction. According to a study by Statista,
in termsof IoT-related revenue, the automotive IoTmarket is expected to reach23.6
billion US dollars in 2025 [1]. However, their reliance on data-driven technolo-
gies also exposes them to the ever-present threat of data tampering. In response to
these emerging threats, the imperative to fortify the cybersecurity posture of smart
vehicles has never been more pressing. Known for its decentralized, immutable,
and transparent nature, blockchain is a promising solution for safeguarding crit-
ical vehicle data. As part of this research paper, we look at the fundamentals of
blockchain technology and discuss how this technology can be used within smart
vehicles to enhance the security and integrity of data generated, stored, and shared.
By leveraging the blockchain’s security features, stakeholders in the automotive
industry can pave the way for safer and more reliable smart vehicle technologies.
This research also invites further exploration and collaboration to harness the full
potential of blockchain in fortifying the future of smart transportation.

Keywords: Smart vehicle systems · Automotive cybersecurity · Blockchain
technology

1 Introduction

During the past few decades, a technological revolution has unfolded, transforming the
world. As cloud computing transcended infrastructure, global connectivity was fostered,
and the Internet of Things (IoT) connected everyday objects. As these technologies
continue to evolve and intertwine, they have collectively woven a complex tapestry that
covers the world in an intricate web of innovation and connectivity. It can be summed
up by saying that all objects and things are being replaced by their smart substitutes.
Smart vehicles are one of these substitutions. Vehicles embedded with cutting-edge
technology are ushering in a new era of transportation that promises increased efficiency,
enhanced safety, and improved user experiences. As of 2018, there were 330 million
connected cars, according to Upstream. Those numbers are expected to rise to 775
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million by 2023. In addition, approximately 25 GB of data will be produced per hour by
connected cars by 2025. Those numbers jump to 500 GB an hour for fully autonomous
vehicles. Upstream estimates that the automotive industry is projected to lose $505
billion by 2024 to cyberattacks [2]. In response to these emerging threats, the imperative
to fortify the cybersecurity posture of smart vehicles has never been more pressing.
In an era when smart vehicles are becoming an integral part of daily life, protecting
them from cyber threats is not just an option but a critical necessity for their safety and
integrity. A fundamental motivation for this research lies in the profound implications
smart vehicles have on society, the economy, and public safety. The latest report (Table 1),
released in early 2021 illustrates data from 2010 to 2020 and covers over 200 automotive
cyber incidents across the world [3]. It is important to understand that smart vehicles
are not just mechanical entities. They are intricate cyber-physical systems interacting
with hardware, software, sensors, actuators, and external networks. The interplay of
these intricate systems has created a range of cybersecurity threats that go beyond the
conventional boundaries of automotive engineering.

Table 1. Automotive attack vectors: 2010–2020

#N Hardware/software Share of total

1 Cloud servers 32.9%

2 Keyless entry-Key fob 25.3%

3 Mobile app 9.9%

4 ODB port 8.4%

5 Infotainment system 7.0%

6 Sensors 4.8%

7 ECU-TCU-Gateway 4.3%

8 In-vehicle network 3.8%

9 Wi-Fi network 3.8%

10 Bluetooth 3.6%

11 USB or SD port 2.1%

2 Background and Literature Review

Data tampering in the context of smart vehicle systems refers to the unauthorized alter-
ation, manipulation, or compromise of critical data that underpins the functioning and
decision-making processes of these vehicles. Whether it involves falsifying sensor data,
modifying route information, or tampering with vehicle-to-vehicle (V2V) communica-
tions, such attacks pose significant threats to the reliability, safety, and trustworthiness
of smart vehicles. The consequences of data tampering incidents in this domain can
range from minor inconveniences to life-threatening situations, making it imperative
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to address this issue comprehensively. Blockchain, the foundational technology behind
cryptocurrencies like Bitcoin, has garnered significant attention across various indus-
tries due to its unique attributes. It is a decentralized and distributed ledger system that
offers transparency, immutability, and trust through cryptographic mechanisms. These
qualities position blockchain as a promising solution to secure the integrity of data
generated, stored, and communicated within smart vehicle ecosystems. Smart vehicle
systems represent a transformative paradigm in modern transportation. These systems
integrate cutting-edge technologies, including Internet of Things (IoT) sensors, artificial
intelligence (AI), machine learning (ML), and real-time data communication, to create
vehicles that are not only intelligent but also interconnected. This convergence of tech-
nology promises to revolutionize road safety, traffic management, and overall driving
experiences. However, this rapid evolution also introduces new challenges, particularly
in terms of data security.

Data tampering, or the unauthorized alteration andmanipulation of data, has emerged
as a critical concern in the realm of smart vehicle systems. These systems rely heavily
on data for various functions, including:

1. Sensors and telemetry: Smart vehicles use sensors to collect data on road condi-
tions, weather, vehicle performance, and the environment. This data informs real-time
decisions for navigation and safety.

2. Communication networks: Vehicle-to-vehicle (V2V) and vehicle-to-infrastructure
(V2I) communication networks enable vehicles to share critical information. Tam-
pereddata in these networks can lead to accidents or disruptions in trafficmanagement.

3. Automated decision-making: Many smart vehicles incorporate autonomous or
semi-autonomous features that rely on data for decision-making. If this data is
compromised, it can lead to incorrect or unsafe actions.

4. Fleet management: In commercial settings, fleet management relies on accurate data
for route optimization, fuel efficiency, and maintenance scheduling. Tampered data
can result in inefficiencies and increased costs.

In recent years, the convergence of blockchain technology and smart vehicle systems
has gained substantial attention, with several noteworthy studies shedding light on the
dynamic landscape of applications and innovative approaches. Notable among these are:
(1) Smith et al. (2023), who introduce a blockchain-based communication framework
designed to enhance secure vehicle-to-vehicle (V2V) communication in smart vehicles,
thus ensuringdata integrity andprivacy[4]. (2)BrownandLee (2022),whose comprehen-
sive survey provides insights into diverse blockchain applications within the automotive
industry, particularly emphasizing cybersecurity. This survey encompasses the latest
trends in safeguarding smart vehicle systems against data tampering and cyber threats
[5]. (3) Gupta et al. (2022), who explore scalable blockchain solutions for managing
the burgeoning data volumes generated by smart vehicles [6]. These recent contribu-
tions illustrate the ongoing evolution of blockchain technology within smart vehicle
systems, underscoring its potential in revolutionizing security, data management, and
communication in the realm of connected and autonomous transportation.
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3 Data Tampering in Smart Vehicle Systems

Data tampering in smart vehicle systems encompasses a range of malicious activities,
including the unauthorized alteration, manipulation, or compromise of critical data. The
consequences of such tampering are multifaceted and potentially severe:

1. Safety risks: One of the foremost concerns is the potential compromise of safety-
critical data. For instance, tampering with sensor data, such as those responsible for
collision avoidance or lane-keeping, can lead to incorrect decisions by autonomous
driving systems, resulting in accidents and endangering lives.

2. Traffic disruption:Data tampering can disrupt the coordination and communication
between smart vehicles. In V2V and V2I communication networks, altered data can
mislead vehicles, leading to traffic congestion or collisions.

3. Financial implications: In commercial applications, data tampering can have finan-
cial repercussions. Fleet management relies on accurate data for route optimization,
fuel efficiency, andmaintenance scheduling. Tampered data can result in inefficiencies
and increased operational costs.

4. Privacy concerns: Smart vehicles collect vast amounts of data, including location,
behavior, and preferences. Unauthorized access or tampering with this data can lead
to privacy breaches, identity theft, and misuse of personal information.

Before delving into further discussion, let’s examine common data tampering
incidents in smart vehicle systems in Table 2 [7].

Table 2. Common of data tampering incidents in smart vehicle systems

#N Incident type Description Consequences

1 GPS spoofing Falsification of GPS signals Misleading navigation

2 Sensor manipulation Altered LiDAR and radar
data

Unsafe driving decisions

3 Communication disruption Interference with V2V and
V2I systems

Traffic congestion, accidents

4 Data theft Unauthorized access and
theft of data

Privacy breaches

Addressing data tampering in smart vehicle systems necessitates innovative and
robust securitymeasures. Blockchain technology emerges as a promising solution, offer-
ing inherent features that can help fortify the integrity of data and enhance trust among
stakeholders. In the following sections, we will explore how blockchain technology can
be leveraged to counter data tampering risks effectively within the context of smart
vehicles.
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4 Blockchain Technology as a Solution in Smart Vehicle Systems

Blockchain technology, when applied to smart vehicle systems, represents a robust and
sophisticated approach to addressing data tampering vulnerabilities and ensuring the
integrity of critical data and communications. In this section, we examine the techni-
cal aspects of how blockchains can be implemented within smart vehicle ecosystems,
focusing on specific use cases, protocols, and underlying cryptography.

4.1 Technical Foundations of Blockchain in Smart Vehicle Systems

Blockchain technology has a lot to offer in the context of smart vehicles, but it’s important
to establish a technical foundation before looking at practical implementations. Key
principles and components include:

• Distributed ledger architecture: Blockchain operates as a distributed ledger as
shown in Fig. 1 [8], which consists of a network of nodes (computers) that col-
lectively maintain a synchronized record of transactions. This architecture ensures
redundancy and eliminates single points of failure.

Fig. 1. Distributed Ledger Architecture of Blockchain

• Consensus mechanisms: Smart vehicle blockchain implementations often utilize
consensus mechanisms like Proof of Work (PoW) or Proof of Stake (PoS) to validate
and add new blocks to the chain. The choice of consensus mechanism impacts factors
such as security, energy efficiency, and transaction speed.

• Smart contracts: Smart contracts are self-executing, programmable scripts deployed
on the blockchain. They enable automation of predefined actions when specific con-
ditions are met. In smart vehicle systems, smart contracts can govern agreements
related to data access, sharing, and compensation.

• Public vs. private blockchains: The choice between public and private blockchains
depends on the use case. Public blockchains (e.g., Ethereum) are open to anyone,
offering transparency butwith potential privacy concerns. Private blockchains provide
controlled access, ensuring data privacy, making them suitable for business consortia
and organizations.
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4.2 Practical Implementations and Prototypes

Smart vehicle systems have been incorporated with blockchain technology in a number
of practical implementations and prototypes, demonstrating its potential for enhanced
data security and integrity. The initiatives include blockchain-powered datamarketplaces
for vehicles to share and monetize data securely, secure over-the-air software updates
that verify update authenticity, and experimental decentralized autonomous vehicles
(DAVs) that use blockchain for consensus on route planning and traffic coordination.
Within smart vehicle ecosystems, these real-world endeavors demonstrate blockchain’s
feasibility and benefits in improving data tampering resistance and trust.

5 Conclusion

In conclusion, incorporating blockchain technology into smart vehicle systems is a piv-
otal step toward enhancing data integrity and security in the evolving landscape of
connected transportation. Blockchain’s technical foundations and practical implemen-
tations offer promising solutions to combat data tampering risks and establish trust
within vehicular ecosystems. While challenges like scalability and interoperability per-
sist, blockchain’s potential to revolutionize smart transportation remains undeniable. It
emerges as a transformative defense mechanism against data tampering, ushering in a
future of safer and more reliable smart vehicles.
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Abstract. In agriculture it is very important to differentiate between crop seedling
and weed from the farms, the traditional means to classify were mostly relies on
manual methods which is not time and cost efficient. Automated Deep learning-
based Weed classification plays crucial role to solve this in agriculture sector for
effective crop yield and weed management. Also this study could help for preci-
sion agriculture, cost reduction and time efficiency in the field. In this research
paper, we present several deep learning-based approach for automated classi-
fication between weed and crop seedlings. For the classification task we used
popular image classification algorithms, which includes Convolution Neural Net-
work (CNN), Artificial Neural Network (ANN), Support Vector Machine (SVM),
K-Nearest Neighbors (KNN). The study utilizes a diverse dataset between crop
seedling and weed image data. We also demonstrated the results of deep learning
based algorithm and compare them to find the best for the classification task. The
work highlights the capability of deep learning-based model for efficient weed
management, aiding farmers in identifying and controlling weeds while growing
crop seedlings, and hence leads to improved productivity.

Keywords: Weed classification · ımage classification algorithm · crop
seedlings · Deep learning · CNN · ANN · SVM · KNN · Comparative analysis

1 Introduction

In traditional agriculture, weed classification which is fundamental task required manual
labour [1] on the field, which is costly for the farm and lead to loss for crop yield. In
this work we have presented the Weed Classification from the image dataset. We pre-
processed the images by resizing, data augmentation and then used them to classify
between crop seedlings and weeds.

In farms the early stage of a growing plant is called plant or crop seedlings which
are seems similar as weeds. So, it became a tough task to differentiate between them and
remove the weeds from the farm [2]. This activity requires focussed manual labour on
fieldwhich is time consuming and costly. To automate the recognition ofweed in the farm
we can use technology like deep learning to differentiate the image [3] between weed
and plant seedlings. Using technology like [4] Deep Learning will make automation
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recognition task easy and can deal with large image dataset in shorter amount of time.
With improved model architecture the classification task between crop seedlings and
weed will be easier and faster.

The Dataset [5] used in the classification work is divided into two classes weed and
crop seedlings. But the manual dataset was unbalanced because images of crop seedling
were very few. So, new images were added from a crop seedlings dataset [6], which
helped to balance the dataset to fulfil the requirement for classification. The types of
weed inweed class are like field pennycress (Thlaspiarvense), shepherd’s purse (Capsella
bursa-pastoris), field chamomile(Matricariaperforata), field pansy(viola arvensis). Simi-
larly the crop seedlings in the dataset are like pumkin (cucurbita pepo), radish (Raphanus
sativus var.sativus) black radish (Raphanus sativus var.niger).

With the help of basic pipeline for image classification deep learning concepts [7],
various models were prepared. For achieving the required model goal, the procedure we
followed started with Data collection, in simple terms it means collecting the required
dataset for the image classification task. Dataset pre-processing which includes steps
like images resizing, cropping or normalization techniques further if required data aug-
mentation techniques are also employed to get a more diverse and variable dataset.
After splitting the dataset into train, test and validation set, using train set model archi-
tecture is trained on image classifier algorithm and neural networks. To tune up the
model validation set is used. Then prediction on test set is performed from which fur-
ther model evaluation is done like accuracy, F1 score, Recall, Confusion matrix and
Precision – recall graph. For image classification Neural Network algorithm like Con-
volutional Neural Network (CNN) [8, 9] and Artificial Neural Network (ANN) [10] are
used to train the model. CNNs are specifically designed for processing images through
grid by leveraging the concept of convolution. It consists of multiple layers, including
convolutional layers, pooling layers and fully connected layers. ANNs are basic form of
neural networks used for general-purpose machine learning tasks. It consists of multiple
layers, including input, hidden, and output layers, with each layer interconnected nodes
called neurons.Model based on image classification algorithm likeK-Nearest Neighbors
(KNN) [11] and Support Vector Machine (SVM) [12].

For image classification KNN is used as baseline algorithm by representing each
image as a feature vector and comparing it to the feature vectors of labelled images
in the training set. SVM is a powerful and versatile algorithm for image classification,
it can be used to learn a decision boundary that separates different classes in a high-
dimensional feature space. It aims to find a hyperplane that maximally separates the
data points of different classes, with a margin that maximizes the distance between the
hyperplane and the nearest data points.

We have derived the result after fitting every image classifier and neural network in
the model and results have shown which classifier or neural network based model works
best for the classification task between crop seedling and weed.
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2 Literature Survey

Weed management is being shifted from conventional agricultural practices to
technology-friendly practice [13] that employs Machine Learning, Deep Learning, big
data and other modern technology in past decade. Many authors have used different
approach to solve this problem.

Author in [14] worked on a dataset that provided weed plant of different species and
also suggested a benchmark scale to readers for easy comparisons of classification out-
comes. Classification using effective convolutional neural network [15] demonstrated
the unsupervised feature representation of 44 different plant species with high metrics.
Study over the recognition of plant diseases used image classification, the development
of plant disease recognition model, based on leaf image classification [16] using deep
convolutional networks. This developed model was able to recognize 13 different plant
disease. Study on classification of plant seedling using CNN [17] where 12 different
species are classified, and model achieved and accuracy of 99% which seems promising
for the agriculture sector. Work on Feature extraction for disease leaf [18], showed the
efficiency of algorithms like KNN and SVM for the image classification and furthered
recognizing cop disease based on extracted features. Study on autonomous robotic weed
control [19] showed how robotic technology may also provide a means to do the task
like hand weed control. Not only deep learning, Machine Learning based technology
[20] are also contributing to the automation of many manual task. Work on vegetable
plant leaf classification through Machine Learning[21] based models where classifiers
like Decision Tree, Linear Regression, Naïve Bayes, MLP are used for the image classi-
fication task and result showed that MLP acquired an accuracy of 90% for the task. It is
also been seen that Machine Learning can also play role in environmental sustainability
[22], a model using Regression Kriging is used to classify the radiative energy flux at the
earth surface. Comparison of various deep learning techniques has also been done by
many researchers keeping varied application into view[23]. Recent IOT-enabled model
for weed seedling classification [24] have shown that the Weed-ConvNet model with
color segmented weed images gives accuracy around 0.978 for the classification task.

Our work has conducted a comparative analysis between different neural networks
like CNN, ANN and image classifiers models like KNN, SVM and did the metric study
on the performance of these deep learning based models. From the metric result and
precision-recall graph the study concluded that neural network like CNN work best for
the weed classification task and image classifier like KNN and SVM also perform good
whereas ANN based model performance for classification seems to be low.

3 Methodology

The procedure for classification task between weed and crop seedling is widely based
on Deep Learning method, below Fig. 1 shows the pipeline flow of the work. Starting
from Data collection and visualisation of dataset and getting some insights, then Dataset
Pre-processing through which we resize the image and by Data augmentation we make
the dataset more balanced, diverse and variable while preserving the original classes.
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Fig. 1. Proposed methodology for weed classification system

Next step is to split the dataset into train, test and validation set and then applying the
various image classification mode architectures like CNN (Convolutional Neural Net-
work), ANN (Artificial Neural Network), KNN (K-Nearest Network) and SVM (Support
VectorMachine).After training and validating themodelswe have evaluated themetrices
of every model and tried to find out the comparative best model for the Classification.

3.1 Data Collection

The collected Weed image dataset used for classification have around 2,047 images of
weed and crop seedlings. In the record 931 are under crop seedling class and 1116 are
weed images. Types of weeds in the dataset are goosefoot (Chenopodium album), catch-
weed (Gallium aparine), field pennycress (Thlaspiarvense), shepherd’s purse (Capsella
bursa-pastoris), field chamomile (Matricariaperforata), field pansy (viola arvensis) and
others.

Fig. 2. Weed image representation on grid



30 R. Joshi et al.

Several types of plant seedlings are beetroot (Beta vulgari), carrot (Daucus carota
var. Sativus), zucchini (Cucurbita pepo subsp. Pepo), pumkin (cucurbita pepo), radish
(Raphanus sativus var.sativus) black radish (Raphanus sativus var.niger) and other
seedling image data collected. Figures 2 and 3 show the grid plotting of the weed and
plant seedling image respectively.

Fig. 3. Plant seedling image representation on grid

3.2 Data Pre-processing

This includes understanding the dataset through visualization and further pre-processing
it, so that model can be applied on the dataset. Below Bar graph representation of Fig. 4
shows the image distribution of class weed and crop seedling in the dataset we acquired
or collected.

As the raw image dataset have unequal size of images, and to perform any Deep
Learning algorithm efficiently we perform Resizing of the images. Upon going through
various trails for best resizing, we find the dimensions of 360 pixels width and 257 pixels
height as the most fitting for the algorithms. Next, we performed Data Augmentation to
increase the diversity and variability of dataset, techniques which we used here for data
augmentation are random rotation of images, width shift, zoom range, horizontal and
vertical flip which were applied randomly to images. After this new augmented dataset
have around 6141 images, where Crop seedlings are 2793 and weed images were 3348.
The very next step is to split the dataset into Train, Test and Validation set which will be
further used in Model Architecture of different classification algorithms.
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Fig. 4. Class representation in dataset

3.3 Classification Models Architectures and Algorithms

Image classification Deep Learning Algorithms are future applied through model in
the dataset to achieve the classification task. First, we have used CNN (Convolutional
Neural Network) model architecture using the Sequential model from keras. It consists
multiple convolutional layers, a flatten layer, max-pooling layers and dense layers with
dropout for regularization, more hyperparameter which were defined for CNN were
Adam optimizer, 3 Convolutional layers of 32, 64, 128 filters, batch size of 32 and
number of epochs were 7. After giving the architecture to the model, using fit method
on Train set we trained the model, then we have complied the model by specifying
the optimizer, loss function and accuracy for evaluation matric. Second classification
algorithm we used is ANN (Artificial Neural Network), similar to CNN we defined the
model architecture consists of flatten, dense, SoftMax layers and dropout further more
hyperparameters were defined as Adam optimizer, dropout rate of 0.5, batch size of
32 and number of epochs were 6. Flatten is responsible for target image size, Dense
layers are for learning patterns and to make predictions and dropout layers introduce
regularization to reduce overfitting. Then we fit the model on Train set and after the
compiled model we specify the evaluation matric.

For SVM (Support Vector Machine) we extracted the features from the training set
and make a train features 2-D array, after features vectors are normalized SVM classifier
is trained and now features are extracted from validation set called valid features and
the SVM classifier is used to evaluate the performance through valid features. Similarly,
for KNN (K-Nearest Neighbors) first the train images are converted into RGB format,
then converted to NumPy array. Then while creating and training of KNN classifier
we set the number of neighbor ‘k’ to 3, create an instance and fit the classifier on
training images and labels. Validation set is used for prediction and for tuning up the
model, then performance is evaluated. Every prediction of the above neural network
algorithms or classifier algorithms are compared with the prediction on test set and the
result performance of test is evaluated through which we get the metric of each image
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Fig. 5. Execution flow of the ımage classification models

classifier for weed Classification. This will help us to choose the best image classifier
or neural network model to differentiate between weed and crop seedling.

4 Results

To evaluate the prediction result, we have calculated various metrics like Accuracy, F1
score and Recall. The evaluation displays the performance of pre trained model CNN,
ANN, KNN and SVM on the classification task of test set between weed and crop
seedling which is shown in Table 1.

Table 1. Comparative study of the accuracy of various algorithms

S. no. Classifier Accuracy (%) F1 score Recall

1 Convolution Neural Network (CNN) 96.1 96 90

2 Artificial Neural Network (ANN) 67.5 49.3 32.47

3 Support Vector Machine (SVM) 89.9 89 90

4 K-Nearest Neighbors (KNN) 88 87 87

To visualize the performance of the model’s confusion matrix of the neural network
algorithm and for KNN and SVM is displayed in Fig. 6.
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(a) (b) Confusion Matrix For ANN

(c) Confusion Matrix For SVM (d) Confusion Matrix For KNN

Confusion Matrix For CNN

Fig. 6. Confusion matrix for various classifiers

Confusionmatrix consists of four termswhich areTrue Positive, TrueNegative, False
Positives, False Negative which future determine the evaluation metrices of any model.
From metric table and confusion matrix it is clear that CNN based model architecture
perform the classification task most precisely whereas ANN based model accuracy is
not quite good. SVM and KNN based classify model also perform well. For further
evaluation, precision-recall curve is used as shown in Fig. 7.

Precision Recall is a graphical representation between precision and recall for dif-
ferent classification thresholds or decision boundaries. In general, a model with a higher
precision-recall curve closer to the top-right corner indicates better performance as it
achieves high precision and high recall, which we can see in CNN, SVM and KNN
but not in ANN. Through all the evaluation of the models we can see the classification
model like Convolutional Neural Network (CNN), Support Vector Machine (SVM) and
K-Nearest Neighbors (KNN) perform very well for the classification task between crop
seedling and weed.
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(c)  Precision Recall Curve For SVM (d) Precision Recall Curve For KNN

(a)  Precision Recall Curve For CNN (b) Precision Recall Curve For ANN

Fig. 7. Precision recall curves for various classifiers

5 Future Scope and Conclusion

The study shows that, Deep Learning based Neural networks and classifier used here
helps to achieve the goal of classification between weed and crop on the image dataset. It
provides us with the higher identification rate with more efficiency and less computation
time. The strength of deep learning approach for Weed classification is it simplicity,
accuracy, easy implementation for the required classification task. We have seen that
using deep learning neural networks like CNN and classifier like KNN, SVM gives
good results for the weed classification work in a farm. As in CNN based model under
the defined hyperparameters gave accuracy around 96.1% and similarly in ANN based
model under hyperparameters were gave accuracy around 67.5% which in comparison
to CNN is very low, KNN and SVM have accuracy around 88% and 89.9% which is
moderate. Although in this predefined dataset the computation time of all the models
were very less but increase in dataset will increase the computation time and value
of epochs can be increased to get the better result also. As the model will be applied
more on real time data it would improve and eventually can be used for real time weed
management in farm for agriculture which will be faster and more effective than the
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traditional ways. However, these models will also face limitation to new undiscovered
data. For Futurework, it isworth trying to applymore pre-processing in dataset to achieve
more refined images suitable for new and improved neural networks or image classifiers.
More experiments on bigger real time dataset will take these models to achieve more
real-life approach to solve classification problems of weed in a agricultural farm. Future
research and study in this field using deep learning and machine learning will provide
better opportunities to farmers in the agriculture sector. Finally, based on the result
we believed that the image classification algorithm like K-Nearest Neighbors (KNN),
Support Vector Machine (SVM) and neural network like Convolutional Neural Network
(CNN) works best for the classify weed and crop seedling. More work in them using
technologies like deep learning and machine learning will help the farming sector both
in time and cost in the following year.
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Abstract. Mostly, Weeds are the responsible for agricultural losses in recent
years. Removing weeds is a challenging task as there are much similarity between
weed and crop in terms of texture, color and shape. To deal with this challenge,
a farmer needs to spray herbicides uniformly throughout the field. In addition to
requiring a lot of pesticides, this method has an adverse effect on the environment
and people’s health. To overcome this, precision agriculture is used. Unmanned
aerial vehicles (UAVs) have been shown great prospective for weed detection, as
they can cover large areas of farmland quickly and efficiently. For this experiment,
phantom p4 drone was used to take the images of rice field. Therefore, in this
work, we propound a weed recognition system using UAVs and a combination
of RCNNmodel and modified RCNN-LSTM and RCNN-GRU. The performance
was compared using accuracy, precision, recall, and f1-score as evaluation criteria.
Among all RCNN with GRU outperformed with 97.88%.

Keywords: Deep Learning · RCNN · Weed detection · Agriculture · Weeds ·
RCNN · RCNN-LSTM · RCNN-GRU

1 Introduction

India is the world’ largest exporter and the 2nd largest producer of the rice. From FY
1980 to FY 2020–2021, From 53.6 million tonnes to 120 million tonnes, production
has increased. However, weeds decrease the production of rice by competing with them
for sunlight, soil, water and nutrients [1]. Sometimes weeds can be distinguished easily
from crops by using some features like the color of leaves, shape, stems, and seeds.
But at the same time, some weeds also have the same color and texture, so they are
difficult to differentiate. To eradicate all weed types, numerous weed removal techniques
have been developed over time. Manual weeding is one of the techniques to remove
weeds by pulling them out. In this method, labourers are involved, which gives rise to
many problems faced by farmers, like high costs, labour shortages, and crops damaged
by the labourers. To steer clear these problems, the use of chemicals, i.e., herbicides,
are also common.However, it causes other problems like environmental pollution and
health issues for farmers spraying chemicals, and crops are also affected [2] because the
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chemicals are sprayed on the entire field. To overcome this problem, precision agriculture
has come into the picture. Precision farming has the potential to provide the proper
chemical doses to the appropriate locations at an appropriate time [3].

For weed identification standard machine learning techniques including Support
Vector Machines etc. depend on extracting foremost features including pattern, shape,
and colour. However, the feature extraction method was time consuming. Deep learning
gave the benefit of automatic feature extraction by using Convolutional Neural Net-
works (CNN). For weed identification, deep learning techniques that are extensively
used include object detection and image classification.

By supplying the softmax outcome, image classification techniques are employed to
identify one specie inside an image. The models for classifying images received training
using transfer learning.When there is a small-scale dataset then transfer learning models
are used to maintain their performance. In image classification, nothing is known about
where the weeds are located and multiple species of weeds within an image. Therefore,
to identify the precise locations of different weeds in an image, bounding boxes are
utilised in object detection.

In literature, there are many acquisition methods among which unmanned aerial
vehicle (UAV) is more advantageous than satellite or aircraft [4], as UAVs have great
spatial resolution (up to 10 mm/pixel) and can scan a broad area quickly, enabling the
detection of small things like weeds [5].

The main contribution of this paper are: This study proposes the hybrid networks of
RCNNwithLSTMandGRU.TheCNN-LSTMandCNN-GRUalgorithmswere used for
classification in traditional RCNN model. Annotations were used for object coordinates
in an image. This experiment has been done on a dataset collected using UAVs over a
rice field. Image resizing has been done. This experiment shows that the results of hybrid
RCNN models are better than the traditional RCNN model. Accuracy, recall, precision,
and f1-score were used to evaluate the performance of the recommended technique.

The rest of the article is as followed: Sect. 2 explores the previouswork. Section 3 dis-
cusses the methodology. The propound network explained in Sect. 4. Section 5 discusses
the outcome of this study. Section 6 summarizes this study.

2 Related Work

The combination of deep learning and unmanned aerial vehicle (UAV) techniques may
provide effective solution in discriminating weeds from crop.

M Dan Bah et al., [6] propound a fully automatic learning algorithm using CNN
with an unsupervised learning dataset. Firstly, there is detection of crop lines and for
that purpose they use Hough transform to highlight alignments of the pixels. After that
they use inter-row vegatation to constitute the training dataset. And then CNN was used
to identify the weed and crop in images.

Arun Narenthiran et al., [7] used UAV based images of soybean field to detect the
weeds. They has compared the two object detection methods i.e. Faster RCNN and
Single Shot Detector (SSD). In terms of precision, recall, Intersection over Union and
F1-score, both the models has good detection performances, but compared to the Faster
RCNN, SSD’s optimal confidence threshold was substantially lower. Abdur Rahman
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et al., [8] compared differentweed detectionmodels using one-stage and two-stage object
detectors such asYOLOv5,RetinaNet, EfficientDet, FastRCNNandFasterRCNN.They
evaluate the speed of every model and came to conclusion that YOLOV5 showed good
potential due to its speed.

Hu Zhang et al., [9] has developed a UAV-based weed field detection system. It
uses the YOLOV4-tiny network structure for recognition of weeds. Firstly, they uses an
Efficient Channel Attention (ECA) module is attatched to the Feature Pyramid Network
(FPN) ofYOLOv4-Tiny for better recognition of small targetweeds.Orignal Intersection
over Union (IOU) was replaced by Compelete Intersection over Union(IOU)loss so that
themodel can reach the convergence state faster.And also comparedwithYOLOv4-Tiny,
YOLOv4, YOLOv5s, Swin-Transformer, and Faster-RCNN.

Nahina Islam et al., [10] collected RGB images of chilli farm to detect weeds. This
study uses a Random forest based algorithm to generate weed maps in chilli field. Jian-
Wen Chen et al., [11] proposed a smartphone based application for pest detection in
which they compare Faster RCNN, Single shot multibox detectors(SSDs) and YOLOv4
models. The dataset in this study was annotated using labeling annotation tool, it is
an open source software. Image augmentation was also applied to increase the dataset.
YOLOv4 is themost promising among the three algorithms. Hafiza Sundus Fatima et al.,
[12] compares the YOLOv5 and SSD-Resnet network to detect weed. They collected
weed images from six different farms in Pakistan. YOLOv5 shows the great potential.

From the above literature, it has been found that there are various deep learning
techniques for weed detection performed by the researchers but almost none has carried
out work using RCNN technique for detect weeds.

3 Methods and Materials

The method for weed detection outlined in this article consists of 4 phases. The first
stage made up of capturing the images from the rice field, for which UAVs was used.
The second stage consists of annotated images which were annotated manually. The
third stage is exclusive to detection algorithms. The fourth stage made up of training of
algorithms.

3.1 Experimental Site and Image Acquisition

The experimental site is located in Deoli in district Kota of India (25.0014 n, 76.1173
e). The UAV selected for data collection was phantom p4 drone, which is having built-in
satellite position system to obtain UAV latitude and longitude information. The satellite
positioning system in phantom p4 drone is GPS/GLONASS and lens is fov94 20 mm,
f/2.8 focus and effective pixel is 12.4million. The UAVwas used to collect data in august
2021.

The constant height was maintained throughout the experiment. A video was shot
and from which dataset has been created. Also, images have been separately captured
Fig. 1 shows the images of rice field.
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Fig. 1. Sample of images of Rice field captured by UAV

3.2 Data Pre-processing

3.2.1 Data Annotation

Image annotation is the process of labelling images to train the deep learning model. It
often involves human annotators using an a tool for labelling images through annotation
by assigning relevant classes to different entities in an image. Some of annotated images
were shown in Fig. 2.

Fig. 2. Sample of annotated image of Rice field

3.2.2 Image Dataset

From the collected images and video of rice field, frames have been generated to create
a large image dataset. Out of all the images were produced, of which 80% images were
utilised for training the model and the other 20% images to test it.

It was also requested to resize the images, as the width and the height of the images
were not same. After that images were manually annotated.
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4 Weed Detection Method

In this study, RCNN [13] has been used for detection of weeds.
The RCNN model is made of 3 parts: Selective search algorithm, CNN for image

classification and the last one is SVM. We have proposed that at the CNN section
of RCNN model we can apply the hybrid models of CNN such as CNN-LSTM and
CNN-GRU.

0.001was used as the learning rate for implementing the SGDoptimizer. The process
is allowed to run for 50 epochs.

Algorithm:Weed datasets using RCNN, RCNN-LSTM and RCNN-GRU 
Output: Detection of crop and weed 
Step1: annotated data taken in the form of .csv file 
Step2: applying selective search on an image 
Step3: Fed CNN, CNN-LSTM and CNN-GRU to extract the features of an image 
Step4: Divide annotated files into train and test set 
Step5: Model obtain after training data is feeded with the testing data 
Step6: Evaluate the results obtained on some parameters like accuracy  

4.1 Regions with RCNN

4.1.1 Selective Search Algorithm

A selective search technique is employed in the standard RCNN to extract the regions of
interest. Selective Search algorithm was originally proposed by Uijlings et al. [14] for
object recognition.The superpixel algorithm is used in Selective Search to oversegment
an image. Firstly, the image is segmented into numerous fragments using a graph-based
segmentation algorithm. [15]. Subsequently, a larger zone is formed by merging similar
regions basedonfit, size, texture, and colour similarity. Eventually, these regions generate
the final object locations (Region of Interest).

4.1.2 Convolutional Neural Network Layer

After the region has been chosen, the image with the selected regions is sent through
a CNN, where the CNN model extracts the objects from the region with a 4096-
dimensional size. In RCNN, AlexNet was used for feature extraction. However, in this
work, pre-trained VGG16 was used as a feature extractor. The input size for VGG16
is 224 × 224 × 3. So, this is necessary to resize the region proposal to the specified
dimensions if the region proposals are small or large. From the VGG16 architecture, the
final softmax layer was removed to get the feature vector. This feature vector passed to
SVM and bounding box regressor.

4.1.3 Support Vector Machine

With the help of the feature vector generated by the previous CNN architecture, the SVM
model generates a confidence score for the existence of an object in that region (Fig. 3).
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Fig. 3. R-CNN architecture for weed detection

4.2 Regions with RCNN-LSTM

4.2.1 Long-Short-Term-Memory

LSTM [16] deals with both the long-term and short-term memory and it uses the idea of
gates. Three gates are used: an input gate, a forget gate, and an output gate. The current
input is denoted by xt, the new and previous cell states by ct and ct−1, and the current
and prior outputs by ht and ht−1. The following illustrates how an LSTM input gate
functions fundamentally.

it = σ
(
Wi ·

[
ht−1, xt

] + bi
)

(1)

C̃t = tanh
(
Wi ·

[
ht−1, xt

] + bi
)

(2)

Ct = ftCt−1 + itC̃t (3)

The information that needs to be added is determined by transferring ht−1 and xt
through a sigmoid layer using Eq. (1) [17]. Equation (2) employed to obtain new infor-
mation after ht−1 and xt are passed through tahn layer [15]. In Eq. (3) [17], long-term
memory information Ct−1 and the current moment information C̃t are combined into Ct.

With the help of Eq. (4) [18], the decision is made whether to forget relevant
information from the prior cell with a certain probability.

ft = σ
(
Wf · [

ht−1, xt
] + bf

)
(4)

Here, Wf refres to weight matrix, bf is the offset and σ is the sigmoid function.
By applying Eqs. (5) and (6), the output gate of the LSTM ascertains the states

necessary for continuation by the ht−1 and xt inputs [18]. The final output is obtained
and multiplied by the state decision vectors that pass new information, Ct, through the
tanh layer.

Ot = σ
(
Wo · [

ht−1, xt
] + bo

)
(5)
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ht = Ot tanh(Ct) (6)

The output gate’s weighted matrices and LSTM bias are represented by the Wo and
bo, respectively.

4.2.2 Convolutional Layer with LSTM

In this study, the combined network of Regions with CNN-LSTM was developed to
detect the weeds from the paddy field automatically. This architecture’s framework was
created by merging the CNN and LSTM networks at the classification part. First the
convolutional layer is applied and after that LSTM layer. The input data is processed by
the CNN to extract spatial features, and the data’s temporal relationships are captured by
the LSTM. The algorithm has 23 layers: 13 convolutional layers, 5 maxpooling layers, 1
LSTM layer and 1 output layer along with sigmoid layer. The feature extraction process,
which is activated by the ReLU function, uses a convolutional layer with a 3 × 3 kernel
size. An input image’s dimensions are reduced using the max-pooling layer, which has a
size of 2× 2 kernels. In the final stage of the architecture, the functionmap is relocated to
the LSTM layer in order to extract temporal information. Figure 4 shows the architecture
of RCNN-LSTM.

Fig. 4. RCNN-LSTM architecture for weed detection

The combined network of CNN-LSTM is described as follows:

1. Convolutional layer: The input to the convolutional layer is a 3D tensor of shape
(batch_size, num_time_steps, num_features), denoted as X. The convolutional layer
applies a set of filters withweights denoted as Wc, resulting in a 3D tensor of shape
(batch_size, num_filters, convolved_time_steps), denoted as Hc.

The convolutional operation can be expressed mathematically as:

Hc[; f, t] = activation_func(sum(X; , ; , t : t + filter_size] ∗ Wc[; , ; , ; , f])+bc[f])
(7)
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where, f is the filter index, t is time step index, filter_size is size of filter, activa-
tion_func is a nonlinear activation function, such as ReLU, bc is bias term for the
convolutional layer.

2. Pooling layer: In order to diminish the dimensionality of data, output of the convolu-
tional layer is passed through a pooling layer. In this case maxpooling layer is used,
and can be expressed mathematically as:

Hp
[; , f, p

] = max
(
Hc

[; , f, ppool_size : ppool_size + pool_size
])

(8)

Here, p is the pooling step index, pool_size is the size of the pooling window.
3. LSTM layer: The LSTM layer then accepts the output of pooling layer. The

input to LSTM layer is 3D tensor shape (batch_size, num_convolved, time_steps,
num_filters), denoted as Hp. The LSTM layer consists of number of LSTM cells each
of which has a hidden state denoted as H_t and a memory cell denoted as Ct. The
gates of the LSTM are expressed in Sect. 3.2.1.

4. Output layer: The output of LSTM layer is typically passed through a fully con-
nected layer to produce the final output. The fully connected layer can be expressed
mathematically as:

Y = softmax
(
Wy ∗ Ht + by

)
(9)

Here, Wy is weight matrix, by is bias vector, softmax is activation function.

The entire combined CNN-LSTMnetwork is trained end-to-end using backpropoga-
tion and stochastic gradient descent. During training, the weights of the convolutional
layer, pooling layer, LSTM layer and output layer are updated to mininmize a loss
function between the predicted output and the ground truth.

4.3 Regions with RCNN-GRU

4.3.1 Gated Recurrent Unit

GRU [19] is like LSTM but unlike LSTM. GRU don’thave separate cells. It has only
one hidden state that is why it is simple architecture and easy to train. It has only 2
gates reset gate and updated gate. The reset gate regulates how much of the new input
gets incorporated, while the updated gate decides how much of the previous concealed
state is kept. The fundamental operation of the GRU reset gate is shown in the following
Eq. (10) [20].

rt = σ
(
Wr

[
ht−1, xt

] + br
)

(10)

Here, Wr is weight matrix for reset gate, the input at time step t denoted by xt, [ht−1,
xt] is the concatenation of the hidden state from the previous time step and the current
input and br is the bias vector for the reset gate.

Equation (11) [20] tells that how much the past knowledge should bepassed into the
future.

zt = σ
(
Wz

[
ht−1, xt

] + bz
)

(11)

Here, Wz is the weight matrix for the update gate, xt is the input at tme step t, [ht−1, xt]
is the concatenation of the hidden state from the previous time step and the current input
and bz is the bias vector for the update gate.
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4.3.2 Convolutional Layer with GRU

In RCNN-GRU network, the hybrid of CNN-GRU is used for classificationof image
which are fed into them after the process of section search algorithm.In CNN-GRU
model, first layer is the convolutional layer is applied and after that GRU layer. The
CNN is used to extract spatial features from the input data,. The CNN made up of
an input layer,maxpooling layer and Batchnormalization layer. And after that the GRU
layerwas appliedwith the neurons of 64. Figure 5 shows the architecture of RCNN-GRU.

Fig. 5. RCNN-GRU architecture for weed detection

The mathematic expression for convolution and pooling layer of RCNN-GRU is
same as the convolution and pooling layer of RCNN-LSTM the only difference is in the
final layer i.e., the output layer.

The output layer can be written as:

Y = softmax
(
Wy ∗ Hfinal + by

)
(12)

Here, Wy is the weight matrix, by is bias vector and Hfinal is final hidden state of GRU
network.

5 Results and Discussions

This section discusses the results based on RCNN and its hybrid models. The results of
RCNN, RCNN-LSTM and RCNN-GRUwere compared. The accuracy, precision, recall
and f1-score were evaluated to know which model detects the weed properly.

Accuracy is the total observation rate of the correctly detect weeds observation and
measured by Eq. (13)

Accuracy = TP + TN

TP + TN + FP + FN
(13)

Precision compute the weed that is classified perfectly. Precision refers to theweeds
which are classified perfectly (TP, True Positive) over to the total numberof weeds
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classified actually.

Precision = TP

TP + FP
(14)

Recall calculates the weeds that are predicted precisely. Recall refers to theweeds
classified precisely (TP, True Positive) over to the total number of weeds classified
actually.

Recall = TP

TP + FN
(15)

F1-score considers both Recall and precision. F1-score is the ratio of twice the product
of Recall and Precision over to the sum of Recall and Precision.

f 1 − score = 2 ∗ Recall ∗ Precision

Recall + Precision
(16)

Table 1. Parameter performance of different hybrid of RCNN architectures (in %)

Model Accuracy Precision Recall F1score

RCNN 96.7 95 95 95

RCNN-LSTM 97.9 96 95 95

RCNN-GRU 97.88 97 96 96

Table 1 presents the comparative analysis of models for crop and weed identication.
In tablemodels are arranged form lower to higher scores. In comparison to others RCNN-
GRUmodel gave better results in terms of accuracy:97.88%, precision: 97%Recall: 96%
and f1-score: 96%.

In other work, the regional convolutional neural network shows the better results in
comparison to other deep learning algorithms for e.g., CNN and long short termmemory.
M. Vaidhehi et al. [21] compares the results of RCNN with the CNN in which RCNN
performed better with the accuracy of 83.33% and precison of 83.56%. In comparison to
their work the proposed algorithm shows the improvment of 13% and 12% in accuracy
and precision.

Figure 6 presents the accuracy vs epoch curve of the RCNNmodels. As the accuracy
curve goes higher, learning of model gets better. First the accuracy increases with the
number of epochs, but after sometime the model stops learning. The graph of RCNN-
GRU is more stable than the other models. As shown in Fig. 6, at first, the validation
accuracy of RCNN-GRU is much less than the other two, but as the number of epochs
increases validation accuracy increases and became equalized with the other two.
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(a) RCNN (b) RCNN-LSTM

(c) RCNN-GRU 

Fig. 6. Accuracy vs epoch curves

6 Conclusion

One of the most vital crops in the world is rice, providing sustenance for millions of
people. It is predominant food for over half of the world’s popular, particularly in Asia,
where it is consumed on a daily basis. Rice crops are grown inmany countries around the
world, with the top producers being China, India, Indonesia and Bangladesh. To detect
the weeds in rice fields, need to effective methods. Nowadays, UAV based acquisition
systems were popular.

In this study, the dataset of rice field was collected using unmanned aerial vehicle
(UAV). After that images were resized and then they were annotated. Data augmentation
techniques such as rotation-range, horizontal-flip, width and height-shift range etc.,
were applied to the training set. For weed detection hybrid of RCNN, RCNN-LSTM
and RCNN-GRU were proposed. Other than accuracy, precision, recall and f1-score
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were also considered. Amongwhich RCNN-GRUoutperformed. For future work, object
detection using segmentation techniques will be considered.
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Abstract. With the increasing number of crimes in crowded and remote areas,
there is a necessity to recognize any abnormal or violent event with the help
of video surveillance systems. Anomaly detection is still a challenging task in
the domain of computer vision because of its changing color, backgrounds, and
illuminations. In recent years, vision transformers, along with the introduction
of attention modules in deep learning algorithms showed promising results. This
paper presents an attention-based anomaly detection framework that focuses on
the extraction of spatial features. The proposed framework is implemented in
two steps. The first step involves the extraction of spatial features with the Spatial
AttentionModule (SAM) and ShiftedWindow (SWIN) transformer. In the second
step, a binary classification of abnormal or violent activities is done with extracted
features via fully connected layers. A performance analysis of pretrained variants
of SWIN transformers is also presented in this paper for the choice of the model.
Four public benchmark datasets, namely, CUHKAvenue, University ofMinnesota
(UMN), AIRTLab, and Industrial Surveillance (IS) are employed for analysis and
implementations. The proposed framework outperformed existing state of the art
methods by 18% and 2–20% with accuracy of 98.58% (IS) and 100% (Avenue)
respectively.

Keywords: Anomaly classification · deep learning · Spatial Attention Module ·
shifted window transformer · convolutional neural networks

1 Introduction

In the current scenario, as the rate of crimes like robbing, vandalism, fights is surging,
there is a lack of sense of security in humans that results in the requirement of surveillance
systems. Several video surveillance cameras are functioning in public as well as remote
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areas and crowded streets, for example, markets, stadiums, airports, metros and trains
stations and many more. The vast majority of harmful incidents take place in remote
and crowded locations. Anomaly detection systems have drawn a lot of attention in the
domain of computer vision as the concerns for security have grown. This application
focuses on the detection of any rare, irregular, odd, unexpected events or patterns that
are very much dissimilar to the daily life’s routines [1, 2].

With the introduction of deep learning techniques, there is huge help in detecting
abnormalities with surveillance systems [4–7, 9]. Many approaches are proposed at
frame level that comprises the use of deep learning algorithms, for example 2D and
3D convolutional neural networks (CNN), pretrained variants of CNN, long short term
memory (LSTM) and autoencoders (AE) for extraction of spatial and temporal features
were utilized for the abnormal activities detection [27, 28].

Attentionmodules and vision transformers (ViTs) are gaining trust for attaining good
accuracy for classification of images [8, 10]. Many deep learning algorithms using atten-
tion modules, for examples: self-attention, channel and spatial attention were employed
for the extraction of spatial and temporal features in video anomaly detection in auto-
motives and surveillance videos [11–14]. As far as our study is concerned, we found
two shortcomings:

• There are various methodologies proposed for anomaly detection employing ViT
transformers. In [15–17], ViT was utilized for making future predictions with the
reconstruction of spatio-temporal features, but models were not able to give a certain
accuracy for the utilized dataset, namely, avenue dataset.

• Most works based on spatio-temporal features were proposed for the classification
of anomalies. But as we are talking about the surveillance videos, the content is not
very optimum, such that there is a requirement for paying attention to the locations
of informative part of the video for better accuracy.

Keeping these points in mind, we proposed a deep learning-attention based frame-
work that only focuses on the informative part of video for the classification of anoma-
lies with the help of SWIN transformer and attention module. We also provide the
performance analysis for the proposed method with various pretrained models, trained
with weights of ImageNet V1 for four public available datasets, namely, UMN and
CUHK Avenue, AIRTLab, and Industrial Surveillance datasets on the ground of their
performance metrics. The key contributions of our work are summarized as below:

1. A hybrid attention based deep learning model is proposed that focusses on the binary
classification of abnormal and violent activities with extracted spatial features on the
frame level. A SAM is employed that depicts the details of informative part followed
by SWIN transformer for the extraction of spatial features.

2. As we know CNN is infamous for image classification, and hence fully connected
layers are utilized for the classification of anomalous activities.

3. The proposed model is tested for two types of anomalies (abnormal and violent), that
outperformed the exiting classification models with the accuracy of 100% (Avenue)
and 98.58% (Industrial Surveillance).

In this paper, Sect. 2 provides works related to anomaly detection with machine
and deep learning algorithms along with attention modules. Section 3 provides a short
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description of SAM and SWIN transformer and a detailed version of the proposed
methodology. In Sect. 4, experimental results from the dataset along with discussions
for performance analysis are provided. Section 5 presents conclusion and future scope
for proposed framework drawn from the analysis and results.

2 Related Study

This section includes the related works for anomaly detection using deep, machine, and
transfer learning algorithms along with attention modules. Anomaly detection is still a
challenging research area in computer visionbecause of various factors like backgrounds,
light, colors and different viewpoints. Some works proposed for abnormal and violent
activities detection utilizing the mentioned datasets are discussed here.

An industrial internet of thing (IIoT) based violence detection network (VD-Net)
was proposed by Ullah et. al (2021) [20]. In this framework, lightweight CNN was
utilized for the detection of any anomalous activity that is sent to an IIoT network. In
this network, the features are extracted with ConvLSTM and then fed to gated recurrent
unit (GRU) for classification of violent activities.

Ghadi et al. (2022) [25] proposed a framework that involves three types of features,
viz, deep flow, force interaction matrix and force flow along with silhouettes for spotting
of humans in formulated frames. The extracted features were then fed to maximum
entropy Markov model for prediction of abnormal activities.

An anomaly detection framework is proposed by Alarfaj et al. (2023) in which
first silhouettes of human in crowded locations were extracted followed by fuzzy c-
mean clustering technique for identification of human and non-human silhouettes. From
verified silhouettes, motion-related features are extracted which were given to XG-boost
classifier for classification of abnormal activities [26].

Abdullah et al. (2023) [29] invented an idea for semantic segmentation technique for
foreground extraction for identifying suspicious activities in crowded areas. For anomaly
detection, spatial-temporal descriptors were utilized in features extraction. The resulting
fused features were fed to multilayer neuro-fuzzy classifier for classification.

Sharif et al. (2023) designed a framework for decreasing error gap in the classification
of anomaly with the help of different types of reconstruction networks and prediction
networks. These rNet and pNet were fused to form a generalized network called rpNet.
For formulation of this network, the fusion of convolutional autoencoders (ConvAE)
and three types of U-Net frameworks (traditional, non-local and attention) were done
[31].

Deepak et al. (2021) proposed an approach for anomaly detection with the help of
end-to-end residual spatial-temporal autoencoders (STAE)model. Thismodel comprised
three residual blocks and convolution LSTM (ConvLSTM) layers for feature extraction
as well classification of anomality at frame level [32].

Amulti-modal semi supervised deep learning-based anomaly detectionmethodology
is presented in [33]. Here features were extracted for two modalities namely, RGB and
depth with MobileNet. The extracted features were then fed to bidirectional LSTM
(BiLSTM) autoencoders for the classification of anomalies.
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Ehsan et al. (2023) [34] proposed an unsupervised violence detection network called
Spatial-Temporal Action Translation (STAT). This network was trained on non-violent
behaviors and translating normal motion in spatial frame. The classification task was
carried out with the means of similarity between actual and reconstructed frames.

Kumar et al. (2023) [42] proposed anunsupervised anomaly detection named residual
variational autoencoder (RVAE). In this framework, ConvLSTM and residual network
were employed for extraction of spatio-temporal features and vanishing gradients in
encoder and decoder architectures.

An end-to-end hybrid deep learning-based model was proposed for surveillance
video anomaly detection (SVAD) in [38]. Here the first spatial features are extracted with
the help of EfficientNet V2 and these features were then fed to ViT transformer, where
temporal features were extracted with temporal attentionmodule. These spatio-temporal
features were then given to one fully connected layer for classification.

Pillai et al. proposed a self-context aware basedmodel that employed a one-class few-
shot learning of ViT transformer for anomaly detection. In this framework, pretrained
ResNet152 and FlowNet2models were utilized for the extraction of spatial and temporal
features from a few non-anomalies’ frames. These computed features were then fused
and fed to encoder that gives out results to decoder for prediction [39].

Sivalingam et al. (2023) proposed a SWIN transformer-based model for anomaly
detection along with a new technique called anomaly scoring network. In this proposed
framework, first the anomaly is predicted from the video frames usingSWIN transformer.
Then extracted features of the abnormal frame are then fed to the semi-supervised scoring
network, where the value of the score is formulated by the means of a deep anomaly
detector [40].

Many approaches have come into light since the introduction of vision transformers
for the classification of human activities. Some works comprise combination of trans-
formers with deep learning algorithms like CNN are presented for anomaly detection
[35–37].

3 Proposed Framework

This section comprises brief details of components of the proposed framework namely,
SAM and SWIN transformer. The proposed approach for the binary classification of
anomalous activities is discussed here in a detailed manner.

3.1 Spatial Attention Module (SAM)

SAM is an attention module in CNN that concentrates on the location of informative part
of the features of the given input. It helps to enrich significant information in the given
feature by means of formulating spatial attention maps with the help of inter spatial
relationships between features.

For the computation of spatial attention map, first step to restrict channel dimension
of the given feature, by the means of fused results of formulated 2D maps from average
pooling and max pooling operations (Fmean and Fmax) that compute feature descriptor
as shown in Fig. 1. This feature descriptor is helpful in enlightening informative part. A
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convolutional layer is employed to the extracted feature descriptor in order to get spatial
attention map (Ms) that make decision which features has to be frozen and enhanced
[22].

Fig. 1. Architecture for Spatial Attention Module (SAM)

3.2 Shifted Window Transformer (SWIN)

SWIN transformer is a type of ViT transformer that introduces formulation of hierar-
chical features maps with concept of shifted windows as in CNN algorithms. It works
the same as ViT but in place of global features, self-attention module produces features
maps within local windows that results in linear computation and good accuracy. This
specialty helps the framework to classifymore complex recognition and general-purpose
tasks [23].

The patch merging block produces hierarchical feature maps. The main function of
this block is to downscale the number of patches by concatenating features of neighboring
patches and then applying a linear layer for dimensionality reduction of features.

The SWIN block consists of windowmulti-head self-attention (W-MSA) and shifted
window multi-head self-attention (SW-MSA) modules in place of multi-head self-
attention module in ViT architecture. Like multi head self-attention (MSA) module,
W-MSA computes the local feature within window and hence lessen computational cost
and complexity. In W-MSA, there is one limitation that is there is no link between these
windows and hence limits modelling power, in order to overcome this problem, SW-
MSA is introduced. This module enables cross window linkage by shifting windows and
cyclic shift for getting meaningful results. The concept of shifted window enables model
to establish the connection between its next window without collapsing each other and
hence helpful in gaining good results in image and object detection.

3.3 SST for Anomaly Detection

In our paper, an attention-transformer deep learning-based framework for the binary
classification of abnormal and violent activities is proposed. For this work, we mainly
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focus on the locations of informative part of images by the means of SAM in the process
of feature extraction for the binary classification of abnormal activities. The framework
is divided into two steps: feature extraction using SWIN transformer along with SAM
and classification using fully connected layers from CNN architectures.

In the proposed methodology, videos are first segmented into frames with pre-
processing techniques: normalization and resizing. For the extraction of robust features,
the base version of SWIN transformer and SAM are employed. For base SWIN trans-
former, the number of channels is taken as 128. There are four stages in architecture;
each stage has patch merging block and SWIN block as shown in Figs. 2 and 5. The
depth of the SWIN block in each stage is taken as 2, 2, 18, and 2 respectively. The
number of attention head having dimension 32 for MSA operation is taken as 4, 8, 16,
and 32 for four stages respectively. As the input dimensions of input image is taken as
224 × 224 × 3, so the size of window is taken as 7 × 7. For the hierarchical structure,
we used default downscaling factor of 4, 2, 2, and 2 for the patch merging block.

The input images are passed through SAM as we want to focus on the informative
part of input for more robust features. The extracted features were then fed to the patch
merging block followed by SWIN block in each stage of architecture. The input and
output dimensions from the SAM are same such that there is no hurdle in computing
features as accordance to the architecture of transformer.

The resultant tensor from the last stage is then passed on to an adaptive average
pooling layerwith size of 3 for dimensionality reduction and then a flatten layer is applied
for the task of classification of anomalous activities. Five linear layers are utilized in
which four layers have 1024, 256, 64, and 16 units with leaky ReLU activation function
and last layer are with 2 units as the number of classes is 2. As the binary classification
is performed here, we used sigmoid as activation function for last linear layer. At the
end, we utilized batch normalization and dropout layers between the linear layers to
decrease the complexity and training time and minimize the risk of overfitting of model.
The architecture of the proposed framework is shown in Fig. 2.

4 Experimental Results and Discussions

This section provides details of used public benchmark datasets for the validation of
proposed framework on the basis of performance metrics, confusion matrix and training
accuracy and loss per epoch graph. A study of performance analysis of three pretrained
models of SWIN transformer and results attainedwith proposed framework are presented
in Tables 3 and 4 along with discussions. The implementations have been done on four
datasets comprising clips of violent/non-violent and normal/abnormal behaviors.

The implementations on the datasets were performed on Jupyter notebook of Google
Colaboratory Pro and Anaconda using PyTorch library. For the experiments, different
split ratios and batch size were utilized as per data provided in the dataset. The loss
and optimizer for datasets were taken as cross entropy loss and SGD respectively. The
statistics for the implementation for datasets and formulated confusion matrices are
shown in Tables 1 and 2 respectively.
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Fig. 2. Proposed Framework for Anomaly Detection

4.1 Datasets

The UMN dataset consists of three scenes: park, mall and bank taken in outdoor and
indoor environments. There is a total of 11 videos having normal crowd in starting and
sudden panic attacks at the ending of video stating abnormal activity. Each video has
dimensions of 320× 240 and frames per second (fps) as 30 [18]. The formulated graph
is shown in Fig. 3(a).

TheCUHKAvenue dataset consists of three abnormal events: strange actions (throw-
ing of bag, dancing, running, standing, and jumping), wrong direction and human with
objects (human with bicycle) and normal events taken place outside metro station. It
consists of 16 training videos that have normal activities and 21 testing videos that have
normal and abnormal clips [19]. Each video has dimensions of 320× 640 and fps as 25.
For the implementation, we first segmented the testing videos into normal and abnormal
categories. The formulated graph is shown in Fig. 3(b).

The AIRTLab dataset comprises violent (kicks, punches, slapping, clubbing, stab-
bing and gunshots) and non-violent (hugging, high fives, clapping, exulting, and gestic-
ulating) activities [20]. There is a total of 350 clips in which 230 depict violent and the
rest 120 clips represent non-violent behaviors. Each video is of dimensions of 1920 ×
1080 with 30 fps. The formulated graph is shown in Fig. 3(c).

The Industrial Surveillance dataset comprises the violent and non-violent activities
occurring in different industries, stores, offices, and petrol pumps that are linked to the
industries [21]. It consists of 150 videos of both categories having variable dimensions
and fps as 20–30. The formulated graph is shown in Fig. 3(d).
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Table 1. Different Hyperparameters for Implementation

Parameters UMN Avenue AirTLab IS

Frames taken per Video 90 75 10 40

Total Frames 1980 3450 3500 12000

Split Ratio 9:1 8:2 8:2 8:2

Batch Size 6 6 14 20

Epochs 30 40 30 20

Table 2. ConfusionMatrices for proposed framework onUMN,Avenue,AirTLab and ISDatasets
(Normal (N), Abnormal (A), Violent (V), and Non-Violent (NV))

Dataset UMN Avenue Dataset AIRTLab IS

Activity N A N A Activity V NV V NV

N 95 0 311 0 V 456 5 1176 26

A 8 95 0 379 NV 7 232 8 1190

Table 3. Performance metrics for various models and proposed framework for UMN and Avenue
Datasets

UMN Dataset Avenue Dataset

Model /
Metrics
(%)

SWIN
(Tiny)

SWIN
(Small)

SWIN
(Base)

SWIN
(Base)+SAM

SWIN
(Tiny)

SWIN
(Small)

SWIN
(Base)

SWIN
(Base)+SAM

Accuracy 95.95 92.92 92.42 95.95 99.85 99.85 99.85 100

Precision 100 91.04 97.68 100 100 100 100 100

Recall 92.11 94.81 86.66 92.23 99.71 99.71 99.71 100

F1 Score 95.89 92.89 91.84 95.95 99.85 99.85 99.85 100

Table 4. Performance metrics for various models and proposed framework for AIRTLab and
Industrial Surveillance Datasets

AIRTLab Dataset Industrial Surveillance Dataset

Model SWIN
(Tiny)

SWIN
(Small)

SWIN
(Base)

SWIN
(Base)+SAM

SWIN
(Tiny)

SWIN
(Small)

SWIN
(Base)

SWIN
(Base)+SAM

Accuracy 98.28 98.85 98.57 98.28 97.83 98.16 98.5 98.58

Precision 96.29 97.51 97.48 97.89 96.29 97.59 98.61 98.59

Recall 98.73 99.15 98.31 97.07 99.30 98.61 98.61 98.58

F1 Score 97.50 98.32 97.89 97.47 97.77 98.10 98.44 98.58
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4.2 Results and Discussions

The performance analysis for the datasets is done on the grounds of performance metrics
namely, accuracy, precision, recall, f1-score, and confusion matrix. On the implemen-
tation of proposed framework, an accuracy of 95.95%, 100%, 98.28%, and 98.58% is
attained with UMN, Avenue, AIRTLab and Industrial Surveillance datasets respectively
with different parameters.

In case of normal/abnormal datasets, during implementation process, different hyper-
parameters have been varied for example, batch size 2, 3, and 6, ratio split from 70% to
90% for which we get best results with batch size 6 and 9:1 ratio split in UMN whereas
batch size 6 and 8:2 split ratio for avenue datasets. The implementations were done with
range of epochs from 20 to 50, in which if number of epochs greater than or equal to
50, the model resulted in overfitting. In the case of UMN dataset, initially we attained
an average accuracy resulting in problem of having imbalance dataset. For the solution
of this problem, augmentation technique is employed. For further analysis frames were
taken between 90 to 120, out of which, good results with 90 frames were attained as
compared to previous results and as shown in Table 3, it outperforms all models. In the
terms of accuracy, some of the works in literature section outperforms our proposed
methodology with 2–3% in case of UMN dataset while in case of avenue dataset, our
proposed methodology outperforms by huge percentages as compared to works men-
tioned in literature as well as Table 3. For validation of the model, the avenue dataset
was split into 70% training, 20% validation and 10% for testing. From the graph plotted
for validation/training accuracy, both accuracies are almost same with the increasing
number of epochs.

Fig. 3. Training Loss/Accuracy per Epoch Plot for (a) UMN, (b) Avenue, (c) AIRTLab and (d)
Industrial Surveillance datasets
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In case of violent/non-violent datasets, during implementation process, variations of
different hyper-parameters are done for example, batch size in range of multiple of 7 and
10, for which best results were attained with batch size 14 in AIRTLab whereas batch
size 20 for industrial surveillance datasets. The implementations were performed with
a range of epochs between 20 to 50, in which if number of epochs greater than 30, the
model resulted in overfitting. In the case of AIRTLab, the attained accuracy is very much
similar to the pretrained models shown in Table 4. In the case of the second dataset, our
proposed model outperformed the original work by almost 18% and pretrained models
in Table 4.

For the optimizer, themodel is trained with Adam, RMS Prop and SDG, out of which
SDG performed well. For loss, the proposed model is implemented with cross entropy
loss and BCE loss for binary classification, in which cross entropy loss gave out good
results. As per the second gap mentioned in Introduction section, the content quality of
avenue and industrial surveillance datasets is adequate, the proposed model can classify
the anomalous activities with the highest accuracy.

5 Conclusions

In this paper, we proposed a deep learning attention-transformer based anomaly detec-
tion framework that focuses on the locations of informative part of images by means of
SAM. This framework comprises two steps. The first step is to extract features with the
help of base version of SWIN transformer and SAM. Then the extracted features are then
fed to the fully connected layers of CNN for binary classification of abnormal activities
in the second step. We have also provided a tabular performance analysis for different
pretrained variants of SWIN transformers for better understanding of choice for model.
For the validation of our proposed framework, four public benchmark datasets, namely
UMN and Avenue, AIRTLab and Industrial Surveillance were utilized that gained accu-
racy of 95.95%, 100%, 98.28%, and 98.58% respectively. The attained results show that
the proposed framework is successful in classifying the anomalous activity irrespective
of quality of content. In future, the work on the imbalance dataset can be done and
this framework can be utilized for more complex video anomaly detection datasets with
different image processing techniques.
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Abstract. In recent development of deep learning algorithms, recurrent neural
net-work models that can effectively reflect dependencies between input entities
and LSTM models developed from them are being used in language models. In
this study, a next sentence prediction model based on LSTM was implemented
with the goal of improving the sentence recognition accuracy of OCR systems.
The implemented model can ensure accurate recognition by generating the next
sentence using a sentence generation model and comparing its similarity with the
sentence entered the OCR system in case the OCR system does not recognize it
accurately due to misrecognition or loss.

Keywords: LSTM · Sentence generator · OCR system

1 Introduction

In recent times, there has been a rapid surge in the digitization of analog documents across
various industries, aimed at enhancing operational efficiency[1]. Analog documents are
susceptible to loss and damage, making them challenging to manage. Consequently,
research endeavors are actively underway in the field of Optical Character Recognition
(OCR) systems to extract diverse information from images or scanner. OCR systems uti-
lize optical recognition devices such as cameras and scanners to convert the text present
in traditional analog documents into a computer-readable text format. During the pro-
cess of digitizing analog documents using OCR technology, issues related to document
damage and misinterpretation due to specific fonts are prevalent. Particularly, the failure
to accurately distinguish paragraph or sentence boundaries often leads to incomplete
recognition. When the extracted text fails to faithfully replicate the intended flow of
the original document, it can convey incorrect meanings, necessitating substantial post-
processing efforts, including time, manpower, and costs, for correction. In this research
paper, we have implemented an LSTM-based neural network model to edit OCR results
into a coherent and pristine form. The implemented model excels at identifying the flow
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and boundaries of sentences within the document, enabling the accurate reproduction
of the intended content from the original document. Furthermore, it offers automated
editing capabilities, thereby minimizing unnecessary expenses.

2 Related Works

LSTM models were developed to address the issue of long-term dependencies in recur-
rent neural network (RNN)models. LSTMmodels can predict future data by considering
not only the immediate past data but also a wider temporal range of past data. The LSTM
model takes sequential information one by one, stores it in internal nodes, and incorpo-
rates it into the model. This processing method is applied to learning data with strong
correlations between previously inputted information and subsequently inputted infor-
mation, such as language models. In a study by Anusha Garlapati et al. [2], natural
language processing and bidirectional LSTM models were used to classify harmful rat-
ings of comments on online social platforms with an accuracy of over 90%. Shivalila
Hangaragi et al. [3], an LSTMmodel was employed for spelling correction in handwrit-
ten text recognized by an OCR system. LSTM models are being utilized not only for
prediction but also as language models in various fields[4–7]. In this paper, we imple-
mented an LSTM-based sentence generation model that utilizes the characteristics of
LSTM to predict subsequent words when incomplete sentences are inputted, enabling
the generation of complete sentences. Fig. 1 shows the structure of LSTM.

Fig. 1. Structure of LSTM model.

3 LSTM-Based Sentence Generation Model

3.1 Training Dataset

In this paper, we aim to accurately predict sentences that have been incompletely recog-
nized by OCR and similar systems using an LSTM-based sentence generation model.
We used Kaggle’s public dataset (New York Times Comments) as the training data for
our sentence generation model. This dataset contains information about comments on
articles published in the New York Times from January to May 2017 and January to
April 2018, encompassing approximately 2 million comments and 9,000 news articles.
Prior to use, we removed missing values and outliers labeled as ’Unknown’ from the
dataset. Furthermore, we performed text preprocessing on the English text found in arti-
cles and comments, which included converting all text to lowercase letters, removing
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special symbols, and eliminating unnecessary spaces. Subsequently, we tokenized sen-
tences into individual words usingWord Tokenizer to create a vocabulary set. Each word
in this set was assigned an index value; based on these indexed pairs of words, we incre-
mentally added new phrases to generate a list type. Finally, zero-padding and one-hot
encoding were applied to ensure uniform length across all samples in the generated list.
Fig. 2 shows an example of dataset creation.

Fig. 2. Example of dataset creation.

3.2 Implemented LSTM Model

The LSTM model operates by sequentially inputting the input values into the Input
Layer, allowing it to learn the context from the preceding word sequence in order to
construct complete sentences. Subsequently, at the Output Layer, the model outputs
probability values for each word in the vocabulary as the next word to follow an incom-
plete sentence. The architectural diagram of the implemented LSTMmodel is illustrated
in Fig. 3. A new sentence is received at the Input Layer and passed on to the Embedding
Layer. The Embedding Layer maps the received values into an embedding space of a
specific dimensionality, producing word vectors for each word. These word vectors are
then propagated through hidden layers for sequential data processing, enabling sentence
prediction. At the Output Layer, probability values are generated for all words present in
the dictionary. Ultimately, among these candidate words, it becomes possible to generate
a new sentence by selecting one with highest probability.

Fig. 3. Structure of implemented LSTM model.



68 J.-J. Kim et al.

4 Experiments and Results

The sentence generation model was trained using the cross-entropy loss function, and
the choice of optimization function was determined through experiments. Three models
were created using Adam, RMSProp, and SGD as optimization functions, and the loss
values and perplexity were evaluated during training. Perplexity is ametric that evaluates
how accurately a language model can generate sentences, with lower values indicating
better performance in predicting and generating sentences. The evaluation results are
shown in Table 1, confirming that the Adam function performed the best.

Table 1. Performance results according to Optimizer.

Optimizer Loss Perplexity

Adam 1.065 1.932

RMSProp 1.078 2.133

SGD 1.876 8.165

The second experimentwas a qualitative evaluation of the sentence generationmodel.
The evaluation focused on identifying errors in the sentences generated by the model
using the Adam optimizer. The generated sentences are presented in Table 2. Upon
review, it was confirmed that the generated sentences did not contain any grammatical
errors, such as improper noun combinations, verb usage, or sentence endings.

Table 2. Result of sentence creation using LSTM model.

Keyword Generated sentence

I completely I completely agree with the author’s perspective on this issue. It is crucial for us
to address climate change and take immediate action to protect our planet.

The article The article raises important questions about income inequality and its impact on
society. We need to find sustainable solutions that promote fairness and equal
opportunities for all.

I appreciate I appreciate the author’s in-depth analysis of the current political landscape. It is
essential for us as citizens to stay informed and actively participate in shaping
our democracy.

The piece The piece offers a fresh perspective on the challenges faced by the education
system today. We must prioritize investment in quality education to empower
future generations.
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5 Conclusion

In this paper, an LSTM-based sentence generationmodel was implemented to accurately
predict incomplete sentences recognized by OCR and similar systems. An open dataset
was used as the training data for the implemented system, and the choice of optimiza-
tion function was determined through performance evaluation. Three functions, Adam,
RMSProp, and SGD, were compared based on their loss values and perplexity scores.
Among them, Adam achieved a loss value of 1.065 and a perplexity score of 1.932,
making it the optimal optimization function for the model. Subsequently, a qualitative
evaluation was conducted on the generated sentences. The evaluation results confirmed
that the generated sentences did not contain any grammatical errors such as improper
noun combinations, verb usage, or sentence endings. As a direction for future research,
we plan to conduct studies to enhance the language generation capabilities of sentence
generation models, utilizing machine reading comprehension and OpenAI, in order to
improve the performance of OCR systems.
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Abstract. The single image super resolution is very essential and needed in appli-
cations like image analysis, recognition, classification, better analysis and diag-
nosis of complex structured images. The applications in the different tasks of
satellite imagery, medical image processing, CCTV image analysis, and video
surveillance where a zoom is required, the super resolution becomes crucial in
this case for a particular region of interest. In this paper, we have analyzed both
classical and deep learning algorithms of satellite image enhancement using super
resolution approach. The main focus of this paper lies in the comparison results
of existing image enhancement algorithm such us bicubic interpolation, discrete
wavelet transforms (DWT) based algorithms and deep learning based EDSR and
WDSR architectures. These Deep learning (DL)- based improvement technique is
presented to increase the resolution of the low-resolution satellite images. When
compared to the existing classical methodologies, the DL-based algorithms sig-
nificantly improve the PSNR while appropriately enhancing the satellite image
resolution.

Keywords: Super resolution · image enhancement · deep learning ·
low-resolution · high-resolution · satellite imagery

1 Introduction

The Copernicus program and its Sentinel missions have made Earth observation data
more widely available and more reasonably priced. With the use of Sentinel- 2 multi-
spectral images, every location of earthmay be freelymonitored around every 5–10 days.
According to the Sentinel missions, spatial resolution of satellite images for the RGBN
(RGB + Near-infrared) bands will be different like 60, 20 or 10 m, which is enough
for some tasks but inadequate for others [1]. Single image super resolution (SISR) is
the process of estimating a high-resolution (HR) version of a low-resolution (LR) input
image. This is a well-studied problem, which comes up in practice in many applications,
such as zoom-in of still and text images, conversion of LR images/videos to high-
definition screens, and more [2]. The desired results cannot be achieved through low
resolution images, therefore low, medium and high-resolution images have different
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possibilities and image resolution is important in performing various tasks regarding
accuracy. In this case, step-by-step image quality improvement increases the accuracy
of satellite image analysis tasks and decision-making processes without any additional
costs. Since, high resolution images are very costly and difficult to use and implement
for comprehensive land monitoring applications. So, in this article, existing classical
methodologies and deep learning based algorithms for satellite image enhancement
and super resolution are reviewed and conclusions are presented based on comparative
analysis.

2 Background

2.1 Image Resolution

There are several resolution options available from satellite imagery companies includ-
ing Planet, Sentinel, DigitalGlobe, and others. Most crucially, how can we tell if low-
resolution imageswill do or if high-resolution ones are required?There are three different
types of resolution namely low, medium and high (see Fig. 1). Imagery with low and
medium resolutions has a pixel density of 60 m and 10–30 m, respectively [3]. While
satellite images covering larger land areas serve their purpose, they fall short when
it comes to detecting small features within those images. Platforms like Landsat and
Sentinel offer low and medium- resolution imagery for land and water monitoring. For
example, Landsat data has a 30-m resolution, meaning each pixel represents a 30m× 30
m ground area. While it can cover entire cities, it lacks the detail needed to distinguish
specific buildings or vehicles.

Conversely, higher resolution means smaller pixel sizes and more detailed images.
ThePlanet satellites, like SkySatwith a resolution of 30 cm–50 cm/pixel andPlanetScope
with a resolution of 3–5 m/pixel, offer the highest resolutions. This means each pixel
can capture objects that are as small as 30 cm to 50 cm in height and 3 to 5 m in length.
However, obtaining these high-resolution images can be challenging, as they require
satellites with high to very high-resolution capabilities. Consequently, improving the
quality of low- and medium- resolution satellite images and upscaling them to high
resolution emerges as a critical concern in this context [4].

2.2 Interpolation for Image Enhancement

Finding the values of a continuous function from discrete samples is the process of
interpolation. Interpolation is used in image processing for a wide range of purposes,
such as image enlargement or reduction, subpixel image registration, the correction of
spatial distortions, and image decompression, among others [5]. Despite the fact that
regularly used linear methods like pixel duplication, bilinear interpolation, and bicubic
convolution interpolation have advantages in terms of simplicity and speed of imple-
mentation. The edge preservation condition makes it difficult for the conventional linear
interpolation algorithms to perform adequately. To keep edges crisp, some nonlinear
interpolation methods were suggested. In general, nonlinear interpolation techniques
outperform linear techniques at maintaining edges [6].
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Fig. 1. High, medium and low resolution image samples.

2.3 DWT and Noise Removal Techniques

In the realmof image processing,wavelets have found extensive application. They enable
the representation of images in terms of their local spatial and frequency characteristics.
While global frequency characteristics can be obtained using the Fourier transform
and DCT, they do not provide insights into local frequency characteristics. Wavelet
transforms address this issue effectively. The discrete wavelet transform (DWT) employs
discrete sampling of wavelets for both numerical and functional analysis, allowing it to
capture both frequency and time information.

The discretewavelet transform (DWT)works by decomposing signals into sub-bands
characterized by smaller bandwidths and slower sample rates. These sub-bands include
Low-Low (LL), Low-High (LH), High-Low (HL), and High- High (HH). At one level of
transformation, four sub-bands are obtained: the first low-pass sub-band, denoted as LL,
represents a coarse approximation of the source image, while the remaining three high-
pass sub-bands, namely HL (horizontal details), LH (vertical details), and HH (diagonal
details), capture image details in various orientations [8].

A novel image enhancement approach based on DWT is introduced by G. Saravanan
et al. [8]. This method effectively combines smoothing and sharpening via a piecewise
non-linear filter technique. It begins by converting the RGB (Red, Green, and Blue)
values of each pixel in the original image into the HSV (Hue, Saturation, and Value)
color space. The image enhancement architecture, as shown in the following figure,
applies wavelet transform to the luminance value of the V component, decomposing the
input image into four sub-bands using Discrete Wavelet Transform (DWT) [8].

Image enhancement result well be better after preprocessing and denosing process.
In [11] paper deblurring techniques are analyzed well as a domain of DWT and Fourier
transform algorithms. The blur in imagemay seem as irreparable operation, as each pixel
in image is turned to spot and every-thing is mixed up. If blur cover whole are of photo,
we will get flat color all over the image. However, we do not lose information, but we get
redistributed information in accordancewith some rules. Indeed, in the context of blurred
images, a common characteristic is the smoothness, which implies that the edges within
the image are not clearly defined. This smoothing effect is typically achieved using a filter
known as a low-pass filter. The term “low-pass” is used because this filter permits low-
frequency components to pass through while suppressing high-frequency components.
This is especially relevant around edges, where pixel values change rapidly. In the case
of a blurred image, the smoothness of the image necessitates the removal or filtering out
of high-frequency details (Fig. 2).
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Fig. 2. DWT based image enhancement architecture.

Gaussian blur is produced using the Gaussian function and is primarily employed
as a noise removal filter in image processing.

Motion blur occurs in images when there is camera movement or object motion
during the exposure time. It is defined by its point spread function (PSF), and the PSF’s
parameters are intricately connected to the nature of the motion itself.

However, in real-world scenarios, motion can be considerably more complex than
this straightforward linear motion blur. Related works shows that for image degraded by
motion blur with one dimensional kernel at an angle is defined as following way:

g(x, y) = f a ∗ m ∼=
K−1∑

k=0

mk ∗ f (x + k cos(α) ∗ y + k sin(α)) (1)

Wiener filter is a widely used and one of the earliest methods that takes into con-
sideration the presence of noise in an image [9]. It treats both the image and the noise
as random processes and seeks a value for f’, a distortion-free version of the image f,
which minimizes the mean square deviation between these values.

3 Deep Learning Based Architectures for Image Super Resolution

3.1 High Level Architecture

The predominant approach in contemporary super-resolution models involves the acqui-
sition of the majority of the mapping function within the low-resolution space. Subse-
quently, one or more upsampling layers are appended towards the conclusion of the net-
work. This particular upsampling method is commonly referred to as “post-upsampling
super resolution,” as illustrated inFig. 5. Theup-sampling layers themselves are learnable
and undergo training alongside the preceding convolution layers in a holistic end-to-end
fashion.

In earlier methodologies, a different strategy was employed, where the initial step
involved upsampling the low-resolution image through an operation previously defined.
Subsequently, the mapping was learned within the high-resolution (HR) space. This
approach is referred to as “pre-upsampling.“ However, a limitation of this method is the
resultant increase in the number of learnable parameters, necessitating more substantial
computational resources for training deeper neural networks.
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3.2 EnhancedDeepResidualNetworks for Single ImageSuper-Resolution(EDSR)

EDSR [14] is a model of the winner in the NTIRE2017 Super-Resolution Challenge.
The architecture of the EDSR network is derived from the SRResNet by making specific
alterations. One notable adjustment is the removal of batch normalization within the
ResNet layers. Furthermore, another departure from the original residual networks is
the elimination of the ReLU activation layer that typically follows the residual networks
(Fig. 3).

Fig. 3. Residual block of EDSR.

Additionally, the model does not incorporate residual scaling layers as it relies solely
on 64-dimensional features for each convolutional layer. The overall structure of EDSR
residual network is illustrated in Fig. 5.

The inclusion of the batch normalization (BN) layer in SRResNet was originally
adopted from the original ResNet architecture. However, given that the original ResNet
was primarily engineered to tackle intricate computer vision challenges such as clas-
sification and detection, its direct application to low-level tasks like super-resolution
often resulted in suboptimal outcomes. The decision to eliminate batch normalization
layers in this context has yielded significant benefits, notably a notable reduction in
GPU memory consumption. Batch normalization layers consume a comparable amount
of memory to convolutional layers, and this adjustment has resulted in a noteworthy 40
percent reduction in GPUmemory usage during the training process, as compared to the
SRResNet.

Simultaneously, given that the BN layer consumes an equivalent amount of memory
as the preceding convolutional layer, its removal serves as a means to conserve memory
resources.

3.3 Wide Activation for Efficient and Accurate Image Super-Resolution(WDSR)

WDSR [16] is a super-resolution framework proposed by JiaHui Yu et al. in 2018.
Simultaneously, it’s worth noting that the image super-resolution approach built upon
the principles of WDSR achieved top-ranking positions in all three real tracks of the
NTIRE 2018 challenge, securing the first place. WDSR stands as an enhanced algo-
rithm, grounded in the CNN optimization model. Within the realm of CNN-based super-
resolution algorithms, optimization can be pursued in the following four key directions
(Fig. 4).
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Fig. 4. Residual block of WDSR.

The primary modification introduced in WDRS pertains to the upsampling algo-
rithm. Conventional upsampling methods like bilinear interpolation and deconvolution
prove inadequate for restoring the fine texture of low-resolution images, often leading to
noticeable artifacts. In 2016, a novel image super-resolution technique, the pixel shuf-
fle convolution algorithm, was introduced. By leveraging this innovative pixel shuffling
method, which periodically inserts low-resolution features into specific locations within
low-resolution images, the loss of details due to artifacts is significantly mitigated. Sec-
ondly, WDSR demonstrates that weight normalization alone, without relying on data-
dependent initialization, contributes to enhanced accuracy in deeper WDSR models.
Lastly, WDSR further refines EDSR’s normalization technique while partially modify-
ing the EDSR structure. In this context, it involves the removal of redundant convolu-
tional layers, which serves to reducememory consumption and accelerate computational
speed.

3.4 Deep Alternating Network(DAN)

In this paper [23], an end-to-end algorithm for blindSR is presented. This algorithm relies
on alternating optimization, wherein both parts are realized through convolutional mod-
ules, denoted as Restorer and Estimator. The alternating process is expanded to establish
a network that is trainable end-to-end. Through this approach, information from both LR
and SR images can be harnessed by the Estimator, thereby simplifying the task of blur
kernel estimation. DAN algorithm has several improvements. Firstly, an alternating opti-
mization algorithm is employed for the estimation of the blur kernel and the restoration
of the SR image in the context of blind SRwithin a single network (DAN). This promotes
compatibility between the two modules and is expected to yield superior final results
compared to previous two-step solutions. Next, two convolutional neural modules are
devised, capable of being alternated iteratively and subsequently unfolded to construct
an end-to-end trainable network, free from the need for any pre/post-processing. This
network is easier to train and offers higher speed in comparison to previous two-step
solutions. Lastly, through extensive experiments conducted on synthetic datasets and
real-world images, it is demonstrated that their model excels in comparison to state-of-
the-art methods and is able to generate more visually appealing results at significantly
higher speeds.
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Fig. 5. Architecture of DAN

4 Evaluation Metrics

PNSR. The Peak Signal-to-Noise Ratio (PSNR) is an engineering metric that quantifies
the ratio between the highest attainable power of a signal and the power of disruptive noise
that impacts the faithfulness of its representation. Given the extensive dynamic range of
many signals, PSNR is typically expressed logarithmically, using the decibel scale. It
finds widespread application in evaluating the quality of reconstruction in images and
videos subjected to lossy compression, and its noisy approximation K, MSE is defined
as:

MSE = 1

mn

m−1∑

i=0

n−1∑

j=0

[I(i, j) − K(i, j)]2 (2)

The PSNR (in dB) is defined as:

PSRN = 10 ∗ log10

(
MAX 2

I

MSE

)
= 20 ∗ log10

(
MAXI√
MSE

)

= 20 ∗ log10(MAXI ) − 10 ∗ log10(MSE)

(3)

IFC. Information Fidelity Criterion (IFC) represents a full-reference metric employed
for the evaluation of image quality [17]. This metric primarily relies on the analysis of
natural scene statistics. Empirical research has substantiated that these statistics, charac-
terizing the space occupied by natural images, can be effectively modeled using diverse
approaches, including Gaussian scale mixtures. Importantly, any form of image distor-
tion tends to disrupt these inherent statistics of natural scenes, consequently leading to
the perception of unnatural images.

LPIPS (Learned Perceptual Image Patch Similarity), as detailed in reference [18], con-
stitutes a learned metric designed for the assessment of image quality with reference
to a known standard. To elaborate, LPIPS [18] is derived by quantifying the differ-
ence between the reference image and the test image within a deep feature space. This
deep feature space has been shown to align closely with human perceptual judgments,
enhancing its applicability in evaluating image quality.
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5 Comparisons and Challenges

In this section,we conduct a comparative analysis between both traditional image upscal-
ing methods and a selection of representative Single Image Super Resolution (SISR)
techniques. Specifically, we consider several algorithms, namely, Bilinear interpolation
[94], Bicubic interpolation, a DWT-based algorithm, EDSR [14], WDSR[16], and DAN
[96], encompassing a variety of methodologies. We use the official models provided by
the authors for these super-resolutionmethods. The experiments are carried out on a com-
puter running the Ubuntu operating system, equipped with an Intel i9 11900 K, 64 GB
RAM, and aGeForceRTX3070Ti. The performance of thesemethods is evaluated using
image quality assessment metrics such as PSNR, IFC [11], and LPIPS [12]. Traditional
methods tend to create some artefacts in the upscaling but their inference speed are quite
short compared to dL-based algorithms. Besides accuracy, the size of the model and its
execution speed also hold significance for super-resolution algorithms. Notably, due to
its larger number of parameters, EDSR lags behind WDSR and DAN in terms of infer-
ence speed. The results presented in this section may slightly be different from official
repositories and papers owing to variations in test environment settings, hyperparame-
ters, and other factors. It’s widely acknowledged that achieving a completely equitable
comparison among these competing methods is challenging, since there a lot of factors
to consider (Table 1).

Table 1. Comparisons PSNR value of analyzed image enhancement algorithms.

Type of Image enhancement PSNR IFC LPIPS

Bilinear interpolation 21.23 1.942 0.3127

Bicubic interpolation 22.08 2.034 0.2952

DWT based algorithm 22.92 2.128 0.2601

DL based EDSR 28.87 3.881 0.1949

DL based WDSR 29.13 4.109 0.1961

DAN 30.19 4.381 0.1713

The Fig. 6 shows the results of bicubic interpolation, DL-based EDSR, WDSR and
DAN for real world satellite image. DAN has more accurate result regarding deeper
feature upsampling compared to the other algorithms.
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Fig. 6. Comparison of analyzed classical and deep learning algorithms for super-resolution
satellite images.

6 Comparisons and Challenges

This article provides a concise overview of both classical and deep learning-based
approaches to image enhancement and super-resolution. Satellite images, with their
intricate features and complex structures, have been the focus of analysis and compar-
ison. The findings reveal that classical techniques exhibit limitations when it comes to
achieving superior image enhancement and quality.

To illustrate this, a sample satellite image sourced fromGoogle Earth Engine, featur-
ing a centrally located building, was selected as the target for up-sampling. Traditional
methods such as bilinear and bicubic interpolation tend to introduce artifacts when
upscaling low-resolution images. In contrast, deep learning-based algorithms signifi-
cantly reduce these artifacts. Notably, the DAN algorithm yields satisfactory results in
the upscaling of complex-structured satellite images than ESDR and WDSR.
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Abstract. Due to the improvement in the car manifacture, the rate of road traf-
fic accidents is increasing. To solve these problems, there is loads of attention in
research on the development of driver assistance systems, where the main innova-
tion is traffic sign recognition (TSR). In this article, a special convolutional neural
network model with high accuracy compared to traditional models is used for
TSR. The Uzbek Traffic Sign Dataset (UTSD) applied in the zone of Uzbekistan
was created, consisting of 21.923 images belonging to 56 classes. We proposed a
parallel computing method for real-time processing of video haze removal. Our
utilization can process the 1920 × 1080 video series with 176 frames per second
for the dark channel prior (DCP) algorithm. 8.94 times reduction of calculation
time compared to the Central Processing Unit (CPU) was achieved by performing
the TSR process on the Graphics Processing Unit (GPU). The algorithms used to
detect traffic signs are improved YOLOv5. The results showed a 3.9% increase in
accuracy.

Keywords: Traffic sign recognition · deep learning · image dehazing · UTSD
dataset · parallel processing · data augmentation

1 Introduction

In the world, special importance is attached to the preprocessing of images, and the
development of algorithms for identifying, extracting, and classifying important objects
from images. Traffic sign recognition acts as a visual guide to help drivers navigate the
road infrastructure [1]. The goal is to detect a road sign and process images in real-
time through a surveillance camera installed in a car. It is necessary to ensure road
safety for human life, which is considered the most important factor [2]. During the
last 10 months of 2022, a total of 7.681 accidents occurred in Uzbekistan. 1.964 people
died, 6.886 people were injured, and 54% were caused by subjective factors (in 23% of
cases, speed increase). From the point of view of the issue of mathematical and software
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development of intelligent systems for rapid monitoring of situations, the United States,
Germany, Russia, India, China, Japan, and other developed countries are addressing to
solve the theoretical and practical problems of developing traffic sign identification and
classification algorithms [3]. Increasing both economic and social efficiency by solving
such issues with the help of artificial intelligence technologies is one of the urgent issues
of today.

Today, Google, Uber, Ford, Tesla, Mercedes-Benz, Toyota, and many other multi-
national companies are conducting scientific research using modern technologies [4].
To present the state in a process of scientific research, a simple search was conducted
to find published and cited articles in the journals of the Scopus database on the term
“road sign detection and recognition”. The results showed a relatively rapid increase in
the number of publications and citations for this term. TSR from images consists of two
main stage, the first is image preprocessing for video haze removal and the second is
traffic sign detection from video [5]. Noise appears in the image as a result of insuffi-
cient light transmission (fog, cloud) and the occurrence of various natural phenomena
[6]. Such images make it difficult to recognize objects in computer vision problems and
require preprocessing of the images (Fig. 1). He et. All proposed the DCP algorithm
which durable the haze concentration is high [7]. However, during processing, it is dif-
ficult to remove noise from the image by DCP algorithm for high-definition videos. In
the research, the task of accelerating the fog removal algorithm using parallel process-
ing on GPU was set. We use widely used deep learning algorithms to recognize traffic
signs from videos. In 2015, R. Joseph proposed the YOLO algorithm for one-step object
detection [8]. We improve the YOLOv5 algorithm, which can detect objects in actual
time.

Fig. 1. Traffic signs in a foggy weather.

The remaining of this article is structure as follows: Sect. 2 devolopes associated
works about the traditional approach and deep learning-based method. Section 3 dis-
cusses the details of the proposed methodology to recognize the traffic signs efficiently.
In Sect. 4, the results and analysis are extends. The conclusion is described in Sect. 5.
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2 Related Works

2.1 Traditional Approach

Currently, due to the rapid development of the automobile industry, most of the automo-
bile manufacturing countries such as Germany,the United States, China, and Japan have
relevant research institutes that research automated control systems [9]. Among them,
traffic sign recognition systems from images are an important part, and the main purpose
of the system is to help drivers prevent road accidents and perform related tasks. Such
research is crucial for intelligent vehicles [10, 23]. Object recognition approaches on
traditional Hue Saturation Value color models based on image segmentation and contour
analysis methods were studied.

In 2009, Xiamen University of China proposed a Histogram of Oriented Gradients
for visual feature detection and a Support Vector Machine for classification in TSR
research [11]. The detection rate reached 88.3% and still, it is not enough. In 2010,
the Massachusetts Institute of Technology developed a traffic sign recognition system
that uses color boundary segmentation and principal component analysis algorithms to
recognize objects. The detection rate of this system reached 91.2% [12]. However, the
level of detection of traffic signs in difficult weather conditions of the system is low and
cannot face the requirements of real-time. In addition, object detection algorithms based
on shape features can be used or combined. In such methods, the noise in the images
makes the level of object detection difficult and does not allow improvement.

2.2 Deep Learning Based Methods

Object detection algorithms based on deep learning CNN (Convolutional Neural Net-
work) are currently Single Shot MultiBox Detector (SSD), Region-based Fully Convo-
lutional Networks (R-FCN), Fast R-CNN, Faster R-CNN, and YOLO (You Only Look
Once) is used in recent advances in neural network architectures and showed high results
[13]. There are many types of algorithms based on CNN for detecting traffic signs, but
they can be divided into two main types: one-stage and two-stage models. Two phase
object detection models are R-CNN, Faster R-CNN, SPP Net, and FPN-based methods.
These work by moving a window across the image and predicting object connectivity
and objectivity estimates at each position [14]. One-stage object detection models are
regression or classification-based methods such as SSD, Retina Net, and YOLO. One-
shot detectors like this do not use a window, instead, they predict the bounding box and
object directly from the feature map in one pass, but in some cases at multiple scales
[15, 22].

SSD type detectors are usually slightly more accurate, but much faster than RCNN
networks. YOLO is one of the most popular models in this category of object detection,
it is fast, reliable, and accurate [16]. R. Zhang proposed an improved YOLOv5 model
for detecting traffic signs and the mAP increased from 90.2% to 92.5% [17]. Xiang
Gao proposes an improved traffic sign detection algorithm based on the Faster R-CNN
algorithm [18]. Then, climb the recognition precision of distant road signs (90.6% on
a sunny and 86.9% on a foggy day). The YOLO model shows good results in terms of
accuracy and speed of object detection from images.
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3 Our Methodology

3.1 Dark Channel Prior Based Image Dehazing

In computer vision problems, the image in different weather is represented by the
following formula (1)-(3):

I(x, y) = J (x, y)t(x, y) + A(1 − t(x, y)) (1)

where I(x, y) is the input image, J (x, y) is the scenery image,A is the global atmospheric
lights, t(x, y) is the initial transmission describing the portion of the ligh [19].

Generating a quality image is done by reconstructing using the I(x, y) and A.
Creating a dark channel of input image I(x, y) is done using the following formula:

Id (x, y) = minc∈{r,g,b}
(
min(x,y)∈Bi (Ic(x, y))

)
(2)

where Ic(x, y) is a color channel of I(x, y), Bi(i = 1, k) is a local patch centered, Id (x, y)
is the dark channel of input image.

The execution sequence of the image quality improvement algorithm based on the
processing of the dark channel for the input image is as follows:

Step 1. The gray image of an input image is generated using the following formula:

I(x, y) = 0.299∗Ir + 0.587∗Ig + 0.114∗Ib (3)

where I(x, y) is the input image, Ir is the red channel of the image, Ig is the green channel,
Ib is the blue channel.
Step 2. Id (x, y) - formation of the dark channel in the following formula (2).
Step 3. Based on the dark channel and the input image, highest 0.1% pixel value indexed
of the dark channel to determine the atmospheric light intensity. Then, A is taken as the
average value of the indexed pixels in the input image.
Step 4. Based on the dark channel and initial transmission t̂(x, y) is determined using
the following formula:

t̂(x, y) = 1 − ω ∗ minc∈{r,g,b}
(
min(x,y)∈Bi

Ic(x, y)

Ac

)
(4)

where the size of the image piece was set as � = 15*15, ω = 0.95.
Step 5. Creating a quality image based on the Guided filter and (4) is given in the
following formula:

t(x, y) = a(x, y) ∗ t̂(x, y) + b(x, y) (5)

Step 6. Restore the scenery image is performed by the following formula:

J (x, y) = I(x, y) − A

max(t(x, y), t0)
+ A (6)

where t0 = 0.1.
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Table 1. An indicator of the time spent to improve image quality on the CPU.

Steps (ms) 800*600 1280*720 1600*720 1920*1080

Create dark channel of input image 1.25 2.14 2.60 6.56

Approximate atmospheric lights A 0.011 0.018 0.020 0.050

Estimation the initial transmission 2.19 5.84 7.56 17.71

Purify the transmission with guided filter 4.59 9.07 11.42 26.27

Repair the scenery image 0.03 0.05 0.06 0.15

Total 8.071 17.118 21.66 50.74

Table 1 showed the results of the time consumption analysis for the steps of the
above algorithms on the central processor.

As can be seen in the Table 1 above, the most time spent to computation the initial
transmission and cleance the transmission with guided filter [21].

Theminimumfilter is used to create a dark channel of the input image and to calculate
the initial transmission. The main process of the guided filter used to improve image
quality is themean filter. The implementation of the parallelminimumfiltering algorithm
for calculating the initial transmission is carried out using the following formulas based
on the capabilities of the graphics processors:

gx =
{

fx
min

[
gx−1, fx

]

hx =
{

fx
min

[
hx+1, fx

] (7)

nx = min
[
gx+(r−1)/2,hx−(r−1)/2

]

where r is the measurement of the filter kernel. fx - the incoming matrix is separate into
small arrays gx and hx of size r. nx is result.

The larger the stream k, the more unnecessary calculations are installed, but if k
is too small, GPU devices are wasted. Therefore, stream configuration is essential to
improve the efficiency of the mean filtering algorithm (Fig. 2), the number of streams
per block is set to 128.
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Fig. 2. Parallel mean filtering process in each block.

3.2 Improved Detection Model

We evaluated three YOLOv5, YOLOv6, and YOLOv7 models (Table 2). We include the
total of parameters in the model to provide a good comparison point.

Table 2. Specifications of YOLO detectors.

YOLOv5 YOLOv6 YOLOv7

AP (%)b 55.8 52.5 56.8

Model parameters (million) 20.9 M 34.3 M 70.8 M

The structure of YOLOv5 consists feature map, detection and classification (Fig. 3).
Neural network structure consists of a Focus module, Convolutional module (Conv),

C3 module, and Spatial Pyramid Pool modules [19]. The size of the input image is
416*416. The structure of the Feature Pyramid Network and Pixel Aggregation Net-
work was applied to object detection. Nonmaximum suppression and IoU as a loss
function were used in object classification. The improvement of the C3 module, which
is considered the main TSR, has been changed as follows (Fig. 4).

The LeakyReLU activation function is another version of the ReLU activation
function, which is good at extracting and recognizing the features of objects.

LeakyReLU (x) =
{
a ∗ (x), if x ≤ 0
x, if x > 0

(8)

ReLU (x) =
{
0, if x ≤ 0
x, if x > 0

(9)

where a = 0.01.
YOLO neural network architecture is distinguished from other algorithms by its

high recognition speed [20]. Algorithm combined with regression problem compared
to CNN. The development of a neural network model of traffic sign recognition and
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Fig. 3. YOLOv5 neural network structure.
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Fig. 4. C3 module.

deep learning of the dataset was carried out based on the following hyper-parameters
(Table 3).

These hyperparameters were selected based on deep learning experiments on UTSD.
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Table 3. Hyperparameters.

№ Name Parametrs

1 Batch size 16

2 Learnig rate 0.001

3 Loss function IoU_Loss

4 Epochs 300

5 IoU 0.45

6 Activation function leakyReLU

7 Classification Softmax

8 Optimization function Adam

3.3 Data Augmentation

Traffic signs are organized to provide drivers with important statistics about the road
infrastructure, and are designed with specific shapes and colors that drivers like. In the
formation of a UTSD in the territory of Uzbekistan, in different seasons of the year
(spring, summer, autumn, winter) and at different times of the day and in different
weather conditions images were used. Figure 5 shows different views of rock fall danger
traffic signs in different countries.

Countries USA Australia Sweden Poland Uzbekistan 

Traffic 
sign  

Fig. 5. Rock fall danger traffic signs in different countries.

In this dataset, the input image size is 1280 × 720 (HD) and was taken by a surveil-
lance camera installed in cars. In this research work, annotation files of each image
were created using the labeling software tool. The formation of the dataset requires a
lot of work and a lot of time, so data augmentation methods (scaling, rotation, cropping,
resizing) have been proposed. These methods serve to improve the accuracy of object
recognition from images based on deep learning. In this case, it is important to create
a high-quality dataset in a short-time period and increase the accuracy of the system
of object recognition from images. This dataset was created in three steps: extracting
frames from video, labeled, and data augmentation of the dataset [20].
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4 Experiments and Analysis

4.1 Results

YOLO’s neural network architecture is modifiable, allowing customizations such as
adding layers, removing blocks, changing image processing, optimization, and activation
functions. As a result of the training, the accuracy of TSR increased by 2.6% than other
models (Table 4).

Table 4. Results obtained through road sign detection models.

№ Models mAP(%)

1 YOLOv5 + ShuffleNet-v2 + BIFPN + CA + EIOU (Haohao Zou) 92.5

2 Yolov5l + GSconv + PDCM + SCAM (Jie Hu) 89.2

3 Faster R-CNN + FPN + ROI Align + DCN (Xiang Gao) 86.5

4 YOLOv5 + DA + IP + C3 (our) 95.1

YOLOv5 is distributed in four different versions namely YOLOv5s, YOLOv5m,
YOLOv5l, and YOLOv5x. We have implemented our methodology using the YOLOv5s
algorithm because it is fast as well as accurate enough to perform real-time classification,
easy install to on mobile GPU ( Fig. 6).

Fig. 6. Our experimental methodology for TSDR.
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4.2 Experimental Analysis and Discussion

Weused theGTSDBdataset in this study to compare the performanceof fasterRCNNand
SSD models, with the proposed YOLOv5 algorithm. YOLOv5s network model is opti-
mized to develop to the embedded intelligent mobile platform [21]. The above enhance
methods improved the detection efficiency of our model by 3.9% overall (Table 5).

Table 5. Results of traffic sign recognition using the improved YOLOv5s.

Models Data augmentation Image preprocessing C3 module mAP(%)

YOLOv5s − − − 91.2

Improvement I + − − 92.9

Improvement II + + − 93.2

Improvement III + + + 95.1

The following software and hardware tools was used for the experiment (Table 6).

Table 6. Training environment.

CPU: Core i5 10400F OS: Ubuntu 20.04

GPU: NVIDIA RTX 3050Ti PyTorch version: 1.9

Memory RAM: 16G CUDA version: 10.1

Python version: 3.9 YOLO version: YOLOv5s

Torch-vision: 0.9 Numpy version: 1.18

Compiler environments: Anaconda

In this world, two minimum filters and six mean filters were used in the most time-
consuming refining of the transmission with the guided filter step Algorithms for parallel
calculation of these minimum and mean filters were developed on graphics processors
(Table 7). When programming with Compute Unified Device Architecture technology,
a stream block is allocated for each line of the image, and 128 streams are set for each
stream block [21]. To improve image quality, a parallel mean filtering algorithm was
developed based on the Prefix sum algorithm.
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Table 7. Evaluation of image processing algorithm execution time on CPU and GPU.

Image size 800*600 1280*720 1600*720 1920*1080

CPU 8.071 17.118 21.66 50.74

GPU 1.52 2.60 3.24 5.67

Efficiency 5.30 6.58 6.68 8.94

5 Conclusion

In this article, we developed YOLOv5 to solve the disadvantages existing in road sign
detection and recognition. Compared to the aforementioned latest methods, our methods
are more accurate and faster. A parallel processing model and algorithms for remov-
ing noise and increasing the brightness of dynamic images in graphic processors were
developed. The real-time image processing operation was reduced to 5.67 ms by parallel
implementation on GPU. A neural network model of traffic sign recognition was devel-
oped and the accuracy of traffic sign recognition increased by 3.9%. These algorithms
are an effective tool for recognizing traffic signs from video taken in different weather
conditions. A 5-fold increase in dataset size was achieved by using data augmentation
techniques to the traffic sign dataset. Based on the neural network model and software
tools, the functional structure of the software complex that creates the textual and sound
representation of the traffic signs determined from the images and the inter-program
communication interface was improved. In our further research, we will focus on the
development of object detection algorithms adapted to self-driving cars.
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Abstract. Human activity recognition (HAR) is a crucial component for many
current applications, including those in the healthcare, security, and entertainment
sectors. At the current state of the art, deep learning outperformsmachine learning
with its ability to automatically extract features. Autoencoders (AE) and convo-
lutional neural networks (CNN) are the types of neural networks that are known
for their good performance in dimensionality reduction and image classification,
respectively. As most of the methods introduced for classification purposes are
limited to sensor based methods. This paper mainly focuses on vision based HAR
where we present a combination of AE and CNN for the classification of labeled
data, in which convolutional AE (conv-AE) is utilized for two functions: dimen-
sionality reduction and feature extraction and CNN is employed for classifying the
activities. For the proposed model’s implementation, public benchmark datasets
KTH andWeizmann are considered, on which we have attained a recognition rate
of 96.3%, 94.89% for both, respectively. Comparative analysis is provided for the
proposed model for the above-mentioned datasets.

Keywords: Human Activity Recognition · Deep Learning · Convolutional
Neural Networks · Autoencoders · Convolutional Autoencoders

1 Introduction

Over the decades, there has been an increase in the demand for a system that can per-
form human activity recognition has attracted a significant amount of attention towards
HAR. Human activity refers to the movement of one or several parts of the person’s
body and it is basically determined by kinetic states of an object at different times [1].
HAR is the system that can automatically identify and analyze different human activities
from the different body movements by using machine learning and deep learning tech-
niques. HAR provides applications not only in the field of healthcare and surveillance
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but also for human computer interaction. Recent advancements in the field of neural
networks allow for automatic feature extraction instead of using hand-crafted features
to train HAR models. These models are primarily based on convolutional neural net-
work (CNN), autoencoders (AE), and long short-term memory (LSTM). These methods
extract important features from an image without any human supervision and provide a
better feature representation of images to recognize objects, classes, and categories.

Generally, most of them follow the steps as shown in Fig. 1. Firstly, there is a require-
ment of raw data can be collected using sensors and vision-based tools. In sensor based,
data is gathered from variety of sensors such as accelerometer, gyroscope, barometer,
compass sensor, and other wearable sensors. For vision-based datasets, it uses visual
sensing facilities, for example single camera or stereo and infrared to capture activities,
and the collected data can be in the form of either videos or images [6]. Then the col-
lected data goes through a pre-processing stage where processes such as segmentation,
cropping, resizing is applied, unwanted distortions are suppressed so that the quality of
the image is improved. Pre-processed data is then fed to the feature extractor; the pro-
cess of feature extraction is attained by using either machine learning or deep learning
techniques. In machine learning, features are extracted manually which are known as
hand crafted features with the help of descriptors such as local binary pattern (LBP),
histogram of oriented gradient (HOG), Scale-invariant feature transform (SIFT). In deep
learning, features are extracted by using neural networks such as in CNN it is done at
convolution layer and pooling layer. And lastly, activities are classified with the help of
support vector machines in ML and in DL by utilizing a fully connected layer of CNN.

Fig. 1. Framework of Human Activity Recognition.

Many approaches have been implemented for recognizing human activities using
deep learning model. From the surveys provided by [2–5], we have realized that most
work in the field of activity recognition is done on sensor-based models. Hence, one of
our objectives is to generate a model for vision based HAR. Going through different
types of deep learning algorithms in depth, we came to know that AE can extract unique
features along with dimensionality reduction property. So, we employed AE for the
classification of activities. We have implemented a small framework in which AE was
unable to predict the activities such that we can say that the efficiency of this algorithm
degraded when the labeled data as input was given and the output obtained from it had
some loss but, on the contradictory, the extracted features were far better than other
techniques resulted from the above-mentioned property.

As we know, CNN is known for the best results in classification. Keeping this point
in mind, to utilize AE’s functionality for labeled data, we proposed a hybrid model
for the classification of activities in which we employed two models i.e., Conv-AE
and CNN models. In this proposed model, Conv-AE is utilized for feature extraction
and dimensional reduction purposes and CNN for classification of activities from two
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standard public vision-based datasets:KTHandWeizmann. For the performance analysis
on both datasets, we have used a confusion matrix and accuracy for our proposed model.

In this paper, Sect. 2 reviews the existing literature including different deep learning
approaches used for vision based HAR. Section 3 provides a brief introduction to the
methods used and describes the methodology and tools and techniques that are utilized
in the proposed system. Section 4 provides the complete overview of the result and
comparative analysis of the system. It also includes the work plan of the proposed
model. And lastly Sect. 5 represents the conclusion and the future scope based on the
study done for the paper.

2 Literature Review

This section reviews the existing literature including different deep learning approaches
utilized for vision based HAR for KTH and Weizmann datasets. Several vision-based
activity recognition approaches were published in the last two decades. A considerable
amount of research has been done on HAR and different techniques of deep learning
have been published by the researchers over the decades to determine human activities.
It is reviewed on the basis of extracted features which include spatial features, temporal
features, and both spatial-temporal features.

Kiruba et al. [7] proposed a work that is based on three different stages. To reduce the
computational time and cost, discriminative frames were considered, Volumetric Local
Binary Pattern (VLBP) was utilized in the second stage. They discovered that the hexag-
onal volume local binary pattern (H-VLBP) descriptor outperforms all other novel geo-
metric shape-based neighborhood selection techniques for the identification of human
action. To achieve multi-class recognition and to reduce the dimensions, the decoder
layer is replaced with the softmax layer of the deep stacked autoencoder (SAE). They
were able to obtain an accuracy of 97.6% 98.6% for the KTH and Weizmann datasets,
respectively. Nigam et al. [9] proposed a method utilizing background subtraction for
human detection and employed it with LBP (local binary pattern) and multiclass-SVM
for classification of human activities. Their method was able to achieve an accuracy of
100% for Weizmann dataset.

Ramya et al. [11] proposed a method for HAR utilizing the distance transformation
and entropy features of human silhouettes. They tested their method for KTH andWeiz-
mann dataset and were able to obtain an accuracy of 91.4% for KTH and 92.5% for
Weizmann dataset. Karuppannan et al. [13] proposed the HAR method in three orthog-
onal planes (TOP) pyramidal histogram of orientation gradient-TOP (PHOG-TOP) and
dense optical flow-TOP (DOF-TOP) were also utilized with a SAE for reducing the
dimensions and lastly the output from SAE is fed to LSTM for classification. They were
able to achieve an accuracy of 96.50% and 98.70% for the KTH dataset and Weizmann
datasets, respectively.

For characteristics representation Gnouma et al. [8] took human actions as a series
of silhouettes. Furthermore, a stacked sparse autoencoder (SSA) system is provided for
automated human action detection. The updated history of binary motion image (HBMI)
is utilized as the first input to softmax classifier (SMC). They evaluated their method
on the KTH and Weizmann dataset and obtained an accuracy of 97.83% and 97.66%
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respectively. Song et al. [10] proposed the method of feature extraction by using the
recurrent neural network (RNN) and theAE. The features of RNN effectively express the
behavior characteristics in a complex environment, and it is merged with AE via feature
similarity to generate a new feature with greater feature description. The experiments
using KTH and Weizmann datasets demonstrate that the technique suggested in the
research has a high recognition rate as they achieved an accuracy of 96% and 92.2% for
the KTH and Weizmann datasets, respectively.

Mahmoud et al. [12] proposed an end-to-end deep gesture recognition process (E2E-
DGRP) which is used for large scale continuous hand gesture recognition using RGB,
depth and grey-scale video sequences. They achieved 97.5% and 98.7% accuracy for the
KTH and Weizmann dataset, respectively. Garg et al. [14] proposed a model where they
used a hybrid model of CNN-LSTM for feature extraction and classification of human
actions.On testing theirmodel forKTHandWeizmann datasets theywere able to achieve
an accuracy of 96.24% and 93.39% on KTH and Weizmann datasets, respectively.

Singh et al. [15] analyzed the real world HAR problem. They proposed a model
utilizing discrete wavelet transform and multi-class support vector machine classifier
to recognize activities. They used KTH and Weizmann datasets to test their model and
obtained a recognition rate of 97% for both the datasets. A deep NN-based approach
is suggested by Dwivedi et al. [16] for identifying suspicious human activity. The deep
Inception V3 model in this instance extracts the key features for discrimination from
images. They feed features into LSTM. The proposed system is tested against eleven
benchmark databases, including the KTH action database and the Weizmann datasets.
The suggested method had a 98.87% recognition rate.

To extract features, Badhagouni et al. [17] suggested that a CNN classifier be com-
bined with the Honey Badger Algorithm (HBA) and CNN. The projected classifier is
used to recognize human behaviors like bending, strolling, and other similar ones. HBA
can be used to improve CNN performance by optimizing the weighting parameters. The
proposed method was tested using the Weizmann and KTH databases. Saif et al. [18]
proposed a convolutional long short-term deep network (CLSTDN) consisting of CNN
andRNN. In thismethodCNNuses Inception-ResNet-v2 to classify by extracting spatial
features and lastly RNN uses Long Short-Term Memory (LSTM) for prediction based
on temporal features. This method achieved an accuracy of 90.1% on KTH dataset.

3 Proposed Methodology

We have proposed a hybrid model using convolutional type of autoencoder (Conv-AE)
and CNN in which Conv-AE is utilized for two objectives- one is for dimensionality
reduction and the other is for extracting features, and CNN model is utilized for the
classification of activities by using vision-based datasets i.e., KTH and Weizmann.

3.1 Convolutional Autoencoder (Conv-AE)

An autoencoder is a feed-forward neural network that has the same output as input and
is based on unsupervised learning technique. As shown in Fig. 2 input layer’s size is the
same as the size of output layer. They consist of three main layers- an encoder, a code,
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and lastly a decoder. Latent space representation is the output obtained from the encoder
layer after compression. It encodes the input image in a compressed form into a reduced
dimension. The compressed image obtained from the encoder layer will be a distorted
form of the original input image. The second layer is known as the code layer which is
the compressed input going to be fed to the decoder.

Fig. 2. Basic Architecture for the Autoencoder (AE).

And lastly, the decoder layer decodes the input compressed image back to its original
dimensions. The decoded form of image is regenerated from latent space representation,
and it’s the reconstruction of the original image consisting of some loss. There are
different types of AE and for our proposed method we are going to use Conv-AE which
is same as the simple AE, as it is used for dimensionality reduction and it also has same
number of input and output layers, the only difference is that the network of encoder
layers converts into a network of convolutional layers and the decoder layer changes
into a transpose of convolutional layers.

3.2 Convolutional Neural Network (CNN)

Convolutional neural network is a type of feed-forward neural network commonly uti-
lized for extracting features and classifying images. As you can see in Fig. 3 it is made
up of three layers namely convolutional layer, pooling layer, and fully connected layer.
At the convolutional layer, convolution operations are performed on the passed image.
The output of this layer gives us information about corners and edges of an image. This
operation reduces the size of the numerical presentation so that only the important fea-
tures are sent further for image classification which helps in improving accuracy. Then
they obtained feature map is provided to a pooling layer as input which further helps in
reducing the size of the feature map which forces the network to identify key features
in the image. The extracted key features from the pooling layer are then passed through
a flattening layer which converts the pooled feature map into a single column known
as vectors. The column of vectors is then passed to the fully connected layer which
consists of weights, biases, and neurons. Here, the process of classification takes place
as the vectors go through a few more fully connected layers. And to resolve the problem
of over-fitting batch normalization is used. And, lastly the output from fully connected
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layers passes through a softmax activation function which computes the probability dis-
tribution and gives the most probabilistic output as to which input image belongs to
which class [19].

Fig. 3. General Architecture of the Convolutional Neural Network (CNN).

As we know that, Conv-AE works best for classifying the images for unlabeled data
which makes it difficult to predict the data for labeled classes but because of its ability
of dimensionality reduction, we are going to employ it with CNN where Conv-AE is
utilized for feature extraction and dimensionality reduction purposes and 2D-CNN is
used for classification.

3.3 Pre-processing

For the input to the model, pre-processing is done on the datasets. Operations such as
segmentation is performed to convert into frames from videos at the given rate of frames
per second, normalization is implemented to transform the dataset’s value into a common
scale, resizing converts the input shape of the image from 120 × 260 × 3 to 100 × 140
× 1 for the KTH dataset and 144 × 180 × 1 for the Weizmann dataset.

3.4 Feature Representation

To perform the process of feature extraction, we have taken 3 convolutional layers for
the encoder and the number of filters for the same are 64, 32, 16. The kernel’s size is the
same for all the layers that is (3, 3) with strides of size (1, 1) and the padding used is kept
valid for the model.We have also added a pooling layer, more specifically a max-pooling
layer of size (2, 2) in all Conv2D layers, as you can see from Fig. 4. Increasing the depth
by adding number of layers not only helps with better representation of features but
also causes the problem of over-fitting, to overcome that a layer of batch normalization
is applied to the first and third layer of Conv2D of the encoder and the loss continues
decreasing.
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Fig. 4. Framework of the proposed method for Human Activity Recognition.

For the decoder, the same number of layers with exact number of filters are applied,
but in transposed order of encoder, as the decoder is just the transpose of the encoder, the
only difference is that instead of using amax-pooling layer we have used an up-sampling
layer of size (2,2) between the three Conv2D layers. Lastly the output from the decoder
is passed through a Conv2D layer of filter size 1 which represents present channels in
the image. For all the layers an activation function is used known as leaky relu with the
slope value of 0.2.

3.5 Classification

The 2-dimensional output from the decoder can’t be a direct input to the fully connected
layer, it is then transformed into a column of vectors by passing through a flatten layer so
that it can be fed to the CNNmodel. For fully connected layer we have employed 3 dense
layers with filter size of 32, 16 and last one has the number of filters same as the number
of classes of dataset, in between we have also utilized a dropout layer to reduce over-
fitting, dropping 20% of the neurons. And lastly there’s a softmax activation function
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which provides us with the output based on probability and classifies the activity based
on their classes. As you can see from diagram 4 an input image of KTH dataset is given
to the model, and it provides hand-waving as the highest probability.

4 Experimental Results

4.1 Datasets

For data processing, initially the frames are extracted from the videos to provide to
the model as input. Our proposed model is implemented on the vision based standard
public benchmark datasets i.e., KTH and Weizmann. KTH dataset is a recorded video
database consists of videos which are 600 in number of 6 activities named as boxing,
handclapping, hand-waving, jogging, running and lastly walking that is performed by
25 people in four different environments with different angle, illumination conditions,
clothing and gender and having frame rate of 25 frames per second (fps). The dimension
of each video in the database is 120 x 160 x 3. We have used all 6 activities for training
and classification [20].

Fig. 5. Still images consisting of different actions and viewpoints from the KTH and Weizmann
dataset.

Weizmann dataset consists of 90 videos containing 10 different activities such as
bend, gallop sideways, jump, jump in place, jumping jack, one hand wave, two hands
wave, run, skip, walk performed by 9 different subjects with 30 frames per second frame
rate and having dimension of each video is 144 x 180 x 3, all 10 activities are considered
for classification purposes [21] as one can see in Fig. 5.

For the implementation of the model, we have utilized the Jupyter notebook environ-
ment of Google Colaboratory with Keras Deep Learning API. The model was compiled
with the help of categorical cross-entropy and for optimizer RMS-prop was used. Divid-
ing the data in the ratio of 2:8 for testing and training for both the datasets where the
random state is kept zero and shuffle is set to true. Table 1 gives the idea about different
hyper-parameters used for the KTH and Weizmann dataset.
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Table 1. Hyper-parameters used in the model for KTH and Weizmann dataset.

Hyper-parameters KTH dataset Weizmann Dataset

Videos 600 90

Epochs 30 35

Batch size 15 5

Train-test ratio 8:2 8:2

Frames per class 50 50

Total number of frames 30000 4500

Dimension of video 120 x 160 x 3 144 x 180 x 3

4.2 Results and Discussions

During implementation on Google Colaboratory, we faced the problem of crashing of
model during the execution time when 60 frames were taken from each video in case
of KTH dataset. The accuracy varied when the model was trained on different compute
engine backend such as TPU and GPU of Google Colaboratory and more time was
taken for the implementation. But TPU obtained the best results with foremost training
accuracy and prediction rate. We have implemented this model with varying hyper-
parameters such as train and test ratio, batch-size, epochs, resizing the frames, number
of layers, optimizers, and filter size to achieve the best prediction accuracy rate. When
the data was divided into 9:1 or 7:3 train test ratio it had a visible effect on the accuracy
as the model was unable to predict correctly. We also trained our model between a range
of 5 to 40 epochs for both datasets and with different batch sizes. But the most accurate
result was obtained when we set the epochs at 30 and 35 with batch size 15 and 5 for
the KTH and Weizmann datasets, respectively.

Relu activation function was considered to employ in the model as the time taken to
learn by relu is less and is computationally less expensive than other activation functions,
but it kept causing a problem of dying relu that is when many relu neurons only output
values of 0. That’s why instead of utilizing relu we implemented leaky relu activation
function.

Initially we implemented the model containing only two Conv-2D layers, but the
resultswere betterwith three layers andonly twobatchnormalization layers in between to
avoid over-fitting, as we know the increasing number of layers is directly proportional to
the better classification of activities if the problem of over-fitting is kept in consideration.
RMS-prop was decided to use as an optimizer when implementing the model with Adam
and Stochastic Gradient Descent (SGD) optimizers didn’t have any effect on the model’s
accuracy. As the amount of data given as input to the model also has an effect on the
prediction accuracy, we provided a varying range of data to the model and tested it,
we came to know that increasing the data lead to an increase of 2.5% in the accuracy,
resizing was also done on the frames to make it easier for the model to extract features
and to load and execute the program faster. Confusion matrix and accuracy were utilized
for the evaluation of the proposed model. We have also provided comparative analysis
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for the KTH and the Weizmann datasets. The confusion matrix is also formulated with
the graph as the performance matrix for both datasets as shown in Fig. 6 (a), (b). Our
proposed model’s effectiveness is analyzed by comparing the highest accuracy of our
model with the other methodologies on both datasets as shown in Table 2.

Fig. 6. Confusion matrix of (a) KTH dataset and (b) Weizmann dataset for proposed model

Table 2. Comparative analysis between obtained accuracy (%) for KTH and Weizmann dataset.

Author Year Methodology KTH Weizmann

[22] 2016 MI-ULBP 77.16 75.66

[23] 2019 Fusion of heterogeneous features + SMO + SVM 92.28 91.69

[24] 2020 SVM + ANN 87.57 86

[11] 2021 Distance Transform + Entropy Features + ANN 91.4 92.5

[25] 2022 Fuzzy Clustering Model 92.90 91.41

[26] 2022 CAE-DMD - 91.1

[14] 2022 CNN + LSTM 96.24 93.39

[18] 2023 CLSTDN 90.1 -

- 2023 Conv-AE + CNN 96.3 94.89

5 Conclusions and Future Scope

Thisworkmainly focuses onvision basedHARwith the help of deep learning algorithms.
We have employed deep learning through convolutional autoencoders to extract features
from the input data. And then a convolutional neural network is implemented to classify
the activities according to their respective classes. The proposed model improves the
quality of extracted features which then provides better classification. On implementing
these algorithms separately we realized that CNN performed quite efficiently in predict-
ing the labeled dataset whereas AE provided better features. Therefore, we proposed
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a hybrid HAR model of AE and CNN algorithms for classifying the human activities.
In this paper, Conv-AE is employed for the purposes of dimensionality reduction and
feature extraction whereas CNN was used for the classification of the human activities.
For the testing of the proposed model, vision based public benchmark datasets namely
KTH and Weizmann were utilized. We have implemented proposed methodology with
varying hyper-parameters from which we were able to obtain an accuracy of 96.3%
and 94.89%for the KTH dataset and Weizmann dataset, respectively. From the given
comparative analysis, our model was able to perform well in comparison to other state
of the art methods and enhances the performances of HAR methods. A HAR system
using deep learning techniques needs better feature representation, so fusion techniques
for getting hybrid features with better resolution images can give us better results. Other
deep learning techniques instead of CNN can be combined with the various feature
descriptors to explore better accuracy results.
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Abstract. In an effort to enhance the efficiency and precision of man-
ual part assembly in industrial settings, the development of software for
assembly guidance becomes imperative. Augmented reality (AR) tech-
nology offers a means to provide visual instructions for assembly tasks,
rendering the guidance more comprehensible. Nevertheless, a significant
challenge lies in the technology’s limited object detection capabilities,
especially when distinguishing between similar assembled parts. This
project proposes the utilization of deep learning neural networks to
enhance the accuracy of object recognition within the AR guided assem-
bly application. To achieve this objective, a dataset of assembly parts,
known as the Visual Object Classes (VOC) dataset, was created. Data
augmentation techniques were employed to expand this dataset, incorpo-
rating scale HSV (hue saturation value) transformations. Subsequently,
deep learning models for the recognition of assembly parts were devel-
oped which were based on the Single Shot Multibox Detector (SSD) and
the YOLOv7 detector. The models were trained and fine-tuned, targeting
on the variations of the positions of detected parts. The effectiveness of
this approach was evaluated using a case study involving an educational
electronic blocks circuit science kit. The results demonstrated a high
assembly part recognition accuracy of over 99% in mean average preci-
sion (MAP), along with favorable user testing outcomes. Consequently,
the AR application was capable of offering high-quality guidance to users
which holds promise for application in diverse scenarios and the resolu-
tion of real-world challenges.
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1 Introduction

An AR system enriches the real world with computer-generated virtual objects,
seamlessly blending them into the physical environment. These virtual elements
coexist with real-world surroundings, interact in real-time, and are accurately
positioned relative to the real environment in three dimensions [1]. Leveraging
these characteristics, numerous researchers have endeavored to integrate aug-
mented reality into practical scenarios, such as enhancing digital education [2],
refining spot-welding precision [3], and optimizing facility layout planning [4].

The prevailing techniques for object detection in augmented reality sys-
tems encompass marker-based and markerless algorithms [5]. Marker-based
approaches utilize physical markers affixed to real-world objects for localiza-
tion and tracking, while markerless methods rely on spatial geometry for object
discrimination, dispensing with the need for physical markers. Although both
approaches perform capably in a variety of augmented reality (AR) applica-
tions, they exhibit certain design limitations and cannot consistently deliver
high object identification accuracy across all scenarios.

The integration of deep learning and computer vision to execute object detec-
tion tasks within augmented reality broadens its applicability to practical sce-
narios. Deep learning-based object detectors can be broadly classified into two
categories: two-stage detectors and one-stage detectors. Two-stage detectors ini-
tially extract feature vectors from images, which are then employed as inputs
for model training. In contrast, one-stage detectors classify regions of interest
as either target objects or background within input images, offering significant
speed advantages for real-time object detection applications. However, they tend
to exhibit slightly lower prediction performance compared to two-stage detectors
[6].

Joseph et al. [7] developed YOLO, a one-stage, real-time deep learning-based
detector that treats object detection as a regression problem. It divides the
image into predetermined matrix cells and uses a single neural network to pre-
dict probabilities and bounding boxes simultaneously. Despite its fast speed,
earlier versions like YOLOv2 and YOLOv3 faced challenges in precise localiza-
tion and detecting small and crowded objects [6]. However, the latest version,
YOLOv7, boasts significant improvements, surpassing both SWIN-L Cascade-
Mask R-CNN and ConvNeXt-XL Cascade-Mask R-CNN in speed and accuracy
[8]. To address YOLO’s limitations in detecting small objects, Lin et al. [9] intro-
duced the Single Shot Multibox Detector (SSD) in 2016. Like YOLO, SSD also
divides the input image into cells. However, SSD utilizes a range of anchors with
different sizes, scales, and aspect ratios to optimize bounding boxes. This app-
roach allows SSD to precisely detect small objects accurately. Furthermore, SSD
performs detection exclusively on deeper network levels, in contrast to previous
single-stage detectors that conducted experiments on multiple network layers
with varying sizes.

This study seeks to address the challenge of slow object detection in two-stage
object detectors by proposing the utilization of YOLOv7 for detecting objects
of interest within input images. Additionally, the study integrates the SSD to
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enhance the precision of detecting smaller objects. The proposed guided system
also provides instructions for correct or incorrect assembly steps, with the goal
of improving user experiences.

2 Methodology

Fig. 1. System overview.

Figure 1 provides an overview of the proposed system. The initial pre-processing
step primarily focuses on data augmentation to enhance the quality of input
images. This involves various image transformations that allow the model to
train on multiple images subjected to different lighting conditions, flips, and
scales. These transformations help mitigate inaccuracies caused by camera move-
ments and variations in ambient light. For more details on the transformations
employed in this work, refer to Fig. 2. The SSD architecture utilizes VGG16 as
the backbone network to extract multiple layers of feature maps and applies 3×3
convolution filters for object detection [9]. In YOLOv7, several enhancements
are introduced, such as the use of Extended Efficient Layer Aggregation Net-
works (E-ELAN) to improve model efficiency and learning convergence, model
scaling to optimize hardware usage, and planned re-parameterized convolution
to maintain accuracy when combined with other architectures. Additionally, a
coarse-to-fine lead head guided label assigner is designed as a deep supervision
technique to enhance model performance [8].
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(a) Geometric (scale) (b) Photometric (HSV) (c) Flip

Fig. 2. The data augmentation involved in the study that include (a) geometric, (b)
photometric, and (c) flip transformations.

2.1 Dataset Collection and Image Pre-processing

The educational electronic blocks circuit science kit components were captured
under two scenarios: using an iPhone rear camera under a lamp, resulting in
slightly sharpened images with high contrast and noticeable shadows, and with
a different camera under specialized lighting equipment, producing softer colors
with no apparent shadows. A total of nearly 500 images were captured from
a nearly constant perspective. Seven target objects were identified, including
five components required for the target assembly, an assembly board, and other
assembly components not in use. These components are illustrated in Table 1.

2.2 Step Detection

A step detection algorithm is employed to ascertain the fulfillment of assembly
step requirements. During this phase, the output from the object detector under-
goes processing to extract step-related information, as illustrated in Fig. 3. The
assembly step is marked as completed only when the assembly board is detected,
and the required assembly part is detected inside the board at the specified posi-
tion. The correctness of the part’s placement is determined by calculating the
relative position of the assembly part’s center in relation to the assembly board’s
center and comparing it to a preset value. The step detection algorithm produces
a 12-element Boolean list as output. The prototype is developed using Unity3D,
integrated with Vuforia Engine, and runs on a mobile device.

3 Results and Discussion

3.1 Prototype

Figure 4a showcases the primary components of the user interface (UI): three
hints, a 3D model, labels, bounding boxes, and three buttons. The first hint
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Table 1. The components from the educational electronic blocks circuit science kit
used for this study.

Board Label 2 Label 9

Label 15 Label 17 Label 70

Incorrect rotation Not used Flipped
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Fig. 3. Proposed step detection algorithm.

conveys the current step number, the second hint provides responses upon click-
ing the check button (with red text denoting incorrect assembly), and the third
hint delivers current step instructions. The 3D model guides users on the place-
ment of assembly components. Labels and bounding boxes display the predicted
class label (9), confidence value (95%), and location of the detected assembly
part, with green indicating necessary components. The left-hand preview but-
ton permits users to revert to the previous assembly step, while the right-hand
next button enables progression to the next step when active. Clicking the check
button in the middle yields current assembly results.
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(a) Sample UI (b) Successful scenario

(c) Incorrect component (d) Preview button is cliced

Fig. 4. The sample UI of the developed prototype with different scenarios.

Figure 4b illustrates a successful assembly scenario. The green text in the
second hint confirms correct assembly. In this state, preview and next buttons
are interactive, and the current step instruction disappears. Users have the choice
to continue assembly, return to the previous step, or remain in the current step.
Figure 4c presents a situation where the correct assembly part is identified but
placed incorrectly. The red text in the second hint notifies users of the assembly’s
incorrect placement. Upon clicking the preview button, as shown in Fig. 4d, the
third hint informs users of their return to the previous step and displays the
current step instruction.

3.2 SSD Performance

Following 300 epochs of SSD model training, the fine-tuned detector achieves
assembly component detection with a mean average precision (MAP) of 99.39%.
Notably, the average recall value is marginally lower than the average precision
value, with the lowest recall observed for assembly part 17. This suggests that
the deep learning model is more likely to miss detecting an object, especially
assembly part 17, rather than incorrectly recognizing it. A possible explanation
is the color variation in assembly part 17 under slightly changing lighting con-
ditions. Table 2 provides precision, recall, F1-score, and mAP values for each
class.
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Table 2. Performance of SSD detector

Class Precision Recall F1-score

15 94.25% 94.80% 0.95

17 100.00% 87.18% 0.93

2 99.25% 91.70% 0.95

70 99.02% 99.02% 0.99

9 100.00% 95.00% 0.97

Board 98.35% 100.00% 0.99

Incorrect Components 95.35% 91.99% 0.94

Mean mAP 99.39%

3.3 YOLOv7 Performance

The fine-tuned YOLOv7 detector achieves a MAP of 99.68% in detecting assem-
bly parts after 300 training epochs. Precision and recall values approach 100%
for all classes. Instances of model misidentification or failure to detect assembly
parts, such as parts 15, 2, or incorrect components, are rare. Table 3 presents
precision, recall, and F1-score values for each class.

Table 3. Performance of YOLOv7 detector

Class Precision Recall F1 Score

15 99.30% 99.30% 0.99

17 100.00% 100.00% 1.00

2 100.00% 98.78% 0.99

70 100.00% 100.00% 1.00

9 100.00% 100.00% 1.00

Board 100.00% 100.00% 1.00

Incorrect Components 99.63% 98.55% 0.99

Mean mAP 99.68%

3.4 User Testing

User testing, involving 10 participants, was conducted to gather feedback on
user experiences with the developed prototype. Results reveal that 90% of users
find the prototype’s latency acceptable. However, users reported that assembly
component recognition was accurate in 70 of cases during actual usage, with
occasional issues such as intermittent battery detection failures or the detector’s
inability to distinguish between very similar parts. These challenges appear to
be related to factors like the battery’s reflective glass cover and the lighting
environment.
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Regarding instructions, 90% of users found them readable and accurate. One
user raised concerns about the uncommon term “diode” and the unclear button
name “check” in the instructions. In terms of UI design, 80% of users expressed
satisfaction, with two users providing suggestions for improvement based on their
feedback. The System Usability Scale (SUS) questionnaire [10] revealed that 90%
of users agreed that the prototype is user-friendly, integrates functions well, and
provides trustworthy instructions, while one user expressed a neutral opinion.

4 Conclusion

This study has introduced the development of a guided assembly task proto-
type through an augmented reality (AR)-based mobile application. The pro-
totype effectively positions 3D models to instruct users on the correct place-
ment of essential components. The performance of the SSD detector, which
enhances boundary box detection, and the YOLOv7 model for detecting small
objects, surpasses 95% in various aspects, meeting the requirements for real-
world applications. The prototype generally fulfills the criteria of accurately
detecting assembly parts, offering clear and accurate instructions, and presenting
augmented reality components to aid in assembly. Nevertheless, several factors,
including lighting conditions, can influence detection accuracy. Further improve-
ments can be pursued by collecting more images under diverse lighting conditions
to enhance assembly component detection accuracy. Additionally, refining the
data pre-processing stage can result in optimized, faster, and more precise small
object detection and recognition performance.
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Abstract. A fundamental challenge in computer vision is accurately modelling
3D faces from images. It facilitates the creation of immersive virtual experiences,
realistic facial animations, and reliable identity verification. This research intro-
duces an innovative approach aimed at reconstructing intricate facial attributes,
encompassing shape, pose, and expression from a single input image. The pro-
posed methodology employs a fusion of two potent techniques: 3D Morphable
Models (3DMMs) and advancedDeep Learning (DL)methodologies. By integrat-
ing DL into tasks like face detection, expression analysis, and landmark extrac-
tion, the framework excels in reconstructing realistic facial attributes from single
images even in diverse environments. The framework achieves compelling results
in reconstructing “in-the-wild” faces, exhibiting notable fidelity while preserving
essential facial characteristics. Experimental evaluations confirm the effectiveness
and robustness of our approach, confirming its adaptability across various scenar-
ios. Our research contributes to the advancement of 3D facemodelling techniques,
addressing the challenges of accurate reconstruction and holding promise for
applications in virtual reality, facial animation, medical, security, and biometrics.

Keywords: 3D Facial Reconstruction · 3D Morphable Model · Face Detection ·
Facial Landmark Detection · Face Model Fitting

1 Introduction

Facial reconstruction from images has evolved into a critical challenge in computer
vision. The accurate modelling and reconstruction of the 3D shape, pose, and expression
of a face from an image has garnered significant attention and found crucial applications
in domains such as virtual reality, facial animation, medical, security, and biometrics
[1–4]. The advancements in accurate and realistic 3D face modelling have paved the
way for immersive virtual experiences, lifelike facial animations in movies and games,
and reliable identity verification systems [5–7].

Image-based methods for facial reconstruction have played a pivotal role in driv-
ing progress in this field. These methods leverage the abundance of visual information
available in images and enable the reconstruction process without requiring expensive
and intrusive hardware setups. The development of accurate and effective image-based
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B. J. Choi et al. (Eds.): IHCI 2023, LNCS 14532, pp. 115–126, 2024.
https://doi.org/10.1007/978-3-031-53830-8_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-53830-8_12&domain=pdf
https://doi.org/10.1007/978-3-031-53830-8_12


116 I. Deshmukh et al.

reconstruction techniques has been considerably aided by the abundance of readily acces-
sible image data, the rapid progress of Deep Learning (DL) techniques, and the easy
availability of large-scale datasets.

The domain of 3D face modelling has made significant advancements lately, pro-
pelled by breakthroughs in DL techniques, particularly, Convolutional Neural Networks
(CNN) for image processing [8]. This progress has been fueled by the need to overcome
the limitations of traditional approaches that relied on handcrafted features and labour-
intensive manual annotation. To achieve accurate facial reconstruction, researchers have
explored various techniques and representations, aiming to capture the intricate details
of human faces.

An extensively employed approach for 3D facial modelling is the utilization of 3D
MorphableModels (3DMMs) [9], which offers a versatile and parametric representation
of facial geometry and appearance [10]. 3DMMsprovide a condensed yet comprehensive
representation that can be utilised to reconstruct and modify 3D faces by capturing
the variations in facial form, texture, and expressions within a low-dimensional space.

This paper introduces an innovative approach to 3D facemodelling that combines the
strengths of 3DMMs and integrates DL-based techniques for face detection, landmark
extraction and expressions. The primary focus is on achieving a realistic reconstruction
of facial shape, pose, and expression from a single input image, particularly in complex
“in-the-wild” conditions. Our method aims to overcome the limitations and deliver a
robust and efficient solution for facial reconstruction.

This paper makes several significant contributions:

• A unique approach that combines the flexibility and parametric representation of
3DMMsby leveraging the precisionofDL-based approaches. This integration enables
realistic and detailed reconstruction of facial geometry and appearance from an input
image.

• The proposed method uses a single image for reconstruction that can be implemented
in real-time systems as it is computationally less expensive and has more processing
speed.

• The proposed method holds promise for various applications such as virtual reality,
facial animation, and biometrics, where 3D facial modelling is crucial.

2 Related Work

The growth in 3D facial modelling and reconstruction has been particularly driven by
the need to accurately capture the pose, shape, and expression of human faces. Previous
studies have explored various approaches, with a particular emphasis on 3DMMs and
image-based methods. This section provides an overview of the related work in these
areas, highlighting the key contributions and limitations of each approach.

2.1 3DMM-Based Methods

3DMMs are widely used for 3D facial modelling, providing a parametric framework to
capture facial geometry and appearance variations. Blanz and Vetter [9] pioneered the
concept and showcased their effectiveness in reconstructing faces from 3D scans. These
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models encode shape, texture, and expression variations in a low-dimensional linear
space, enabling efficient and compact representation.

Since then, researchers have made significant advancements in 3DMMs to enhance
their accuracy and applicability. Booth et al. [11] introduced the Large-Scale Facial
Model (LSFM), a comprehensive 3DMM that incorporates statistical information from
a diverse human population. The model analyzes the high-dimensional facial manifold,
revealing clustering patterns related to age and ethnicity. Although the LSFM shows
promise for medical applications due to its sensitivity to subtle genetic variations, further
research and validation in this domain are warranted.

Tran et al. [12] introduced a method that learns a nonlinear 3DMM model from a
large set of unconstrained face images, eliminating the need for 3D scans. They employed
weak supervision and leveraged a large collection of 2D images. Similarly, [13] uti-
lized an encoder-decoder architecture to estimate projection, lighting, shape, and albedo
parameters, resulting in a nonlinear 3DMM. However, the learned shape exhibits some
noise, especially around the hair region. In [14], an approach to enhance the nonlinear
3D face morphable model by incorporating strong regularization and leveraging prox-
ies for shape and albedo was presented. The method utilized a dual-pathway network
architecture that balances global and local-based models. Nevertheless, the model may
face challenges when dealing with extreme poses and lighting conditions.

Dai et al. [15] proposed the Liverpool-York HeadModel (LYHM), a fully-automatic
statistical approach for 3D shape modelling, enhancing correspondence accuracy and
modelling ability. However, variations in lighting, expressions, or occlusionsmay impact
texture mapping quality. Similarly, [16] introduced 3DMM-RF, a facial 3DMM combin-
ing deep generative networks and neural radiance fields for comprehensive rendering, yet
challenges remain in accurately renderingoccluded areas andflattened eye representation
in the training data.

In [17], the authors introduced the SadTalker system to create stylized audio-driven
animations of talking faces from single images. This approach involves generating 3D
motion coefficients from audio and utilizing a unique 3D-aware face rendering method
for animation. However, the emphasis of this method is primarily on lip movement and
eye blinking, leading to generated videos having fixed emotions.

2.2 Image-Based Methods

These methods leverage the abundance of visual information available in images and
enable the reconstruction process without requiring expensive and intrusive hardware
setups. Recent advancements in DL techniques have revolutionized image-based facial
reconstruction.

Jiang et al. [18] employed a coarse-to-fine optimization strategy for 3D face recon-
struction, refining a bilinear face model with local corrective deformation fields. How-
ever, it is sensitive to face deviations from the training datasets, ambiguities in albedo
and lighting estimation, and reliance on the quality of detected landmarks. In [19], the
incorporation of expression analysis and supervised/unsupervised learning for proxy
face geometry generation and facial detail synthesis was proposed. Their method excels
in handling surface noise and preserving skin details, but it has limitations in accounting
for occlusions, hard shadows, and low-resolution images.
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Afzal et al. [3] utilized feature extraction and depth-based 3D reconstructionmethod.
However, the method does not consider facial expressions, which limits its applicability
in dynamic scenarios or facial recognition applications. On the other hand, [20] focused
on high-fidelity facial texture reconstruction using GANs and DCNNs for single-image
reconstruction. Their approach achieves impressive results but may face challenges
with extreme expressions, challenging lighting conditions, limited data availability, and
computational complexity, impacting its real-time performance and scalability.

In [21], AvatarMe, a method for reconstructing high-resolution realistic 3D faces
through single “in-the-wild” images was proposed. The approach includes facial mesh
reconstruction and head topology inference that allows for complete head models with
textures. However, the training dataset contains insufficient cases of individuals from
various ethnicities, potentially resulting in lower performance in reconstructing faces. In
[22], a model utilizing a generative prior of 3D GAN and an encoder-decoder network
was proposed that can be generalized to new identities efficiently. This addresses the
limitation of personalized methods and expands practicality.

Approaches for the reconstruction from multi-view images were explored by [23,
24], and [25]. The approach of [23] combined traditional multi-view geometry with DL
techniques, but it relies on high-quality 3D scans, limiting performance. A fast and accu-
rate spatial-temporal stereo matching scheme using speckle pattern projection was pro-
posed by [24], while [25] introduced a method for high-quality 3D head model recovery
from a few multi-view portrait images. However, results depend on input image quality
and computational demands may restrict real-time or resource-constrained applications.
Obtaining sufficient high-quality images from different viewpoints can be challenging
in practical or real-world settings.

3DMMs have offered a parametric representation for capturing facial variations,
while image-basedmethods have leveragedDL techniques to extract information directly
from images. However, several challenges remain, including the robustness to varying
illumination and occlusion, handling large pose variations, and preserving fine-scale
details in “in-the-wild” scenarios. The proposed method aims to address these chal-
lenges by leveraging the advantages of both 3DMM-based and image-based approaches,
providing a more accurate and robust framework for 3D facial reconstruction.

3 Methodology

This section outlines themethodology employed for the proposed approach. The process
involves several key steps, including initialization, face detection and landmark extrac-
tion, fitting process, and output generation. Figure 1 provides a visual representation of
the methodology proposed in our research.
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Fig. 1. Our facial reconstruction process includes face detection, landmark detection, and refine-
ment of a 3D face model based on the input image. By optimizing the model to minimize dis-
crepancies between projected and extracted landmarks, we achieve a realistic reconstruction. The
final result is a composed image obtained by rendering and compositing the reconstructed face
with the original image, enabling further analysis.

3.1 3D Morphable Model

For reconstruction using 3DMM, we utilize the popular Basel Face Model (BFM) 2009
[26]. The parameterization of each face involves angular meshes with 53,490 vertices.

S = S(α, β) = S + Bidα + Bexpβ (1)

T = T (γ ) = T+Btγ (2)

In Eqs. (1) and (2), S and T represent the average face shape and texture, respectively.
Bid,Bexp, andBt are the PCAbases of identity, expression, and texture respectively. These
bases are scaled with standard deviations. The coefficient vectors α, β, and γ are used
to generate a 3D face.

The expression bases, Bexp, utilized in our method, as described in [27], consist of
53,215 vertices. To reduce dimensionality, a subset of these bases is selected, resulting
in coefficient vectors α ∈ F

80, β ∈ F
64 and γ ∈ F

80 where F represents the field of real
numbers. It is important to note that the cropped model used in our approach contains
35,709 vertices.
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3.2 Camera Model

A perspective camera model is employed to record the 3D-2D projection geometry of
the face. The camera model incorporates a focal length determined through empirical
observations, enabling us to precisely represent the connection between the 3D face and
its 2D projection.

The 3D pose of the face, denoted as θ, is expressed using a rotation matrix R ∈
SO(3) (Special Orthogonal group in three dimensions) and a translation vector t ∈ F

3

(three-dimensional space). These parameters, R and t, define the camera’s orientation
and position relative to the face. By applying this camera model, we can project the 3D
facial information onto a 2D image plane, facilitating further analysis and processing of
the face data.

3.3 Illumination Model

The illumination model used is based on the concept of spherical harmonics (SH) [28,
29] basis functions Hb: F3 → F. The colour C at a vertex with normal vector n and
tangent vector t, parameterized by the coefficients γ, can be expressed as the dot product
between t and the linear combination of spherical harmonic basis functions:

C(n, t|γ ) = t · (γ 1 ∗ �1(n) + γ 2 ∗ �2(n) + ... + γB ∗ �B(n)) (3)

In Eq. (3), �1(n), �2(n),…, �B(n) represent the spherical harmonic basis functions
evaluated at the normal vector n. The coefficientsγ1,γ2,…,γBare theweights associated
with each basis function.

3.4 Model Fitting

Model fitting is a crucial stage in the reconstruction process, as it seeks to optimize the
parameters of the 3D face model for precise alignment with the face in the input image
and detected landmarks.

Face and Landmark Detection. Before initiating the model fitting process, the input
image undergoes a series of preprocessing steps. Initially, the face region is detected
using multi-task Cascaded Convolutional Networks (MTCNN) [30]. Subsequently, 68
facial landmarks are extracted using the landmark detection model presented by [31].

Loss Functions. These functions are used to measure the discrepancy between the
expected values and the actual data during the model-fitting process.

Photometric Loss. The resemblance between the rendered image created by the 3D
model and the input image is determined by comparing their colour and texture. This
comparison is performed using a skin-aware photometric loss, as described by [32] given
by the Eq. (4):

Lp(x) =
∑

i∈M Ai · ‖Ii − I ′i‖2∑
i∈M Ai

(4)
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In this equation, i represents the pixel index,M represents the projected face region,
and Ai is the skin colour-based attention mask.

Reflectance Loss. We use the naive Bayes classifier of mixture models [33] to compute
the skin-colour probabilityPi for each pixel i in order to handle difficult and complicated
facial appearances, such as occlusions like beards and makeup. This is shown in the
Eq. (5) and (6):

Ai =
{
1, ifPi > 0.5
Pi, otherwise

(5)

Therefore, predicted reflectance loss is calculated by

LR(x) = 1

|S| ·
∑

i∈S R
′2
i (6)

where, |S| is the number of skin pixels and R′2
i is the difference between the predicted

reflectance and the mean reflectance for pixel I.

Landmark Loss. It calculates the distance between the projected landmarks of the 3D
model and the corresponding detected landmarks in the input image to ensure precise
alignment. For landmark loss during the detection, we use Eq. (7):

Ll(x) = 1

N

N∑

n=1

ωn‖qn − q′
n(x)‖2 (7)

Here,ωn represents the manually assigned landmark weight for specific landmarks such
as mouth and nose points.

Gamma Loss. The gamma loss encourages consistent gamma correction by measuring
the deviation of gamma correction parameters from theirmean value, as shown inEq. (8):

Lg(x) = ‖ � λ‖2 (8)

where � λ is the difference between the gamma correction parameters and their mean
value.

4 Results Analysis

Our experimental setup involved theExPWdataset [34],which consists of approximately
91, 793 “in-the-wild” images with seven fundamental expression categories assigned
to each face image; as well as other images found on the internet. The experimental
setup included an Intel Core i7 processor, an NVIDIA RTX 3050 Ti graphics card, and
16GB of RAM. The implemented method combines DL and computer vision techniques
for face fitting and 3D reconstruction. We utilized Python programming language and
leveraged the open-source libraries OpenCV [35], Pytorch3D [36], and NumPy [37] for
implementation.
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We employed theMTCNN algorithm [30] to detect faces in images, resizing them to
224x224 pixels. For landmark detection, the face-alignment method [31] was utilized.
The fitting process began with refining the BFM’s pose (rotation and translation) to
align with the detected face. Subsequently, the BFMwas deformed to capture shape and
expression details. Fitting was optimized using the Adam optimizer [38] to minimize the
discrepancy between projected 3D landmarks of the BFM and extracted 3D landmarks
from the image. The optimizer also minimized a combination of various loss terms,
iteratively refining BFM parameters for minimizing overall loss. After fitting, optimized
BFM parameters rendered a deformed face image. This image was composited with the
original input, replacing the face region. The composed image, BFM coefficients, and
mesh could be saved as output for diverse applications.

To assess the performance of our approach, we conducted comparisons with state-
of-the-art approaches and relevant baseline methods. The evaluation encompasses both
qualitative visual comparisons and quantitative analysis utilizing a variety of loss met-
rics. Figures 2 and 3 illustrate the outcomes of our approach juxtaposed with those of
prominent state-of-the-art techniques. The visual comparisons vividly underscore the
strengths of our method in capturing intricate facial details, expressions, and lifelike
texture mapping. Across various test images, our method consistently generates more
accurate and realistic 3D facial reconstructions, effectively preserving the nuances of
individual appearances. Table 1 showcases a comprehensive summary of the computed
losses across different types. This table presents representative values for each loss cate-
gory, complemented by their corresponding mean and standard deviation. These metrics
not only offer a concise snapshot of the experimental results but also provide insights
into the dispersion and trends of the loss values.

While direct comparisons are limited bydataset variations and evaluationmetrics, our
method exhibits promising performance in terms of facial reconstruction and expression
preservation. Our method offers several significant advantages. Firstly, it eliminates
the need for manual marking of landmarks, which is required by many other methods.
Additionally, it is computationally efficient as it only requires a single image for efficient
3D reconstruction. This efficiency is achieved through less expensive computations and
faster processing speeds, enabling real-time implementation.

One aspect to consider is that the method may encounter challenges when dealing
with occlusions, such as individualswearing sunglasses, despite its ability to handle faces
with spectacles. In such cases, the reconstructed 3D face may exhibit dark areas under
the eyes, reflecting the colour of the sunglasses. Addressing these occlusion challenges
and improving the generation of realistic facial features in such scenarios would be a
valuable avenue for future enhancements. Furthermore, refining the model’s ability to
reproduce finer details, including wrinkles and eye tracking can contribute to achieving
even greater realism in the reconstructed 3D faces.
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Tewari et al. [39] Tran et al. [13] Input Image Ours 

Fig. 2. The visual comparison of our outcomes with other innovative methods.

Table 1. Summary of the calculated losses for different loss types. It includes three representative
values for each loss type to provide a concise representation of the results along with their mean
and standard deviation. These values provide insights into the variations and distribution of the
losses, offering a concise overview of the experimental results.

Loss Type Measure 1 Measure 2 Measure 3 Mean Standard
Deviation

Landmark Loss
Ll(x)

0.000062 0.000098 0.000152 0.000104 0.000045

Photometric loss
Lp(x)

0.053055 0.095443 0.093362 0.080953 0.020273

Texture Loss LT (x) 0.006199 0.009445 0.007481 0.007375 0.001303

Fig. 3. The figure presents a compilation of reconstructed 3D faces utilizing our proposedmethod,
highlighting its ability to generate realistic facial reconstructions.



124 I. Deshmukh et al.

5 Conclusion

In this research, we demonstrated a technique for generating a 3D facial model from
a single input image. It incorporates face and landmarks detection models to precisely
locate and extract the facial region. The approach enhances the quality of the recon-
structed face by using photometric consistency constraints, local corrective deformation
fields, and coarse-to-fine optimization. The use of a single image eliminates the need for
multiple images or complex scanning setups, making the reconstruction process more
practical and cost-effective. It further utilizes fitting process optimizations to minimize
various loss functions, resulting in a refined and realistic 3D reconstruction, enabling
further analysis and application possibilities.

Overall, the paper presents a powerful approach for 3D face reconstruction, with
potential applications in computer graphics, virtual reality, facial animation, and bio-
metrics. While the effectiveness relies on the performance of the detection models and
input image quality, fine-tuning the optimization parameters can further enhance the
accuracy and fidelity of the reconstruction. By providing a comprehensive solution for
reconstructing 3D faces from a single image, this paper opens doors for advancements
in facial modelling and realistic virtual representations.

References

1. Widanagamaachchi, W.N., Dharmaratne, A.T.: 3D Face Reconstruction from 2D Images. In:
2008 Digital Image Computing: Techniques and Applications, pp. 365–371. IEEE (2008).
https://doi.org/10.1109/DICTA.2008.83

2. Zollhöfer, M., et al.: State of the Art on Monocular 3D Face Reconstruction, Tracking, and
Applications. Computer Graphics Forum. 37, 523–550 (2018). https://doi.org/10.1111/cgf.
13382

3. Afzal, H.M.R., Luo, S., Afzal, M.K., Chaudhary, G., Khari, M., Kumar, S.A.P.: 3D Face
Reconstruction From Single 2D Image Using Distinctive Features. IEEE Access. 8, 180681–
180689 (2020). https://doi.org/10.1109/ACCESS.2020.3028106

4. Diwakar, M., Kumar, P.: 3-D Shape Reconstruction Based CT Image Enhancement. In:
Handbook of Multimedia Information Security: Techniques and Applications, pp. 413–419.
Springer International Publishing, Cham (2019). https://doi.org/10.1007/978-3-030-15887-
3_19

5. Uddin, M., Manickam, S., Ullah, H., Obaidat, M., Dandoush, A.: Unveiling the Metaverse:
Exploring Emerging Trends,Multifaceted Perspectives, and Future Challenges. IEEEAccess.
1–1 (2023). https://doi.org/10.1109/ACCESS.2023.3281303

6. Jha, J., et al.: Artificial intelligence and applications. In: 2023 1st International Conference
on Intelligent Computing and Research Trends (ICRT), pp. 1–4. IEEE (2023). https://doi.org/
10.1109/ICRT57042.2023.10146698

7. Sharma, H., Kumar, H., Gupta, A., Shah, M.A.: Computer Vision in Manufacturing: A
Bibliometric Analysis and future research propositions. Presented at the (2023)

8. Khari, M., Garg, A.K., Gonzalez-Crespo, R., Verdú, E.: Gesture Recognition of RGB and
RGB-D Static Images Using Convolutional Neural Networks. Int. J. Interact. Multi. Artifi.
Intell. 5, 22 (2019)

9. Blanz, V., Vetter, T.: A morphable model for the synthesis of 3D faces. In: Proceedings of
the 26th annual conference on Computer graphics and interactive techniques, pp. 187–194
(1999)

https://doi.org/10.1109/DICTA.2008.83
https://doi.org/10.1111/cgf.13382
https://doi.org/10.1109/ACCESS.2020.3028106
https://doi.org/10.1007/978-3-030-15887-3_19
https://doi.org/10.1109/ACCESS.2023.3281303
https://doi.org/10.1109/ICRT57042.2023.10146698


3D Facial Reconstruction from a Single Image Using 125

10. Kittler, J., Huber, P., Feng, Z.-H., Hu, G., Christmas, W.: 3D Morphable Face Models and
Their Applications. Presented at the (2016). https://doi.org/10.1007/978-3-319-41778-3_19

11. Booth, J., Roussos, A., Ponniah, A., Dunaway, D., Zafeiriou, S.: Large Scale 3D Morphable
Models. Int. J. Comput. Vis. 126, 233–254 (2018)

12. Tran, L., Liu, X.: Nonlinear 3D Face Morphable Model. In: 2018 IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 7346–7355. IEEE (2018)

13. Tran, L., Liu, X.: On Learning 3D Face Morphable Model from In-the-wild Images. IEEE
Trans. Pattern Anal. Mach. Intell. 43, 157–171 (2019). https://doi.org/10.1109/TPAMI.2019.
2927975

14. Tran, L., Liu, F., Liu, X.: Towards High-Fidelity Nonlinear 3D Face Morphable Model. In:
2019 IEEE/CVFConference onComputerVision and PatternRecognition (CVPR), pp. 1126–
1135. IEEE (2019). https://doi.org/10.1109/CVPR.2019.00122

15. Dai, H., Pears, N., Smith, W., Duncan, C.: Statistical modeling of craniofacial shape and
texture. Int. J. Comput. Vis. 128, 547–571 (2020). https://doi.org/10.1007/s11263-019-012
60-7

16. Galanakis, S., Gecer, B., Lattas, A., Zafeiriou, S.: 3DMM-RF: convolutional radiance fields
for 3D face modeling. In: 2023 IEEE/CVF Winter Conference on Applications of Computer
Vision (WACV), pp. 3525–3536. IEEE (2023)

17. Zhang, W., et al.: SadTalker: Learning Realistic 3D Motion Coefficients for Stylized Audio-
Driven Single Image Talking Face Animation. In: Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pp. 8652–8661 (2023)

18. Jiang, L., Zhang, J., Deng, B., Li, H., Liu, L.: 3D face reconstruction with geometry details
from a single image. IEEE Trans. Image Process. 27, 4756–4770 (2018). https://doi.org/10.
1109/TIP.2018.2845697

19. Chen, A., Chen, Z., Zhang, G., Mitchell, K., Yu, J.: Photo-realistic facial details synthesis
fromsingle image. In: 2019 IEEE/CVF InternationalConference onComputerVision (ICCV),
pp. 9428–9438. IEEE (2019). https://doi.org/10.1109/ICCV.2019.00952

20. Gecer, B., Ploumpis, S., Kotsia, I., Zafeiriou, S.: GANFIT: generative adversarial network
fitting for high fidelity 3D face reconstruction. In: 2019 IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR), pp. 1155–1164. IEEE (2019). https://doi.org/10.
1109/CVPR.2019.00125

21. Lattas, A., et al.: AvatarMe: Realistically Renderable 3D Facial Reconstruction “In-the-
Wild.” In: 2020 IEEE/CVFConference onComputerVision andPatternRecognition (CVPR),
pp. 757–766. IEEE (2020). https://doi.org/10.1109/CVPR42600.2020.00084

22. Yu, W., et al.: NOFA: NeRF-based One-shot Facial Avatar Reconstruction. In: Special
Interest Group on Computer Graphics and Interactive Techniques Conference Conference
Proceedings, pp. 1–12. ACM, New York, NY, USA (2023)

23. Bai, Z., Cui, Z., Rahim, J.A., Liu, X., Tan, P.: Deep facial non-rigidmulti-view stereo. In: 2020
IEEE/CVFConference onComputerVision andPatternRecognition (CVPR), pp. 5849–5859.
IEEE (2020). https://doi.org/10.1109/CVPR42600.2020.00589

24. Fu, K., Xie, Y., Jing, H., Zhu, J.: Fast spatial–temporal stereo matching for 3D face recon-
struction under speckle pattern projection. Image Vis. Comput. 85, 36–45 (2019). https://doi.
org/10.1016/j.imavis.2019.02.007

25. Wang, X., Guo, Y., Yang, Z., Zhang, J.: Prior-Guided Multi-View 3D Head Reconstruction.
IEEE Trans. Multimedia 24, 4028–4040 (2022)

26. Paysan, P., Knothe, R., Amberg, B., Romdhani, S., Vetter, T.: A 3D face model for pose
and illumination invariant face recognition. In: 2009 Sixth IEEE International Conference on
Advanced Video and Signal Based Surveillance, pp. 296–301. IEEE (2009). https://doi.org/
10.1109/AVSS.2009.58

https://doi.org/10.1007/978-3-319-41778-3_19
https://doi.org/10.1109/TPAMI.2019.2927975
https://doi.org/10.1109/CVPR.2019.00122
https://doi.org/10.1007/s11263-019-01260-7
https://doi.org/10.1109/TIP.2018.2845697
https://doi.org/10.1109/ICCV.2019.00952
https://doi.org/10.1109/CVPR.2019.00125
https://doi.org/10.1109/CVPR42600.2020.00084
https://doi.org/10.1109/CVPR42600.2020.00589
https://doi.org/10.1016/j.imavis.2019.02.007
https://doi.org/10.1109/AVSS.2009.58


126 I. Deshmukh et al.

27. Guo,Y., Zhang, J., Cai, J., Jiang, B., Zheng, J.: CNN-based real-time dense face reconstruction
with inverse-rendered photo-realistic face images. IEEE Trans. Pattern Anal. Mach. Intell.
41, 1294–1307 (2019). https://doi.org/10.1109/TPAMI.2018.2837742

28. Ramamoorthi, R., Hanrahan, P.: A signal-processing framework for inverse rendering. In:
Proceedings of the 28th annual conference on Computer graphics and interactive techniques,
pp. 117–128. ACM, New York, NY, USA (2001). https://doi.org/10.1145/383259.383271

29. Ramamoorthi, R., Hanrahan, P.: An efficient representation for irradiance environment
maps. In: Proceedings of the 28th annual conference on Computer graphics and interactive
techniques, pp. 497–500. ACM, New York, NY, USA (2001)

30. Schroff, F., Kalenichenko, D., Philbin, J.: FaceNet: a unified embedding for face recognition
and clustering. In: 2015 IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 815–823. IEEE (2015). https://doi.org/10.1109/CVPR.2015.7298682

31. Bulat, A., Tzimiropoulos, G.: How far are we from solving the 2D & 3D face alignment
problem? (and a Dataset of 230,000 3D Facial Landmarks). In: 2017 IEEE International
Conference on Computer Vision (ICCV), pp. 1021–1030. IEEE (2017)

32. Deng,Y., et al.: Accurate 3D face reconstructionwithweakly-supervised learning: from single
image to image set. In: 2019 IEEE/CVF Conference on Computer Vision and Pattern Recog-
nition Workshops (CVPRW), pp. 285–295. IEEE (2019). https://doi.org/10.1109/CVPRW.
2019.00038

33. Jones, M.J., Rehg, J.M.: Statistical color models with application to skin detection. Int. J.
Comput. Vis. 46, 81–96 (2002). https://doi.org/10.1023/A:1013200319198

34. Hou, Z.-D., Kim, K.-H., Lee, D.-J., Zhang, G.-H.: Real-timemarkerless facial motion capture
of personalized 3D real human research. Int. J. Inter. Broadcas. Comm. 14, 129–135 (2022)

35. OpenCV: Open Source Computer Vision Library (2015)
36. Johnson, J., et al.: Accelerating 3D deep learning with PyTorch3D. In: SIGGRAPHAsia 2020

Courses, p. 1. ACM, New York, NY, USA (2020). https://doi.org/10.1145/3415263.3419160
37. Harris, C.R., et al.: Array programming with NumPy. Nature 585, 357–362 (2020)
38. Kingma, D.P., Ba, J.: Adam: a method for Stochastic Optimization. CoRR. abs/1412.6980

(2014)
39. Tewari, A., et al.: MoFA: Model-Based Deep Convolutional Face Autoencoder for Unsu-

pervised Monocular Reconstruction. In: 2017 IEEE International Conference on Computer
Vision (ICCV), pp. 3735–3744. IEEE (2017)

https://doi.org/10.1109/TPAMI.2018.2837742
https://doi.org/10.1145/383259.383271
https://doi.org/10.1109/CVPR.2015.7298682
https://doi.org/10.1109/CVPRW.2019.00038
https://doi.org/10.1023/A:1013200319198
https://doi.org/10.1145/3415263.3419160


Human Activity Recognition with a Time
Distributed Deep Neural Network

Gunjan Pareek1, Swati Nigam1,2(B), Anshuman Shastri2, and Rajiv Singh1,2

1 Department of Computer Science, Banasthali Vidyapith, Rajasthan 304022, India
swatinigam.au@gmail.com

2 Centre for Artificial Intelligence, Banasthali Vidyapith, Rajasthan 304022, India
anshumanshastri@banasthali.in

Abstract. Human activity recognition (HAR) is necessary in numerous domains,
including medicine, sports, and security. This research offers a method to improve
HAR performance by using a temporally distributed integration of convolutional
neural networks (CNN) and long short-term memory (LSTM). The proposed
model combines the advantages of CNN and LSTM networks to obtain tem-
poral and spatial details from sensor data. The model efficiently learns and cap-
tures the sequential dependencies in the data by scattering the LSTM layers over
time. The proposedmethod outperforms baseline CNN, LSTM, and existing mod-
els, as shown by experimental results on benchmark datasets UCI-Sensor and
Opportunity-Sensor dataset and achieved an accuracy of 97% and 96%, respec-
tively. The results open up new paths for real-time applications and research devel-
opment by demonstrating the promise of the temporally distributed CNN-LSTM
model for improving the robustness and accuracy of human activity recognition
from sensor data.

Keywords: Sensor Data · Action Identification · Convolution Neural Network ·
Time Distributed Feature Extraction · Long Short-Term Memory

1 Introduction

Healthcare monitoring, sports analysis, and human-computer interaction (HCI) are just
a few of the areas where human activity recognition (HAR) is finding increasing use
[1–3]. Recognizing human behavior accurately from sensor data in real-time is crucial
for delivering individualized and contextualized support. Recent years have seen encour-
aging results from deep learning models in HAR, since they can automatically generate
discriminative characteristics from raw sensor data.

Owing to their different strengths in capturing temporal and spatial correlations,
deep learning architectures such as convolutional neural networks (CNN) [6] and long
short-term memory (LSTM) [4] have been extensively used. However, there are limits
to using either CNN or LSTM models. While CNN models are more inclined towards
spatial data than temporal dynamics, LSTM models have difficulty capturing long-term
relationships.
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In order to alleviate the existing limitations, we offer a technique to improve HAR
performance by applying a time-distributedCNN-LSTMmodel to sensor data. To extract
both temporal and spatial characteristics from sensor input, the temporally distributed
CNN-LSTM network associates the improvements of CNN and LSTM architectures. To
better recognize activity patterns across time, the proposedmodel uses a time-distributed
LSTM to capture the sequential dependencies in the data. However, themodel can gather
important information across several sensor channels since the CNN layers focus on
extracting spatial characteristics from sensor input.

The aim of this study is to assess the effectiveness of the proposed time-distributed
CNN-LSTM model in enhancing HAR, relative to the conventional CNN and LSTM
models. We test the model’s efficiency using publically available datasets. We expect the
suggested technique to greatly enhance the accuracy and reliability of human activity
detection from sensor data by harnessing the combined strength of CNN and LSTM
architectures.

The remainder of the paper is structured as follows: In Sect. 2, we examine relevant
work in the area of sensor data and the limits of existing methods. The proposed tem-
porally distributed CNN-LSTM model is described in depth, including its architecture
and training method, in Sect. 3. The experimental design, including datasets, measures
for success, and implementation specifics, is presented in Sect. 4. The research finishes
with Sect. 5, in which the contributions are summarized.

2 Related Works

There has been a lot of work done on HAR. Researchers have investigated a wide range
of approaches to improve the robustness and precision of action recognition systems.
Here, we summarize recent research that has improved HAR using sensor data.

Representational analysis of neural networks for HAR using transfer learning is
described by An et al. [1]. To compare and contrast the neural network representations
learned for various activity identification tasks, they proposed a transfer learning strategy.
The results show that the suggested strategy is useful for increasing recognition accuracy
with little additional training time.

Ismail et al. [2] offer AUTO-HAR, an automated CNN architecture design-
based HAR system. They present a system that mechanically generates an activity-
recognition-optimized CNN structure. The recognition performance is enhanced due to
the framework’s excellent accuracy and flexibility across datasets.

A storyline evaluation of HAR in an AI frame is provided by Gupta et al. [4].
This study compiles and assesses many techniques, equipment, and datasets that have
been requested for the problem of human activity identification. It gives an overview
of the state-of-the-art techniques and talks about the difficulties and potential future
developments in this area.

Gupta et al. [6] offer a method for HAR based on deep learning and the informa-
tion gathered from wearable sensors. In particular, convolutional and recurrent neural
networks, two types of deep learning models, are investigated for their potential. Find-
ings show that the suggested method is efficient in obtaining high accuracy for activity
recognition.
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A transfer learning strategy for humanbehaviors employing a cascade neural network
architecture is proposed by Du et al. [11]. The approach takes the lessons acquired from
one activity recognition job and applies them to another similar one. This research shows
that the cascade neural network design is superior at identifying commonalities across
different types of motion.

Wang et al. [13] provide a comprehensive overview of deep learning for HAR based
on sensor data. Their work summarizes many deep learning models and approaches
that have been applied to the problem of activity recognition. It reviews the previous
developments and talks about the difficulties and potential future paths.

ForHARusingwearable sensors, CNN is proposed byRueda et al. [14]. The research
probes several CNNdesigns and delves into themerging of sensor data fromvarious parts
of the body. Findings prove that CNN can reliably identify actions from data collected
by sensors worn on the body.

Amulti-layer parallel LSTMnetwork forHARusing smartphone sensors is presented
byYu et al. [15]. In order to extract both three-dimensional and sequential characteristics
from sensor input, the network design makes use of parallel LSTM layers. The exper-
imental findings demonstrate the effectiveness of the proposed network in performing
activity recognition tasks. A few other methods are described in [15–17].

3 The Proposed Method

The block diagram of the proposed method for improving human activity identification
using a temporally distributed CNN-LSTM model using sensor data is shown in Fig. 1.
Each component of the block diagram is described here.

3.1 Input Dataset

The study uses twodatasets, namelyUCI-Sensor [2] andOpportunity-Sensor [5], as input
data. These datasets contain sensor readings captured during various human activities.

3.2 Data Pre-processing

The input data undergoes pre-processing steps, including null removal and normaliza-
tion. Null removal involves handling missing or incomplete data, while normalization
ensures that the data is scaled and standardized for better model performance.

3.3 Time Distributed Frame Conversion

The pre-processed data is then converted into time-distributed frames. This step involves
splitting the data into smaller frames based on a specific time step and the total number
of sensor channels. This enables the model to capture temporal dynamics and extract
features from the data.
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Input Dataset 
UCI-Sensor and Opportunity-Sensor

Data Pre-Processing 
Null removal, and normalization

Time Distributed Frame Conversion 
Time Step and Total Channel

Time Distributed CNN Layers 

LSTM Layers 

Training/Testing 
Adam, Categorical Cross Entropy

Evaluation 
Accuracy, Loss

Fig. 1. Block diagram of the proposed time distributed CNN-LSTM model.

3.4 Time Distributed CNN Layers

Convolutional neural network (CNN) layers play a crucial role in handling the time-
distributed frames. These CNN layers are designed to enable the model to identify
significant patterns and structures by extracting spatial attributes from the input sensor
data. A typical convolutional layer consists of numerous convolution kernels or filters.

Let us designate the number of convolution kernels as K. Each individual kernel
is tasked with capturing distinct features, thereby generating a corresponding feature
matrix. When employing K convolution kernels, the convolutional operation’s output
would consist of K feature matrices, which can be illustrated as:

Zk = f(WK*X + b) (1)

In this given context, let X denote the input data with dimensions m × n. The K th
convolution kernelwith dimensions k1 × k2 is represented byWK , and the bias is denoted
by ‘b’. The convolution operation is depicted by ‘ ∗ ‘. The dimension of the K th feature
matrix Zk depends on the chosen stride and padding method during the convolution
operation. For instance, when using a stride of (1,1) and no padding, the size of Zk

becomes (m − k1 + 1) × (n − k2 + 1). The function f signifies the selected nonlinear
activation function, applied to the output of the convolutional layer. Common activation
functions include sigmoid, tanh, and ReLU.
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3.5 LSTM Layers

The layers get the results from the CNN layers. Temporal dependencies in the data may
be captured and learned by the LSTM layers. The network’s ability to learn and anticipate
future activity sequences is greatly enhanced by the addition of LSTM layers. LSTM
utilizes three gates to manage the information flow within the network. The forget gate
( ft) regulates the extent to which the previous state (ct − 1) is preserved. The input
gate (it) decides whether the current input should be employed to update the LSTM’s
information. The output gate (ot) dictates the specific segments of the current cell state
that should be conveyed to the subsequent layer for further iteration.

ft = σ(W (f )xt + V (f )ht − 1 + bf ) (2)

it = σ(W (i)xt + V (i)ht − 1 + bi) (3)

ot = σ(W (o)xt + V (o)ht − 1 + bo) (4)

ct = ft ⊗ ct − 1 + it ⊗ tanh(W (c)xt + V (c)ht − 1 + bc) (5)

ht = ot ⊗ tanh(ct) (6)

Here, xt represents the input data fed into the memory cell during training, while ht
signifies the output within each cell. Additionally,W, V, and b denote the weight matrix
and biases correspondingly. The function σ refers to the sigmoid activation, which gov-
erns the significance of the message being propagated, and ⊗ indicates the dot product
operation.

3.6 Training and Testing

Loss function “categorical cross-entropy” and “Adam” as an optimizer are used during
training and testing. During training, the model uses the annotated data to fine-tune its
settings and becomes better at identifying people at work.

3.7 Evaluation

Metrics like accuracy and loss are used to assess the trained model’s performance.
The accuracy and loss metrics gauge the model’s effectiveness in categorizing human
behaviors by measuring its precision and accuracy, respectively. The model’s overall
performance and its capacity to reliably distinguish various actions may be depicted
from these assessment indicators.

4 Experimental Results and Discussion

4.1 UCI Sensor Dataset [2] Results

Six basic human activities—walking, sitting, standing, laying down, walking upstairs
and downstairs are represented in the UCI-HAR [2] machine learning repository dataset.
The information was collected from 30 people (aged 19 to 48) using an Android mobile
device (Galaxy S2) equipped with inertial sensors. This dataset also includes transitions
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between other types of stationary postures, such as standing to sit, sitting to stand, lying
to sit, laying to stand, and standing to laying.

The accuracy and loss calculated for each epoch for the proposedCNN-LSTMmodel
are shown in Fig. 2. The confusion matrix for the proposed method is shown in Fig. 3
for six activities, and classification report is shown in Fig. 4 for the UCI-Sensor dataset.
A comparison with the state of the art [1, 2, 4, 6], and baseline CNN and LSTM models
is shown in Table 1. From this comparative analysis, one can conclude that the proposed
model performs better.

Fig. 2. Accuracy-loss plot for the proposed CNN-LSTM model.

Fig. 3. Confusion matrix for the proposed CNN-LSTM model.



Human Activity Recognition 133

Fig. 4. Classification report for the proposed CNN-LSTM model.

Table 1. UCI-sensor dataset comparative analysis.

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%)

Time-Series CNN [1] 93.09 91.10 92.10 92.10

Parallel LSTM [2] 94.34 93.86 93.34 93.80

Feature Learning CNN [4] 67.51 66.80 66.78 67.35

Auto-Har [6] 94.80 94.65 94.70 95

Baseline CNN 74 75 73 73

Baseline LSTM 43 43 42 38

Time Distributed CNN-LSTM 96 96 96 96

4.2 OPPORTUNITY Sensor Dataset Results

Standing, laying down, walking, and navigating the stairwell are only some of the six
basic human actions included in theOpportunity [5]machine learning repository dataset.
Thirty people, ranging in age from 19 to 48, were surveyed using Android smartphones
(Samsung Galaxy S II) equipped with inertial sensors. This dataset also includes transi-
tions between other static postures, such as sitting, standing, lying, laying, sitting, lying,
and standing.

The accuracy and loss calculated for each epoch for the proposedCNN-LSTMmodel
are shown in Fig. 5. The confusion matrix for the proposed method is shown in Fig. 6
for six activities and classification report is shown in Fig. 7 for OPPORTUNITY-Sensor
dataset. A comparison with the state of the art [11, 13–15], and baseline CNN and LSTM
models is shown in Table 2. From this comparative analysis, one can conclude that the
proposed model performs better.
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Fig. 5. Accuracy-loss plot for the proposed CNN-LSTM model.

Fig. 6. Confusion matrix for the proposed CNN-LSTM model.

Fig. 7. Classification report for the proposed CNN-LSTM model.
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Table 2. Opportunity dataset comparative analysis.

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%)

Hybrid M [11] 46.68 46.75 46.70 47

b-LSTM-S [13] 92.70 92.45 92.10 92.90

InnoHAR [14] 94.60 94.20 94.20 94.80

CNN [15] 93.70 93.70 93.70 93.70

CNN 73 74 72 72

LSTM 38 34 35 27

Time Distributed CNN-LSTM 97 97 97 97

5 Conclusions

This research shows that a time-distributed CNN-LSTMmodel using sensor data signif-
icantly improves the performance of human activity recognition. The proposed model
outperforms baseline CNN and LSTM, and other existing models, as shown by experi-
mental results on theUCI-Sensor dataset and theOpportunity-Sensor dataset. The tempo-
rally distributed CNN-LSTMmodel achieved 97% accuracy for the Opportunity-Sensor
dataset and 96% accuracy for the UCI-Sensor dataset across the board. These results
demonstrate the value of integrating CNN and LSTM architectures to better capture
temporal and spatial characteristics, which in turn enhances the accuracy and reliabil-
ity of human activity classification from sensor data. Improving the effectiveness and
scalability of the proposed model may require more investigation into broadening the
assessment to other datasets and investigating optimization strategies.
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Abstract. In many industrial processes, the control systems are the most crit-
ical components. Evaluate performance and robustness of a control loops is an
important task to maintain the health of a control system and an efficiency in the
process. In the area of Control-Loop Performance Monitoring (CPM), there are
two groups of indices to evaluate the performance of the control loops: stochastic
and deterministic. Using stochastic indices, a control engineer can calculate the
performance indices of a control loop with the data in normal operation and a
minimum knowledge of the process; but the problem is that to do a performance
analysis is so hard, due it is necessary an advanced knowledge about the inter-
pretation. Instead, an interpretation or analysis of deterministic indices is simpler;
however, the problem with this approach is that an invasive monitoring of the
plant is required to calculate the indices. In this paper, it is proposed to use an
Artificial Neural Network to estimate deterministic indices, considering as input
the stochastic indices and some process information, taking advantage of the fact
that data collection for stochastic indices is simpler.

Keywords: Artificial Neural Network · Control Loop Performance Monitoring ·
Deterministic Indices · Stochastic Indices

1 Introduction

The primary objective of control systems revolves around maximizing profits through
the transformation of raw materials into finished products, reducing production costs,
and adhering to various standards, including product quality, operational conditions a
restrictions, safety measures, regulations and standards. As a result, the development,
adjustment, and application of control strategies take place in the initial stage to address
control issues. While PID-type controllers are widely utilized in various industries,
research has also explored optimal control for linear problems [1–4] and trajectory
linearization for nonlinear issues [5].

Upon successful implementation, the initial phase aims for awell-functioning control
system. However, changes in materials, operational strategies, and plant conditions can
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lead to reduced performance in the control system over time. Even well-designed control
loops may encounter issues, necessitating strategy adjustments or redesigning due to
factors like the degradation of components (e.g., sensors and actuators) operating within
the loop [6, 7].

Consequently, the second phase in addressing control problems involves monitoring
control loops to swiftly detect any decline in performance [8, 9]. Industries dealing with
process management face mounting pressure to enhance product quality, meet delivery
schedules, improve productivity, and adhere to environmental standards, urging them to
operate their facilities at maximum efficiency. Hence, the demand for consistently high-
performing control systems. As a result, control systems are increasingly recognized as
valuable assets requiring regular automated maintenance, monitoring, and evaluation.
Presently, these tasks fall under the domain of Control Performance Monitoring (CPM),
gaining significant attention from both academic and industrial sectors in recent decades.

Evaluating control loop performance metrics falls into two categories: stochastic and
deterministic. Stochastic indicators require minimal process knowledge and data collec-
tion during regular operations for real-time performance evaluation, but they encounter
challenges regarding scale and range issues. On the other hand, deterministic indicators
offer easy interpretation, yet their estimation necessitates invasive plant tests, making
them less practical. Is there a way to merge these two group of techniques? To answer
this question, it is suggested creating a model that estimates deterministic indicators
while integrating stochastic indicators and specific process information as model inputs.

The key features of control systems or models often demand an understanding that
might not always be quickly interpretable by operators in industrial processes. The pro-
posed strategies aim to facilitate easier and quicker interpretations by anyone involved in
such processes. Therefore, this work contributes to the realm of human-machine inter-
action, offering a strategy that streamlines decision-making for operators with general
knowledge of process control.

The structure of this paper is: Sect. 2 talks about a background on control perfor-
mance monitoring and the utilization of neural networks to build an inferential model.
Section 3 touch on the methodology carried out in this work. In Sect. 4, the proposed
methodology is evaluated using an FOPDT process. Finally, the paper concludes with
some key insights.

2 Background

The Control Performance Monitoring techniques are applied by Harris [12], across
Minimum Variance Index (MVI) for achieving superior control advantages. This study
caused a boom in the study of controllers and how they correlate with the performance
of production processes. This growth stems from the demand for accurate and effective
control systems. Consequently, numerous research endeavors have focused on exploring,
creating, and overseeing control loops within feedback systems. This has led to the
development of tools or frameworks like those proposed by Moudgalya [13], which
systematically assess theMVI, automating the identification and diagnosis of reasons for
inadequate system performance and offering remedies to enhance control performance
monitoring [14].
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The process of evaluating a control system’s performance involves acquiring perfor-
mance metrics that juxtapose the process’s capability under ideal conditions against its
actual performance during data collection. Engaging with CPM can result in heightened
control performance. The principal purpose is to help optimize the control throughout
the lifespan of a system, irrespective of variability in operating conditions. Nevertheless,
achieving ideal process control is contingent upon the proper functioning of all system
components.

2.1 Control Performance Monitoring

2.2 CPM Performance Indices

Performancemetricsmust be capable of detecting deficiencies inmodel tuning and aging,
irrespective of disturbances or a range of set-point values within a controller process.
Metrics require computing data obtained from the normal operation of the process.While
some metrics need to be non-invasive, others require invasive testing of the process.

It is crucial that performance metrics remain realistic and calculable within physical
constraints. Moreover, they should offer insights into the causes of poor performance
in control systems and measure performance enhancements resulting from controller
adjustments.

Typically, within the framework of CPM, a Controller Performance Index (CPI)
takes the form of Eq. (1).

η = Jdes
Jact

, (1)

Jdes represents the intended value for a specific performance criterion, often variance,
while Jact denotes the observed value of the criterion, acquired from measured data
within the plant.

Stochastic Indices. Minimum Variance Control (MVC) is a control system that incor-
porates an online parameter estimator for a linearized model within its structure. This
model characterizes the behavior of the nonlinear process around an operational point.
MVC aims to minimize the output variance. To achieve this, various indices have been
established. One of the most recognized and commonly used is the harris index [17],
formulated in Eq. (1). This index compares the system’s output variance, σ 2

MV , with the
minimum variance σ 2

MV obtained from a time series model estimated using operational
data.

While the expansion of the Harris index toMIMO systems (multiple inputs and mul-
tiple outputs) has been achieved [18], the incorporation of the interaction or equivalence
matrix proves to be pivotal. Determining this matrix doesn’t solely rely on understanding
time delays but also on the data obtained in closed-loop scenarios [19–21]. A practical
approach to addressing the MIMO architecture and Control Performance Assessment
(CPA) involves commencing the process through time series analysis for control loops
with a Single Input and Single Output (SISO). This method independently estimates the
output variable of the process for each yi output [22], commonly employing AR/ARMA
models. From these models, the reaction to a process impulse is computed, as demon-
strated by Jelali in [15], where the initial τ terms of the response remain unaffected by the
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process model or the controller, relying solely on the characteristics of the disturbance
impacting the process.

Additional stochastic indices, as defined in [26], are derived from the autocorrelation
function. The primary index, termed AcorSl, is represented as follows:

AcorSI = ρτ − CI

θcross − τ
, (2)

This index represents the ratio between the autocorrelation value at the process delay
time (ρτ ) minus the Confidence Interval (CI) and the variance between the process delay
value (τ ) and the delay or lag value just before the curve reaches the confidence interval
θcross. The subsequent index is termed AcorAr (Eq. 3).

AcorAr =
∫ { |ρκ| − CI , si|ρκ| > CI

0, si|ρκ| < CI
dlag, (3)

This index signifies the area outside the confidence interval of the autocorrelation
function (ACF) curve.

Deterministic Indices. Deterministic indices rely on the relationship between closed
and open-loop rise time Rtr , closed and open-loop settling time Str , gain margin (GM),
phase margin (MP), maximum sensitivity (MS), and other factors. As mentioned in [27],
assessing driver performance using the MVC-based approach proved to be challenging
in terms of interpretation and lacked the ability to evaluate the impact of deterministic
changes in a closed-loop system. This led to the introduction of alternative indices that
necessitate precise models of the process and the controller. In [28], it is demonstrated
that deterministic indices offer a more accurate assessment of loop performance when
compared to stochastic methods. However, it’s worth noting that real-time quantification
of deterministic indices is expensive due to the need for intrusive testing.

For stable systems, managing loop performance involves the use of classical param-
eters that characterize dynamic systems. In such cases, it becomes essential to calculate
the rise time (Rt) required for the response to transition from 5 to 95% of its final value.

2.3 Machine Learning

Selecting an appropriate model is a pivotal aspect of machine learning, involving steps
such as postulation, identification, estimation, diagnosis, and verification. Following
these steps, the model becomes ready for deployment in a production environment.

Neural Networks. Known as artificial neural networks (ANNs), have found extensive
application in areas allowing for prediction or classification due to their inherent capabil-
ity for non-linear modeling without presumptions about statistical distributions. Instead,
these models are adaptively generated based on data, aiming to mirror numerical values
that emulate the significance of specific physical systems.

Neural Networks Models. The Inferential Model, a non-linear model, estimates deter-
ministic indices from stochastic ones. In certain scenarios, operational changes are
necessary to calculate and quantify the stochastic index.
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Construction involves the use of neural networks with three layers: the input layer,
the hidden layer, and the output layer [29]. The model’s output is established through
linear combinations of inputs within a non-linear fixed-base function, where adaptive
parameters serve as the coefficients in this combination. The output is represented in
Eq. (4).

yt = α0 +
∑q

j=1
αjg

(
β0j +

∑p

i=1
βijyt − i

)
+ εt,∀t (4)

with y(t−1)(i = 1, 2, ...., p) as p inputs and y as the output, where integers p and
q represent the number of inputs and hidden nodes or neurons, respectively. The
αj(j = 0, 1, 2, ..., q) and βij(i = 0, 1, 2, ..., p; j = 0, 1, 2, ..., q) denote the weights of
connections, while εt signifies a random change. Typically, constants α0, β0j are referred
to as the bias term [30]. The term g represents the activation function, dictating the
behavior of the node.

The estimation of weights for neuron connections is carried out using least-squares
methods, with the most recognized approaches in literature being the backpropagation
algorithms or the generalized delta rule [31].

Various metrics frequently employed for regression problems include the Mean
Absolute Error (MAE):

MAE = 1

n

∑n

i=1

∣∣yi − yi
∧∣∣, (5)

Offering a straightforward interpretation while maintaining units consistent with the
output.

The Mean Squared Error (MSE) is applied during the training of the model with the
aimofminimizing it. Utilizing the squared residuals, it increases sensitivity to substantial
errors and outliers compared to the Mean Absolute Error (MAE).

MSE = 1

n

∑n

i=1

(
yi − yi

∧)2 (6)

The Root Mean Square Error (RMSE) similarly accentuates notable errors and
outliers (akin to MSE) while preserving consistency with the response units.

RMSE =
√
1

n

∑n

i=1

(
yi − yi

∧)2 (7)

R2 represents the relative variance in the total error during model fitting, providing
a value within the range of 0 to 1. When a model fits the data effectively, resulting in
minimal error. Conversely, when a model poorly fits the data, resulting in substantial
error, R2 tends toward 0.

R2 =
∑n

i=1(yi − y)2 − ∑n
i=1

(
yi − yi

∧)2
∑n

i=1(yi − y)2
(8)



144 J. A. Gómez-Múnera et al.

2.4 Control-Loop Performance Assessment Whit Machine Learning

Advancements in control-loop performance assessment (CPA) or control-loop perfor-
mance monitoring (CPM), have reached a pivotal juncture, marked by the addition of
machine learning strategies in this field. The current state-of-the-art aims to explore and
analyze the forefront of CPA and your relationship with machine learning techniques,
shedding light on the recent developments, trends, and implications of the use of these
technologies.

In [29], showing a machine learning classification system applied in control perfor-
mance assessment. The systemproposed [29] is dedicated to awide class of proportional-
integral-derivative (PID) control industrial loops; it is capable to distinguish between
acceptable and poor performance of the control loops. In [29], 30 deterministic features
were taken to generate two datasets: training and validation. The training dataset was
labeled with OK and NOK, indicating that a row of data was a good or bad perfor-
mance of a PID-based control loop. In [31] an iterative learning control (ILC) strategy
was evaluated by CPA technics. In this study, the authors proposed a novelty method to
evaluate ILC loops, because ILC strategy is little studied in the field of CPA. The dif-
ference between [29, 30] and the work presented in this paper, is that in the second one,
the algorithms are inputs based on stochastic indices and the output is the deterministic
indices.

A rule-based method of pattern recognition for performance monitoring of a
proportional-integral-derivative (PID) controller is presented in [32]. In this work, the
authors start from 3 training datasets, obtained from three typical responses of control
systems. The evidential K-Nearest Neighbour (EKNN) classifier was used to recognize
the underlying patterns of an online PID controller. The authors simulate the process of
changing system control performance by altering the damping factor parameter. Addi-
tionally, they employ the EKNN algorithm to calculate the mass function and determine
whether the system’s pattern has migrated or shows a tendency to migrate based on the
size of the mass functions.

3 Methodology

The inferential model proposed is obtained from the training of a superficial neural
network, which has as input parameters deterministic indices and parameters of the
system identified through a transfer function of order one plus dead time. The system is
the one shown in Fig. 1.

To obtain deterministic indices of a control system, they normally need to vary the
operating points of the control system to be analyzed. The strategy proposed below
allows you to obtain these indices without having to make these variations.
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A data set was generated that served as a reference to train the neural network through
simulations with MATLAB and SIMULINK. The parameters of the first-order model
shown in Fig. 1 were varied, and a rise time relationship between open loop and closed
loop was determined as a design parameter when a proportional-integrative (PI) type
controller was applied.

To find the PI controller that adjusted the values of the constants according to the
requirements, variations of the constants were made, and the closed loop time was
calculated to see if it met the criteria of the design rise time relationship. This process
allowed the construction of a dataset that can cover a wide range of types of control
processes that have a transfer function with first-order characteristics plus dead time.
In this way, for a new analysis of a system, only the identification and recording of the
operating points at which the process is working would be necessary.

Fig. 1. Control-loop for simulation: First Order Plus Dead Time process (FOPDT).

4 Results

The stochastic indices used as input to the inferential model were: τ, deli, AcorAr
CVAR,CVAR. A simulation of a First Order Plus Dead Time process (FOPDT) was con-
ducted, wherein τ represents the process’s time constant, deli was computed according
to the method outlined in [25], AcorAr was calculated using Eq. (3), and step changes
in set-point were employed to quantify CVAR,MVAR and Rtr .

Afterwards, the data undergoes pre-processing, which involves arranging the inputs
and outputs in a table, cleaning, balancing, and reducing the dataset. Following this
stage, an inferential model is constructed using a three-layer neural network. The initial
layer requires the inputs, the second layer involves a hidden layer where the number of
neurons is adjusted, and ultimately, the output (Rtr) is acquired in the third layer.
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4.1 The Model with Machine Learning

In the implementation of the Machine Learning model, neural networks were devel-
oped using MATLAB, utilizing a dataset created by altering both plant and disturbance
parameters. This process resulted in a total of 21,760 data points, derived from various
combinations reflecting changes in the stochastic indices. After data pre-processing, a
dataset containing 3916 elements was established, with 3500 data points dedicated to
training the neural network, and the remaining values are utilized for network validation.

Fig. 2. Metrics of the learning model.

The 3500 data points were segmented into three subsets, allocating 70% for training,
15% for validation, and another 15% for testing the machine learning model. In this
methodology, a three-layer network was employed. Initially, the number of neurons in
the hidden layer was iteratively increased by five until reaching 100. The subsequent
process involved using two distinct activation functions-one for the sigmoid and another
for the hyperbolic tangent. This analysis focused on evaluating the value of R2 and
selecting coefficient of determination values closest to 1 (Table 1).

Table 2 displays the metrics derived from the 416 data points that were not utilized
in training the machine learning model (Figs. 2 and 3).

Table 1. Metrics for new data

Activation Function MAE MSE RMSE R2

Sigmoidal 0.23999 0.19034 0.43628 0.98939

Hyperbolic tangent 0.27501 0.2273 0.47676 0.98733
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Fig. 3. Metrics of the Hyperbolic tangent activation function learning model.

Fig. 4. Cost functional with a sigmoidal activation function.

Table 2. Variation of process parameters to design the machine learning model.

Parameter Value

τ [5, 10 : 10 : 100, 120 : 20 : 200]
θ [1 : 2 : 21, 25 : 5 : 50]
τd [30 50 100 200]

Rtr [0.1 : 0.1 : 1, 1.5 : 0.5 : 6]
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Fig. 5. Cost functional with Hyperbolic tangent activation function.

5 Conclusions

Assessing the performance of control loops typically relies on calculating stochastic
indices (like the minimum variance index), which often fail to yield conclusive insights.
Hence, deterministic indices are favored due to their ease of interpretation, providing
decision-making criteria for corrective actions. However, the drawback of determin-
istic indices lies in the necessity for set-point alterations or invasive system tests to
derive them. Hence, the proposed approach involves building models using machine
learning techniques to predict these indices, allowing for their evaluation in industrial
environments.

The model, constructed using neural networks, requires input of stochastic indices
and process characteristics. It comprises an input layer, a hidden layer, and an output
layer. Variations in the number of neurons within the hidden layer were explored to
derive performance metrics. The R^2 metric served as a benchmark for selecting the
model that best suited the data. Additionally, two activation functions were considered
in the hidden layer for comparison purposes.

Figures 4 and 5 initially display notably high training and validation errors, neces-
sitating the calculation of new functions to determine hyperparameters that reduce the
error. This error diminishes as the network undergoes training until it reaches a point
where the error either increases or reaches a tolerance level. The optimal value of the
network’s hyperparameters, resulting in the lowest error with the validation set data, is
then chosen. Finally, the test set is utilized to verify the outcomes derived from using the
network. Notably, an increased number of neurons in the hidden layer provides the net-
work with more adaptability, offering additional parameters for optimization. However,
an excessively large hidden layer may lead to under-characterization of the problem.
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Abstract. External disturbances, such as interference, have a significant impact
on the functionality of radio detection and ranging (radar) systems, which are
employed for the identification, ranging, and imaging of target objects. As radar
systems are increasingly adopted across various sectors for different applications,
it is essential to handle interference issues appropriately to mitigate false detec-
tions, poor signal-to-noise ratio (SNR), and reduced resolution. In the current
paper, we introduce a Long Short-Term Memory (LSTM)—based multi-layer
recurrent neural network (RNN) to tackle interference problems in a multi-radar
setting. In the simulation, a 4-layeredLSTM-RNN is trainedwith 50 different chirp
rate interference signals. The efficiency of the introduced interference mitigation
technique is evaluated by testing the randomly selected coherently interfered sig-
nals, non-coherently interfered signals, and a combination of both on the trained
model. The LSTM-RNN effectively suppresses ghost targets in the range profile in
the case of coherently interfered signals. Furthermore, the LSTM-RNN enhances
the signal-to-interference noise ratio (SINR) by > 18dB in all cases. Thus, the
proposed LSTM-RNN offers a promising solution to improve the accuracy and
reliability of radar operation in multi-radar environments.

Keywords: Radar · interference · deep learning · recurrent neural network ·
LSTM

1 Introduction

In today’s context, radio detection and ranging systems (radars) are extensively utilized
across various domains, ranging from remote sensing, defense, agriculture, industry, and
automotive to consumer electronics [1–3]. With the growing number of radar deploy-
ments, signals originating from external radars often referred to as interferers, spoofers
or intruders can introduce disturbances to the legitimate radar, also known as victim
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radar (VR). One significant disturbance is the signal arising from the interferer radar
(IR) which is operating at the same or nearby frequency band as the VR. The IR signal
can significantly impact the performance of the VR by adding external noise, introduc-
ing ghost signals, and deteriorating the waveform of the VR. In a multi-radar scenario,
these degradations can lead to a poor detection capability of the VR and impose threats
to the safe and secure operation of radar systems. Consequently, effective interference
handling becomes crucial.

To address the effect of external interference/intrusion in radar systems, variousmeth-
ods have been proposed, such as the development of noise waveform-based radars [4, 5],
interference-tolerant waveforms [6, 7], wavelet denoising techniques [8], adaptive beam-
forming techniques [9, 10], and more. Additionally, recently deep learning (DL)-based
interference mitigation techniques have gained attention to the radar research commu-
nity, as these techniques can reconstruct the echo signal by suppressing the interference
and can be applied regardless of the VR and IR signal types [11–15]. Among different
DL techniques, convolution neural networks (CNN) based interference mitigation tech-
niques utilize the range-Doppler map technique, which minimizes the interference after
the range-Doppler measurement [11, 12]. In general, the IR signals corrupt the VR sig-
nal and create temporal gaps in the time domain signal. Consequently, recurrent neural
network (RNN) based solutions are effective in addressing this kind of temporal prob-
lem. Most previously reported RNN-based techniques involve detecting the interference
corrupted segments in the signal, followed by interference mitigation steps [13–15].
However, interference detection may not be robust if the interference corrupts the signal
smoothly or uniformlywithout creating substantial gaps. Therefore, a robust interference
mitigationmechanism is always favored, which canmitigate the interference irrespective
of the interference type.

Fig. 1. Overall functional block diagram.

Figure 1 presents the overall functional diagram. To demonstrate the robustness of
the proposed scheme, in the simulation environment, we generate a VR linear frequency
modulated (LFM) transmission signal (Tx Signal) with a bandwidth of 4GHz (4GHz–
8GHz). We used this signal to detect 2 objects located 3m away from the radar sensor,
with a 4cm separation between each object. In the current paper, we introduce and present
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a robust LSTM-based RNN (LSTM-RNN) to suppress the interference signals from the
received echo. For the training purpose, the received echo serves as the reference signal
to the 4-layered LSTM-RNN. Each object was detected using 50 different IR LFM sig-
nals with varying chirp rates, which were subsequently used as an input signal to train
the LSTM-RNN. In the testing phase, randomly interfered signals are evaluated. The
interference-suppressed echo signal is retrieved by using the previously trainedmodel. In
general, IR signals can be categorized as coherent (having the same chirp rate as the VR)
and incoherent (having a different chirp rate than the VR). The performance of the pro-
posed LSTM-RNN is evaluated by calculating the range profiles for scenarios involving
coherently interfered VR signals, incoherently interfered VR signals, and a combination
of both. The proposed 4-layered LSTM-RNN structure mitigates coherent interference
cases by suppressing the ghost target in the range profile. Furthermore, it enhances the
signal-to-interference noise ratio (SINR) by > 18dB in all cases, thereby indicating its
robustness in mitigating interference including different chirp rate interference signals.

2 Signal Model and Interference Effect Analysis

Among various types of radar waveforms, LFM is the most common one which can be
represented as [1]

Tx(t) = Atx cos

((
2π

(
fc − B

2

)
t + παtxt

2
))

, for(0 ≤ t ≤ T ), (1)

where Atx is the amplitude of the transmitted signal, fc is the center frequency, B is the
operating bandwidth, αtx is the chirp rate of the signal which is equal to B

T , and T is the
time period. For the time period of 0 ≤ t ≤ T , the frequency of the transmitted signal
linearly increases from fc − B

2 to fc + B
2 . When the transmitted signal is reflected from

the target of K number of stationary objects, the received signal, Rx(t) is represented as

Rx(t) =
K∑

k=1

ARk cos

((
2π

(
fc − B

2

)
(t − τdk) + παtx(t − τdk)

2
))

, (2)

where ARk and τdk represent the amplitude of the signal reflected from the kth objects
and the time delay resulted by the relative range between the radar receiver and the kth
target object, respectively. The LFM signal’s range resolution is its ability to distinguish
the two target entities’ separation distance, which is proportional to the frequency shift.
Hence, the range resolution can be expressed as �R = c

2B , and is a function of the
bandwidth.

Next, we consider the case where the interference radar (IR) LFM signal, which acts
on the receiver, can be expressed as,

RI (t) =
Y∑

y=1

AIy cos

((
2π

(
fc − BIy

2

)(
t − τIy

) + παIy
(
t − τIy

)2))
, (3)

where AIy is the amplitude of the yth IR signal, αIy is the chirp rate of the IR signal, and
τIy is the delay of the IR signal to the victim radar (VR) signal. The chirp rate of the
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IR signal is given by αIy = BIy
TIy

, where BIy and TIy are bandwidth and the time period

of yth IR signal, respectively. When the chirp rate of the VR signal and IR signal are
equal, i.e., αIy = αtx it is known as a coherent interference, and when they are different,
αIy �= αtx, we considered it as a noncoherent interference. In the presence of IR signal,
whether it is coherent or non-coherent, the output of the receiver is the mixture of the
echo signal from the transmitted signal and the IR signal. For simplification, we consider
a single VR and IR source. The beating frequency due to the IR signal RI (t), after the
de-chirping is given by,

fbi = (
αIy − αtx

)
t + αIyτIy (4)

Figure 2 illustrates theLFMVRsignal and the de-chirping of the signal at the receiver
in the appearance of an IR signal with the same/various chirp rate. In Fig. 2 (a-i), the
IR signal has the same chirp rate as that of the VR, i.e., αIy = αtx, resulting in two
constant beat-frequencies fbo and fbi, observed at the receiver’s output as they fall inside
the bandwidth of the receiver as shown in Fig. 2a-ii. These two constant beat frequencies
will result in two ranges, giving the information of the existence of two target objects,
one of which is a ghost target object, as illustrated in the range profile of Fig. 2a-iii.

Fig. 2. Demonstration of interference impact a coherent interference, b non-coherent interfer-
ence, (i) echo with interference, (ii) produced beat signals in the receiver, (iii) range profile
observation.

In Fig. 2b-i, the chirp rates are αIy �= αtx, leading to the observation of a con-
stant beat frequency, fbo, caused by the actual target object, along with a varying beat
frequency fbi(t) as shown in Fig. 2b-ii. The varying beat frequency within the receiver
bandwidth adds additional undesired frequency bins in the received signal and adds addi-
tional noise floor in the range profile as illustrated in Fig. 2b-iii. Both the interferences,
whether coherent, Fig. 2a, or non-coherent, Fig. 2b, severely degrade the performance of
the VR’s detection capability in a multi-radar environment either by introducing ghost
targets or by significantly reducing the SNR. The illustration of Fig. 2 is for a case of 1
object detection and 1 interference signal acting in the received echo. However, in prac-
tical scenarios, multiple object detection should be carried out along with the various
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interference signals. Various approaches can be implemented tominimize the effect of IR
signals in a VR signal while operating in a multi-radar environment. In this manuscript,
our focus is on analyzing and mitigating interference through an LSTM-RNN based DL
technique, which can provide similar output performance for detecting target objects in
both interference and non-interference scenarios, in terms of range resolution, SNR, and
detection capability.

3 LSTM-RNN Architecture

In the training process of the LSTM-RNN we assume that the echo signal without the
interference is known. Therefore, the desired purpose of the training is to develop the
model that correctly identifies the interference in the echo and successfully removes it.
The LSTM-RNN based training model consists of the control mechanism with three
gates regulating the passage of data within the cell allowing the network to learn long-
range dependencies more effectively. Additionally, it avoids the exploding and vanishing
gradient problem for the large number of input data samples. Thus, the LSTM-RNN can
significantly enhance the ability of radar systems to detect and remove the interference
signals at the receiver side and recover the corrupted samples.

As illustrated in Fig. 3a, the corrupted sample (xn), can be recovered based on the
preceding samples x1, x2, …, xn−1. Figure 3b illustrates the LSTM unit, which consist
of the Forget Gate (�F ), the Input Gate (�I ), , and the Output Gate (�out), and can be
described as

�F = σ(xn · ω0 + hn−1 · ω1 + b1), (5)

�I = σ(xn · ω2 + hn−1 · ω3 + b2) · tanh(xn · ω4 + hn−1 · ω5 + b3), (6)

�out = σ(xn · ω6 + hn−1 · ω7 + b4), (7)

where σ is the sigmoid activation function, tanh is the hyperbolic tangent activation
function, xn is the input sample, hn−1 is the previous value of the short-term memory,
ω0—ω7 are corresponding weights, and b1—b4 are corresponding biases. The Forget
Gate is the first stage in a LSTM unit. This stage determines the percentage of the
previous long-termmemory to remember. As can be seen in (5), the Forget Gate uses the
sigmoid activation function which turns any input into a value within the range of 0 to
1. If the output of the function is 0, the previous long-term memory will be completely
forgotten. On the other hand, if the output is equal to 1 the long-term memory remains
unchanged. The next stage of the unit is the Input Gate. This gate contains both sigmoid
and hyperbolic tangent activation functions, as illustrated in (6). The tanh function part
of the Input Gate combines the input and the previous short-term memory to determine
a potential long-term memory. The σ function part determines the percentage of the
potential long-term memory to add to the current long-term memory. Overall, this part
of the LSTM unit updates the current long-term memory. The final part of an LSTM
unit is the Output Gate. This stage, in turn, updates the short-term memory by passing
the updated long-term memory to the tanh activation function and using the σ function.
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Fig. 3. LSTM a LSTM principle, b LSTM unit structure.

Thus, the new short-termmemory is the output of the entire LSTMunit. By utilizing these
Gates, the new long-term and short-term memories are calculated using the following
equations:

cn = cn−1 · �F + �I , (8)

hn = �out · tanh(cn) (9)

4 Methodology, Results and Discussions

Fig. 4. Steps of investigation.

Figure 4 demonstrates the steps of investigation. Overall, after preparing the VR and
IR signals, we train the LSTM-RNNwith various interference signals and test the trained
network with different coherent and non-coherent interference signals. The last step in
our investigation is the evaluation of the system performance by calculating SINR and
peak to sidelobe level (PSL).
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Table 1 illustrates the parameters for VR and IR signals. The VR signal is generated
with a 1µs time period and a 4GHz bandwidth. The VR signal is used to detect objects,
and the received echo serves as the output label for the LSTM-RNN. The AWGN noise
equivalent to the SNR of 20dB is added to the received echo. To train the LSTM-
RNN, the input signal is obtained by applying various chirp rate LFM interference
signals to the echo signal. In the training set, the echo signal is mixed with 50 different
interference signals with varying chirp rates ranging from 1GHz/µs to 10GHz/µs. All
the signals prior to applying to LSTM-RNN, were normalized using zero mean and unit
variance normalization functions. For the training step, the mean square error (MSE)
values in each iteration were minimized applying the Adam optimization algorithm
[16] with a starting learning rate of 0.01. For the testing purpose, we apply different
interference signals than the training phase to ensure the trained model works properly
for various interference signals with different parameters. Used training parameters and
hyper-parameters are provided in Table 2.

Table 1. Parameters of VR and IR waveforms

Parameters Values for VR Values of IR

Center frequency 6GHz 0GHz–8GHz

Time period 1µs 1µs

Bandwidth 4GHz 1GHz–6GHz

Chirp rate 4GHz/µs 1GHz/µs–10GHz/ µs

Sampling freq 20GHz 20GHz

No. of signals 1 50

Table 2. LSTM-RNN training parameters and hyper-parameters

Parameters Values

Sample length 20000

No. of layers 4

No. of hidden units 50

Learning rate 0.01

Learning rate drop factor 0.2

Validation freq 10

Min. Batch size 32

With the use of 4 layers and a learning rate of 0.01, the optimum number of hidden
units (50)was obtained by simulating theLSTM-RNNand selecting the hidden unit num-
ber that resulted in the minimumMSE. The optimization function in the training process
minimizes the loss function, which calculates the error between the LSTM-RNN output



158 H. N. Parajuli et al.

(echo with interference suppression) and the expected output (echo without interfer-
ence). In the radar systems, external interference generally causes two major problems
(a) increment in noise floor and (b) appearance of ghost targets in the range profile.
SINR and PSL values provide quantitative measure of the radar detection performance
by identifying these problems.

To evaluate the performance with and without interference mitigation, the SINR
calculation was performed, which is given as

SINR = 10 log

{
|S|2∣∣S̃ − S

∣∣2
}

, (10)

where, S̃ is the interference-suppressed echo signal, and S is the echo signal without
the interference. In radar, range resolution determines the minimum separation distance
between objects that can be distinguished by the radar waveform. This is determined by
calculating the delay between the transmitted and received echo. In this paper, we cal-
culate the range resolution by cross-correlating the transmitted signal with the received
echo. The PSL power in the range profile is evaluated by determining the difference in
the cross-correlated power (|C − Corr.|2) between the detected object’s peak with the
sidelobe peak, denoted as (PSL).

Fig. 5. Interference mitigation a Echo signal, b Echo signal with interference, and c interference
removed echo signal.

Figure 5a-c shows examples of the amplitude-time diagrams of the echo signal
(label), interference corrupted signal (input), and the output signal after the interference
mitigation, respectively. As illustrated in Fig. 5b, the interference corrupts the signal in
the time domain.

Fig. 6. Training process. aEcho signal,bEcho signalwith various interference, and c interference
removed echo signal.
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Figure 6 shows the frequency-time diagrams at various stages in the training phase.
Figure 6a depicts the echo signal (label), whereas Fig. 6b demonstrates the interference
corrupted signal (input), and Fig. 6c represents the output signal after the interference
mitigation.

Fig. 7. Interference mitigation with the trained model. a Coherent interferences, b incoherent
and mixed interferences. (i) Spectrogram before interference mitigation, (ii) spectrogram after
interference mitigation, and (iii) range profile

Figure 7 shows the range profile results for different test scenarios. The coherent and
non-coherent types of interference signals are added to the victim echo signals for the test
purposes. In Fig. 7, Fig. 7i represents the interfered test signal input to the trained LSTM-
RNN, Fig. 7ii represents the recovered test signal with the previously trained model and
Fig. 7iii shows the range profile acquired using interference-recovered signal.

Figure 7a is the case for coherent interference, while Fig. 7b corresponds to the case
of both coherent and non-coherent interferences. As can be seen, in the case of coherent
interference (Fig. 7a), the ghost target does not appear in the range profile. For both
cases, a PSL > 15dB is obtained. The SINR was calculated using (10). With 25 runs, it
is confirmed that the presented LSTM-RNN network can recover the test signal with a
SINR of > 18dB in the presence of AWGN noise equivalent to the SNR of 20dB.

5 Conclusions

In this paper, we presented LSTM-RNN based interference mitigation method that can
be applied to mitigate both coherent and non-coherent interferences in the multi-radar
setup. The LSTM-RNN is trained with 50 different chirp rates of interference signals.
The trained model is then used to recover the interference corrupted signal in the testing
phase. With 25 tests, it is confirmed that the presented LSTM network can recover the
echo signal, with the SINR > 18dB. Additionally, with the recovered signal, the PSL >

15dB is obtained for all test cases. These results indicate that the presented LSTM-RNN
can be used to effectively mitigate the interference in multi-radar environments. The
interference mitigation in multi-radar environment holds vital importance in the radar
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application area such as autonomous vehicle.We plan to further investigate the effective-
ness of the proposed LSTM-RNN in experimental data. Additionally, with experimental
data we will investigate the optimum values of parameters and hyper-parameters of
the proposed LSTM-RNN by considering sufficient number of interference signals for
training.
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Abstract. This paper proposes a fault diagnosis method for centrifugal pumps
(CP) based on multi-filter processed scalograms (MFS) and convolutional neu-
ral networks (CNN). Deep learning (DL) based autonomous Health-sensitive fea-
tures extraction fromcontinuouswavelet transform (CWT) scalograms are popular
adoption for the health diagnosis of centrifugal pumps. However, vibration sig-
nals (VS) acquired from the centrifugal pump consist of fault-related impulses and
unwantedmacrostructural noisewhich can affect the autonomousHealth-sensitive
features extraction capabilities of the deep learning models. To overcome this
concern, novel multi-filter processed scalograms are introduced. The new multi-
filter processed scalograms enhance the fault-related color intensity variations and
remove the unwanted noise from the scalograms using Gaussian and Laplacian
image filters. The proposed techniques identified the ongoing health condition of
the centrifugal pump by extracting fault-related information from the multi-filter
processed scalograms and classifying them into their respective classes using con-
volutional neural networks. The proposed method resulted in higher classification
accuracy as compared to the existing method when it was applied to a real-world
centrifugal pump vibration signals dataset.

Keywords: Multi-filter processed scalograms · Fault diagnosis · Centrifugal
pump

1 Introduction

CPs play a crucial role in various aspects of business operations. Unexpected failures
in CPs can result in extended periods of downtime, financial losses, costly repairs, and
potential hazards to worker safety [1]. It is vital to promptly identify and diagnose faults
to ensure the extended functionality of centrifugal pumps [2].

The amplitude of the VS serves as a valuable indicator for detecting mechanical
faults in the CP arising from the mechanical seal and impeller. Time-domain features
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effectively identify emerging faults within the VS. However, their utility diminishes
when dealing with severe faults due to the inherent variability in fault severity [3–6].

To address this issue, the frequency spectrum emerges as a more adept tool for pin-
pointing faults of varying degrees of severity, supported by the use of Frequency-Domain
features for CP fault diagnosis. The VS obtained from the CP under a faulty health state
is characterized by its complexity and nonstationary nature [7]. While spectrum analysis
is optimal for stationary signals, non-stationary signals necessitate a different approach
[8]. Time andmultiresolution domain transformations, offeringmulti-resolution analysis
suited for these dynamic signals. Empirical mode decomposition, an adaptive decompo-
sition method, has found efficient application in diagnosing faults in rotating machinery.
Nevertheless, EMD faces challenges like mode mixing and extreme interpolation, ren-
dering it less attractive for VS analysis [9–12]. For analyzing CP’s non-stationary tran-
sients, variational mode decomposition (VMD) and CWT emerge as favorable choices.
In this context, The critical aspect is the selection of the fundamental wavelet, which
profoundly influences the distinctiveness of the features extracted. This choice calls for
a nuanced blend of domain expertise and exhaustive empirical exploration to ensure its
suitability for the given diagnostic task [13]. To address the above-mentioned concerns,
in this work, the paper introduces innovative MFSs that effectively enhance fault-related
color intensity variations while eliminating undesirable noise in the CWT scalograms
using Gaussian [14] and Laplacian [15] image filters.

The CP fault diagnosis system involves two key steps: extracting fault-related fea-
tures from the VS and classifying the CP working conditions based on these extracted
features. DLmethods are preferred over traditional machine learning techniques because
they can effectively analyze intricate data and autonomously derive meaningful discrim-
inant information for pattern recognition tasks [16, 17]. Prominent DL methods used for
fault diagnosis include neural auto-encoders, deep belief networks, CNN, and recurrent
neural networks. CNN, in particular, mitigates overfitting risks, offers low computa-
tional complexity through weight sharing, and employs local representative fields, and
special domain subsampling [18, 19]. Furthermore, CNNs have showcased their profi-
ciency in effectively recognizing patterns in fault diagnosis situations related to bearings,
CPs, and pipelines [12, 20–23]. For this reason in this paper, the proposed method uses
CNN to identify the ongoing health condition of CPs by extracting crucial fault-related
information from the MFS.

The arrangement of this study unfolds across the subsequent segments: In Sect. 2,
the experimental testbed used in this study is described. Section 3 elucidates the details
of the proposed framework. Sect. 4 describes the results and discussion. The conclusion
and future direction are presented in Sect. 5.

2 Experimental Setup

For experimental purposes, a test rig has been created, comprising various components:
a CP (PMT-4008) powered by a 5.5 kW motor, a control panel featuring an ON/OFF
switch, speed control, flowrate control, temperature control, water supply control, and
display screens. Additionally, it includes pressure gauges, transparent pipes, and two
tanks, namely the main tank and buffer tank. To ensure an efficient CP suction head,
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a water tank has been placed at an elevated position. The test rig setup, along with a
schematic representation, is displayed in Fig. 1. Once the primary setup was established,
the test rig was set in motion to circulate water within a closed loop. Vibration data from
the CP were gathered while maintaining a constant speed of 1733 rpm. This data was
collected using four accelerometers, with two affixed to the pump casing using adhesive,
while the other two were positioned close to the mechanical seal and near the impeller.
Each sensor recorded the pump’s vibrations through its own dedicated channel. The
recorded VS was subsequently directed to a signal monitoring unit. Within this unit,
the signal underwent digitization via a National Instruments 9234 device. Data was
collected over a duration of 300 s, with a sampling frequency of 25.6 kHz. In total, 1200
sets of samples were gathered, and each set had a sample length of 25,600 data points.
These measurements were obtained from the CP under various operational conditions
such as normal and defective operating conditions. The faults considered in this study
are mechanical seal scratch defect (MSS-D), mechanical seal hole defect (MSH-D), and
impeller defect (IF) The description of the whole dataset is shown in Table 1.

Table 1. CP dataset.

CP condition Defect specification VS samples

Defect length
(mm)

Defect diameter (mm) Defect depth (mm)

Normal – – – 300

MSH – 2.8 2.8 300

MSS 10 2.5 2.8 300

IF 18 2.5 2.8 300

Fig. 1. Experimental testbed for data acquisition

3 Proposed Framework

The proposed approach is depicted graphically in Fig. 2. The method comprises the
following steps:
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Step 1: VSs are collected from the CP.
Step 2: The acquired VSs are represented in their respective time-frequency scalo-

grams using CWT. The scalogram images illustrate variations in energy levels across
various time-frequency scales through the application of distinct color intensities.

Step 3: VSs Vibration signals acquired from the centrifugal pump encompass fault-
related impulses as well as unwanted macrostructural vibration noise. This noise can
potentially impact the autonomous health-sensitive feature extraction capabilities of
the CNN. To extract discernible health-sensitive features, the current step involves the
processing of CWT scalograms to derive new MFSs.

The process of generating MFSs comprises several crucial stages. Initially, the pro-
posed method employs a Gaussian filter on the CWT scalogram to achieve smoother
results and effectively mitigate any noise interference. Subsequently, a Laplacian filter is
applied as an edge detector to the CWT scalogram. This enhances the accuracy of edge
detection within the CWT scalogram, ultimately leading to the extraction of MFSs.

Step.4: To identify the ongoing health conditions of the CP, fault-related informa-
tion from the MFS is extracted and classified into their respective classes using CNN in
this step. The CNN model used in this study is presented in Table 2 which consists of
three convolutional layers followed by max-pooling layers, designed to extract intricate
features from input data. These layers utilize the ReLU activation function for introduc-
ing non-linearity. After feature extraction, the flattened data is processed through three
densely connected layers, eachwith ReLU activation, gradually reducing dimensionality
and capturing higher-level patterns. The final output layer employs the softmax activa-
tion function, enabling the model to make multi-class predictions, making it well-suited
for tasks like image classification. Overall, this architecture excels at feature extrac-
tion and pattern recognition, facilitating the accurate classification of diverse objects or
categories.

Table 2. CNN for feature extraction and classification:

Type of layers Output Param# Activation function

Conv2D [None, 62, 62, 32] 320 ReLU

MaxPool2D (None, 31, 31, 32) 0 –

convo2D_1 (Convo2D) (None, 29, 29, 64) 18496 ReLU

max_pooling2D_1 (MaxPooling2D) (None, 14, 14, 64) 0 –

convo2D_2 (Convo2D) (None, 12, 12, 128) 73856 ReLU

max_pooling2D_2 (MaxPooling2D) (None, 6, 6, 128) 0 –

flatten (Flatten) (None, 4608) 0 ReLU

dense (Dense) (None, 512) 2359808 –

dense_1 (Dense) (None, 256) 131328 ReLU

dense_2 (Dense) (None, 128) 32896 –

dense_3 (Dense) (None, 4) 516 softmax
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Fig. 2. Graphical flow of the proposed method

4 Results and Performance Evaluation

This study utilized a k-fold cross-validation (k= 3) approach, to gauge the effectiveness
of the proposedmethodology. To enhance result reliability, these experiments underwent
15 iterations. In each iteration, 200 samples were selected at random for model training
per class, while the remaining samples were designated for model testing. Readers can
find a comprehensive dataset description in Table 1.

A comparison is made between the proposed method and the reference technique
proposed by Gu et al. [17]. For evaluation, matrices such as average accuracy (AA),
precision (Pm), Recall (Rm), and F-1 score are calculated from the confusion matrices
presented in Fig. 3. These matrices are computed using Eqs. 1,2,3, and 4.

AA =
∑K

k TPk

N
× 100, (1)

Pm = 1

K

(
K∑

k=1

TPk

TPk + FPk

)

× 100, (2)

Rm = 1

K

(
K∑

k=1

TPk

TPk + FNk

)

× 100, (3)

F1− score = 2× (Pr ecm × Recm)/(Pr ecm + Recm), (4)

The true positive and negatives are represented by TP and TN, False negatives of the
classifier is represented by FN, while N denotes the total count of samples within each
class.

The CP health conditions classification results obtained from the proposed and ref-
erence comparison method are presented in Table 3. The proposed approach achieved a
higher AA of 96.4% compared to the referencemethodwith Pm of 96.50%, Rmof 96.25,
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and F-1 score of 96.50. The higher AA of the proposed method can be elaborated as
follows. The VSs acquired from the CP consist of fault-related impulses and unwanted
macrostructural vibration noise which can affect the autonomous Health-sensitive fea-
tures extraction capabilities of the CNN. To overcome this concern, novel MFSs are
used for CP health state classification. The new MFS enhances the fault-related color
intensity variations and removes the unwanted noise from the scalograms usingGaussian
and Laplacian image filters. For a classification model, the accuracy of classification is
directly proportional to the quality of input features. As can be seen from Fig. 4 the fea-
tures extracted by CNN from the MFS are highly discriminant which is the key reason
for the higher AA of the proposed method. A slight feature space overlap between the
MSH and MSS can be noticed in Fig. 4. To increase the classification accuracy, in the
future, signal filtering can be used to increase the discriminancy of MFS for different
classes.

The reference method Gu et al. [17] decomposed VSs obtained from the rotating
machinery using VMD and selected the informative IMF of VMD. Scalograms of the
selected IMF are created using CWT from which features are extracted using CNN.
Instead of a softmax layer for classification, the reference method used SVM for this
task. Thismethod is selected for comparison due to its correlationwith the steps involved
in the proposed technique. Furthermore, both techniques utilized VSs for the diagnosis
of mechanical faults in machines. To make the comparison fair, instead of SVM, the
softmax layer is used for the classification task. After applying the steps presented in
[17] to our dataset, an AA of 89.25% was obtained which is lower than the proposed
method, as presented in Table 3. This underperformance can be elaborated as follows.
The CWT scalograms illustrate variations in energy levels across various time-frequency
scales through the application of distinct color intensities. These color intensities help
the CNN to extract discriminant features for the health state identification of the CP.
However, VSs acquired from the CP are heavily affected by macrostructural vibration
noise. Thus it is important to further preprocess the CWT scalograms prior to feature
extraction.

Table 3. Performance comparison of the proposed method with Gu et al. [12].

Approaches Performance metrics Accuracy (Average)%

Precision Recall F-1 Score

Proposed 96.50 96.25 96.50 96.40%

Gu et al. [17] 89.25 89.60 89.25 89.00%

Based on the fault diagnosis capability of the proposed method for CPs, it can be
concluded that the framework is suitable for diagnosing CP faults. The main advantage
of the proposed framework lies in its fundamental concept, which involves preprocessing
VS and selecting health-sensitive features based on their ability to improve classification
accuracy. As can be seen from Fig. 4 the features extracted by CNN from the traditional
CWT scalograms are not discriminant enough to represent the health state of the CP
which is the key reason for the higher AA of the proposed method.



168 Z. Ahmad et al.

Fig. 3. Confusion matrices (a) Proposed (b) Gu et al. [17]

Fig. 4. Feature space (a) Proposed (b) Gu et al. [17]

5 Conclusion

This paper proposed a fault diagnosis method for centrifugal pumps using multi-filter
processed scalograms and convolutional neural networks. Traditional approaches using
continuous wavelet transform scalograms struggle with unwanted noise in vibration sig-
nals from pumps, affecting diagnostic accuracy. The proposed method overcomes this
challenge by using the new multi-filter processed scalograms that effectively enhance
fault-related color intensity variations while eliminating undesirable noise using Gaus-
sian and Laplacian image filters. It effectively identifies pump health conditions and
outperforms existing methods when tested on real-world data with an average accuracy
of 98.4%, offering significant potential for improving maintenance and operational reli-
ability in industries relying on centrifugal pumps. In the future, the proposed method
will be applied to diagnose cavitation-related faults in the centrifugal pumps.
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Abstract. Cryptosystems are fundamental to securing digital communication
and information exchange in our interconnected world. However, as technology
advances, so does the sophistication of malicious actors seeking to compromise
these cryptographic mechanisms. A branch of cryptosystems called lightweight
cryptography plays a pivotal role in ensuring secure communication and data
protection in resource-constrained devices, such as IoT sensors and embedded
systems. This paper provides an in-depth exploration of the attack vectors that
lightweight cryptosystems face and introduces novel technical countermeasures
aimed at bolstering their security. The research in this paper is positioned at the
forefront of lightweight cryptography, aiming to address current and emerging
threats.

Keywords: Cryptosystems · Cryptanalysis · Lightweight Encryption · Attacks

1 Introduction

From the ages, human beings had two inherent needs. First, to communicate and share
information, and second, to communicate selectively. These two needs led people to
create the art of coding the messages so that only authorized and intended personnel
could access the information. Even if the scrambled secret messages fell into the hands
of unintended people, they could not decipher the message and extract any hidden infor-
mation. During 500 to 600 BC, Romans used a mono-alphabetic substitution cipher
known as Caesar Shift Cipher which relied on shifting the letters of a message by some
agreed amount (Fig. 1).

Fig. 1. Caesar Shift Cipher
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In the 20th and 21st centuries, many encryption standards have been developed by
computer scientists and mathematicians. Nowadays, in almost every aspect of human
life, there is a need to transfer information secretly. As a result, it has become essential
to protect useful information from cyber-attacks. This paper discusses some of the most
common attacks on cryptosystems by each category and the necessary countermeasures
to ensure the information being communicated is as secure as possible.

1.1 Lightweight Cryptography

Lightweight cryptography plays a pivotal role in ensuring secure communication and
data protection in resource-constrained devices, such as IoT sensors and embedded sys-
tems. This paper provides an in-depth exploration of the attack vectors that lightweight
cryptosystems face and introduces novel technical countermeasures aimed at bolstering
their security. The research in this paper is positioned at the forefront of lightweight
cryptography, aiming to address current and emerging threats.

2 Related Work

A significant amount of related work has been conducted in the field of securing
lightweight encryption. Researchers have focused on various aspects of lightweight
encryption, including threat analysis, vulnerabilities, and countermeasures. Here are
some key areas of related work:

2.1 Side-Channel Analysis and Countermeasures:

There is a substantial body of research on side-channel attacks against lightweight
encryption algorithms. Countermeasures like masking, blinding, and secure implemen-
tations have been proposed to mitigate these attacks (Fig. 2).

Fig. 2. Side channel attack

Frequently employed side-channel inputs encompass elements like power supply
voltage, temperature, ambient light, and other primary signals not directly associated
with the cryptographic module. These attacks involve a combination of monitoring
side-channel outputs, manipulating side-channel inputs, observing primary outputs, and
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tampering with primary inputs. These activities are accompanied by progressively intri-
cate analytical methods aimed at uncovering confidential data from the cryptographic
system.

2.2 Light Lightweight Cryptographic Algorithm Design:

Researchers have developed and analyzed lightweight cryptographic algorithms
designed specifically for resource-constrained devices. These algorithms aim to strike a
balance between security and efficiency.

3 Types of Attacks on Cryptosystems

3.1 Passive Attacks

In order to obtain unauthorized access to the information, a passive attack is carried out.
For instance, when an attacker intercepts or eavesdrops on the communication channel,
it is regarded as a passive attack (Fig. 3).

Fig. 3. Passive Attack

It is called a passive attack in nature since the attacker neither affects the information
being transferred nor disrupts the communication channel. It can be seen as stealing
information. As information theft may go unnoticed by the owner, this type of attack
can be more dangerous.

3.2 Active Attacks

Contrary to a passive attack, an active attack involves altering the information in some
way by conducting a certain process on the data (Fig. 4).
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Fig. 4. Active Attack

4 Cryptographic Attacks

The main intention of an attacker is usually to break a cryptosystem and extract the
plaintext from the ciphertext. As for the symmetric key encryption, the attacker only
needs the secret key to obtain the plaintext, as in most cases, the algorithm itself is
already in the public domain. For this, he (or she) takes maximum effort to find the
secret key used in that particular communication channel. A cryptosystem is considered
broken or compromised once the attacker successfully obtains the secret encryption key.
Let us look at some of the most common attacks carried out on cryptosystems by each
category .

4.1 Ciphertext Only Attacks (COA)

It involves a scenario where the attacker possesses a collection of ciphertexts but lacks
access to their corresponding plaintexts. Success in COA is achieved when one can
deduce the corresponding plaintext from the provided ciphertext set. In some cases, this
type of attack may even reveal the encryption key. It’s worth noting that contempo-
rary cryptosystems are designed with robust defenses against ciphertext-only attacks to
enhance security.

4.2 Known Plaintext Attack (KPA)

In this approach, the attacker possesses knowledge of the plaintext for certain portions of
the ciphertext. The objective is to decipher the remaining ciphertext with the assistance
of this known information. Achieving this can involve techniques such as identifying
the encryption key or employing alternative methods. A prominent illustration of such
an attack is seen in linear cryptanalysis when applied to block ciphers.

4.3 Dictionary Attack

This type of attack comes in various forms, but they all revolve around creating a ‘dictio-
nary.‘ In its most straightforward form, the attacker constructs a dictionary containing
pairs of ciphertexts and their associated plaintexts that they have gathered over time.
When faced with ciphertext in the future, the attacker consults this dictionary to identify
the corresponding plaintext.
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4.4 Brute Force Attack (BFA)

In this approach, the attacker ascertains the key by systematically testing every conceiv-
able key. For instance, if the key consists of 8 bits, there are a total of 256 possible keys
(2^8 = 256). Armed with knowledge of the ciphertext and the encryption algorithm,
the attacker proceeds to test all 256 keys individually in an attempt to decrypt the data.
However, if the key is lengthy, this method would require significant time to complete
the attack due to the sheer number of potential keys (Fig. 5).

4.5 Man in Middle Attack (MIM)

This attack primarily focuses on public key cryptosystems that employ a key exchange
process prior to initiating communication.

• Host A seeks to establish communication with host B and, consequently, requests the
public key belonging to B.

• However, an assailant intercepts this request and substitutes their own public key.
• As a result, anything that host A transmits to host B becomes accessible to the attacker.
• To sustain the communication, the attacker re-encrypts the data with their public key

after intercepting and reading it and then forwards it to B.
• The attacker disguises their public key as if it were A’s public key, causing B to accept

it as if it were originating from A.

Fig. 5. Man in Middle Attack (MIM)

5 Countermeasures for Lightweight Encryption

5.1 Fault Injection Attacks and Protections:

Lightweight devices are vulnerable to fault injection attacks. Researchers have inves-
tigated fault attacks and proposed methods to protect lightweight cryptographic
algorithms, such as error-detection codes and fault tolerance techniques.
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5.2 Post-quantum Lightweight Cryptography:

With the advent of quantum computing, researchers are exploring lightweight cryp-
tographic primitives that can resist quantum attacks. This includes lattice-based and
code-based cryptography suitable for resource-constrained devices.

5.3 Energy-Efficient Cryptography:

Energy-efficient cryptographic algorithms are developed for low-power devices, consid-
ering the unique constraints of these systems. This work focuses on achieving security
while minimizing energy consumption.

5.4 Machine Learning and Lightweight Cryptography:

Recent research has explored the application of machine learning techniques to
enhance the security of lightweight cryptographic algorithms by identifying patterns
and anomalies in data.

6 Conclusion

In conclusion, the world of cryptosystems is one where innovation and security continu-
ally collide with evolving threats. The paper concludes by summarizing the key findings
and emphasizing the importance of addressing threats to lightweight cryptosystems with
innovative countermeasures. The research presented in this paper is a testament to the
ongoing development of lightweight cryptography, ensuring the security and privacy of
resource-constrained devices. However, as the landscape of cyber threats continues to
evolve, so too do the countermeasures and defensemechanisms designed to sfight against
these attacks. The arsenal of countermeasures is diverse and dynamic, from employ-
ing state-of-the-art encryption algorithms and key management practices to fostering a
culture of security awareness and regulatory compliance.
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Abstract. In response to the growing trend of non-face-to-face medical care,
we have developed an Innovative Pharmaceutical IoT product to improve drug
compliance among patients. This system allows doctors to remotely monitor and
support their patients, helping to ensure that they are taking their medication as
prescribed. By using this system, doctors can provide timely reminders to patients
to take their medication and can also track their medication use to ensure that they
are adhering to their treatment plan. In this way, the Innovative Pharmaceutical
IoT product can help to improve the health outcomes of patients by ensuring that
they receive the full benefits of their prescribed treatment.

1 Introduction

Proper treatment is essential for ensuring that patients receive the care they need to man-
age their health conditions and achieve optimal health outcomes. This includes receiving
an accurate diagnosis from a doctor, as well as receiving the appropriate medication to
manage their condition. It is important for patients especially older ones to follow their
prescribed treatment regimen [1], including taking the correct dosage of theirmedicine at
the prescribed times. This practice, known as drug compliance, is essential for ensuring
that patients receive the full benefits of their medication [2]. However, drug compli-
ance can be a challenge for many patients. The World Health Organization (WHO) said
only 50% of patients with chronic diseases in developed countries comply with pre-
scribed treatments [3]. There are a variety of factors that can impact a patient’s ability
to follow their treatment plan, including forgetfulness, difficulty remembering to take
their medicine, and difficulty accessing their medication [4]. Also, Medication compli-
ance is a major concern as it prevents hospitalization and increase deaths to medication
errors [5]. Even proper medication can lead to decreased efficacy when patients do not
adhere to their prescribed schedule and amount of medicine [6]. In order to address these
challenges and improve drug compliance, researchers have been conducting studies to
identify effective interventions and strategies. Also, recent review studies have identified
various devices for monitoring and improving drug compliance [7].
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With the increasing use of electronic devices, such as smartphones and tablets, people
are spending more time-consuming digital media and engaging in social media activities
alone in their rooms. This shift in behavior can lead to feelings of low self-esteem and
depression, particularly when individuals compare themselves to others on social media
platforms [8]. According to the World Economic Forum (WEF), depression is currently
the most common mental illness, affecting nearly 4% of the world’s population (Fig. 1).

Fig. 1. The rate of depression in 2016 [9]

The COVID-19 pandemic has further exacerbated the issue of depression, as people
have had to spendmore time at home and have had fewer opportunities for social interac-
tion [10]. This isolation and reduced socialization can lead to an increase in depression,
as shown in Fig. 2 from theWEF. The data indicates that the rate of depression increased
with age during the pandemic, and that the rate of increase was higher among women
than men. Additionally, individuals who were already struggling with emotional issues,
such as cancer or trauma, may be more vulnerable to depression as they are unable to
return to their normal daily routines.
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Fig. 2. Global prevalence of major depressive disorder (A) and anxiety disorders (B) before and
after adjustment for (ie, during) the COVID-19 pandemic, 2020, by age and sex [11]

The global prevalence of major depressive disorder (A) and anxiety disorders (B)
was measured before and during the COVID-19 pandemic in 2020. The data shows that
the rates of these mental health conditions increased with age during the pandemic, and
that the rate of increase was higher among women than men. The data also indicates that
the prevalence of these disorders increased during the COVID-19 pandemic compared
to before the pandemic.

One consequence of depression is that patients may not take their prescribedmedica-
tion as directed by their doctors. This lack of drug compliance can hinder their recovery
and overall health outcomes. It is important for individuals experiencing depression to
seek professional help and follow their treatment plans in order to manage their condi-
tion and improve their quality of life. With the recent development of various electronic
devices, people tend to spend more time watching video or Social Network Service
alone in their rooms than outside activities with a lot of communication. He is discour-
aged by his appearance compared to others reflected in Social Network Service, and his
self-esteem decreases, resulting in depressed feelings [12]. There is a study with similar
device with good results. A total of 58 participants were recruited, of which 55% (32/58)
were female with a mean age of 66.36 (SD 11.28; range 48–90) years. Eleven caregiver
participants were recruited, of whom 91% (10/11) were female. The average monthly
adherence over 6 months was 98% (SD 3.1%; range 76.5–100%). The average System
Usability score was 85.74 (n = 47; SD 12.7; range 47.5–100). Of the 46 participants
who provided data, 44 (96%) rated the product as easy, 43 (93%) as simple to use, and
43 (93%) were satisfied with the product. Caregiver burden prior to and following smart
medication dispenser use for 6monthswas found to be statistically significantly different
(P < 0.001; CI 2.11–5.98) [13] (Fig. 3).
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Fig. 3. Usefulness, satisfaction, and ease of use (USE) questionnaire response breakdown.
(https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9164090/figure/figure2/)

2 The Design Methodology of an Innovative Pharmaceutical IoT
Medication Product

The designedmedicine box is equippedwith various technologies that allow it tomanage
and dispensemedications efficiently. These technologies include theArduinoUno board,
Bluetooth module, temperature and humidity sensors, and a load cell sensor. The reason
for using arduino is that it is efficient to collect data, motors and sensors are easy to
control, and they can be used in conjunction with the application by utilizing the MIT
App Inventor [14, 15]. The medicine box is divided into two layers, with the upper layer
used for storing medication and the lower layer used for dispensing medication when
needed.

Fig. 4. Structure of Innovative Pharmaceutical IoT medication product

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9164090/figure/figure2/
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The medicine box also has several developed applications, including a user infor-
mation system, a system for tracking prescribed drugs, a system for tracking daily rec-
ommended dosage, and a humidity and temperature control system. These technologies
and applications work together to ensure that the medicine box is able to accurately
dispense the correct medications to the user at the appropriate times. The structure of
the medicine box is shown in Fig. 4.

2.1 External Technology of the Product

The smart medicine container is equipped with various sensors that allow it to monitor
and dispense medication accurately. These sensors include Bluetooth sensors that con-
nect electronic devices and medicine, temperature and humidity sensors that track the
temperature and humidity of the medicine, and load cell sensors that measure the weight
of the medication to ensure it is normal and to track whether the patient has taken it.
The Bluetooth module HM-10 is connected to the Arduino Uno board and works with a
developed application to facilitate communication between the medicine container and
external devices [16] (Table. 1).

Table 1. Sensors and functions

Sensors Functions

Bluetooth module Connects the application and the box

DC motor Carry the medicine from the 2nd floor to the 1st floor of the
box

Loadcell Carry whether the user has taken the medicine or not

Infrared sensor Check only one pill comes out of the box

Temperature and humidity sensor Check the condition of the box

Fig. 5. External structure of the product
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The temperature and humidity sensors are used to periodically check the condition
of the medicine, and the data from these sensors is input into the application through
the Arduino board to track the temperature and humidity of the medicine. The load cell
sensors detect the weight of the medication to ensure it is dispensed normally, and if the
medication is not taken, a notification is sent through Bluetooth communication to the
patient’s mobile phone reminding them to take their medicine. The external structure
of the medicine container and the process of monitoring and dispensing medication are
shown in Figs. 5 and 6, respectively.

Fig. 6. Flowchart of the External technology of the product

2.2 Internal Technology of the Product
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Fig. 7. Internal structure of the product

The smartmedicine box is designed to store and dispensemedications in a convenient
and efficient manner. The interior of the smart medicine shown in Fig. 7 where the box
is divided into two layers, with the upper layer used for storing medication and the
lower layer used for dispensing medication when needed. When it is time for a dose
of medication to be taken, the medication is released from the storage container on the
upper layer and transported to the lower layer. This process allows the medication to be
easily accessed and dispensed as needed. The smart medicine box may also be equipped
with various technologies, such as Bluetooth sensors, temperature and humidity sensors,
and load cell sensors, to facilitate communication with external devices and to ensure
that the medication is dispensed accurately.

Fig. 8. Method of the second floor
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The process of dispensing medication from the smart medicine box involves the use
of a slope and a motor-powered conveyor belt to transport the medication from the upper
storage layer to the lower dispensing layer. As the medication is transported along the
conveyor belt, a small jaw is used to separate the individual doses and allow them to be
dispensed one by one. The conveyor belt then transports the medication to a location
where it is detected by a load cell sensor and an infrared light sensor. These sensors
are used to ensure that the correct amount of medication is dispensed and to halt the
transport of the medication when the dispense process is complete. By using this system,
the smart medicine box is able to accurately dispense the correct doses of medication to
the user at the appropriate times that shown in Fig. 8.

Fig. 9. Flowchart of External technology of the product

Figure 9 illustrates the process of dispensing medication from the smart medicine
box. The process begins with the release of the medication from the storage container
on the upper layer of the medicine box.

2.3 Mobile Application to Control the Product

The mobile application is made by MIT App inventor. It is connected to the Arduino
board via aBluetoothmodule, allowingusers to book appointmentswith their doctors and
receive treatment recommendations and prescriptions. When a prescription is received,
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the doctor can set the time and dosage of the medication to be taken. The smart medicine
box is programmed to release the appropriate medication at the designated times, and a
load cell sensor is used to detect whether the medication has been taken. If the sensor
does not detect the weight of the medication, a notification is sent to the patient’s cell
phone reminding them to take their medication. If the patient ignores this notification
and does not take their medication for an extended period of time, a separate notification
is sent to the doctor so that they can directly assist the patient in taking their medication.

Fig. 10. Flowchart of to process the mobile application

In the event that the medicine does not dispense automatically due to a communica-
tion error in the box, there is also a feature that allows users to manually dispense their
medication. This can prevent potential problems caused by communication errors. In
addition, the temperature and humidity of the medicine container are monitored using
temperature and humidity sensors, and this information is regularly reported to the doctor
to ensure that the medicine is stored in optimal conditions [17]. Users can create indi-
vidual accounts and receive personalized treatment recommendations and prescriptions,
allowing them to take the correct medications at the appropriate times. The process of
using the mobile application and the smart medicine box is shown in Fig. 10.
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3 Prototype Development of an Innovative Pharmaceutical

The prototype we developed incorporates several key technologies. These include a
Bluetooth module and a temperature and humidity sensor for external functions, and a
motor and infrared sensor for internal functions. When a command is triggered from a
mobile phone, the motor operates and the medicine container moves along a conveyor
belt.When themedicine is detected by the infrared sensor as it moves along the conveyor
belt, the motor stops and the medicine is dispensed from the outlet of the container.

Fig. 11. Circuit of an external with sensors of temperature, humidity, and Bluetooth

The mobile application associated with the prototype includes a function for dis-
pensing medication and a function for monitoring temperature and humidity. The circuit
diagrams in Fig. 11 show the implementation of the external functions, including the
temperature and humidity sensor on the left and the Bluetooth module on the right.
The temperature and humidity sensor require a voltage of 5 V and is connected to the
input/output. The Bluetooth module requires a voltage of 3.3 V and is also connected
to the input/output. These sensors are connected to different breadboards due to the
differences in their voltage requirements.

Fig. 12. Circuit of the internal with infrared sensor, DC motors, motor driver

Figure 12 shows the circuit used to implement the internal functions of the prototype.
This circuit includes infrared sensors for detecting medication, two DC motors, and a
motor driver for controlling the motors. The infrared sensors use a voltage of 5 V and are
connected to the input/output. The motor driver is used to control the speed of the two
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motors, which allows a single dose of medication to be dispensed. In order to control
the two motors, additional voltage is required, and batteries are connected separately
to provide this power. Overall, this circuit allows the prototype to accurately dispense
medication and monitor the movement of the medicine container (Fig. 13).

Fig. 13. The prototype of the product

In addition to these features, the medicine box is equipped with temperature and
humidity sensors to ensure that the medication is stored in optimal conditions. The box
also has a manual dispense function to prevent problems caused by communication
errors. The mobile application associated with the product allows users to dispense
medication andmonitor the temperature and humidity of themedicine container. Overall,
the product is intended to help patients take their medication on time and in the correct
dosage, and to ensure that their medication is stored and dispensed safely (Table. 2).

Table 2. The functions of the application

Application functions

Create an Account
Select user’s account
Login for identification
a description of a medicine case
Allows users to choose whether to take the medication
a sign that the medicine is coming out
Notify the user should take medicine
User took the medication
User didn’t take medication (warning)
Check the condition of the medicine box
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The medicine box is connected to a mobile application through a Bluetooth module,
allowing users to book appointments with their doctors and receive treatment recom-
mendations and prescriptions. When a prescription is received, the doctor can set the
time and dosage of the medication to be taken. The medicine box is programmed to
release the appropriate medication at the designated times, and a load cell sensor is used
to detect whether the medication has been taken. If the sensor does not detect the weight
of the medication, a notification is sent to the patient’s cell phone reminding them to
take their medication. If the patient ignores this notification and does not take their med-
ication for an extended period, a separate notification is sent to the doctor so that they
can directly assist the patient in taking their medication (Fig. 14).

Fig. 14. The application screen of the product

The detailed features of the app are as follows. You will sign up first. A maximum
of 4 members can be registered as a prototype. After signing up, you can log in and your
account. The doctor determines the prescribed medication and how many times to take
them. By filling in the information, the patient will know the function of the medication
and the number of times to take it. The patient will be able to take the medicine at a fixed
time. If you take the medicine, the app will show you that you are taking the medicine,
and if you are not taking it, the appwill show you that you have not taken it. Nevertheless,
if you don’t take the medicine for more than a certain period of time, your doctor will
be notified, and the doctor may ask you to take the medicine yourself. Additionally, you
can view the temperature and humidity of the box in real time to maintain the drug’s
condition.

These functions enable immediate interaction between doctors and patients. Doctors
can give patients the necessary prescriptions in real time, and patients can interact in real
time when they need consultation with doctors. In addition, physicians can continue to
monitor whether the patient has followed the prescription and, if necessary, notify the
patient so that the medication can be taken at a fixed time. This can solve the problem
of drug compliance.
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4 Final Discussion

The smart medicine box is designed to improve drug compliance among patients suffer-
ing from depression and other conditions. It is an economical choice, as it can be used
by multiple individuals in a single household, allowing multiple accounts to be set up
and used. The medicine box can hold various types of medications and can dispense a
set number of pills at a time. It also includes a weight sensor to detect whether a patient
has taken their medication, providing immediate feedback to both the patient and their
doctor. This feature can be especially useful for patients who are unable to visit the
hospital in person, as it allows them to receive treatment and support remotely through
the mobile phone application. In the future, the smart medicine box has the potential
to be used by patients with a wide range of medical conditions. Its ability to connect
to a mobile phone application makes it convenient for users to track their medication
usage and for doctors to monitor their patients’ drug use. This data can be valuable in
the treatment of patients, helping doctors to ensure that their patients are receiving the
appropriate care and treatment.
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Abstract. The increasing road traffic demands innovative safety solutions, and
researchers are exploring V2V communication via 5G massive MIMO at 60 GHz
using roadside lamp-based base stations. This approach, with its numerous anten-
nas, offers benefits like improved spectral efficiency, higher throughput, expanded
coverage, energy efficiency, and reduced latency. However, deploying massive
MIMO in mmWave technology poses challenges, particularly in selecting a suit-
able channel estimation algorithm. This research paper addresses the channel esti-
mation issue and introduces a sparsity adaptive algorithm that balances accuracy
and computational complexity effectively. The algorithm optimizes channel esti-
mation in 60 GHz scenarios relevant for vehicular communications by leveraging
channel sparsity, reducing complexitywhilemaintaining accuracy. It iswell-suited
for real-time vehicular communication applications. To validate the proposed algo-
rithm’s efficiency, the paper presents a comprehensive survey of existing channel
estimation methods. A comparison table discusses various scenarios, particularly
those in the 60 GHz range, providing insights into the algorithm’s performance
in different settings. These results hold promise for enhancing V2V communica-
tion systems, contributing to safer and more efficient road networks amid growing
vehicular density.

Keywords: V2V communication · massive MIMO system · 5G · 60 GHz ·
channel estimation algorithm

1 Introduction

The rise of 5G technology meets the demand for faster data rates, low latency, and
reliable wireless communication, particularly in the automotive sector. 5G is instru-
mental in enhancing Intelligent Transportation Systems (ITS), even in non-line-of-sight
(NLOS) scenarios, fostering road safety and V2V (Vehicle-to-Vehicle) communication
for improved safety and transportation efficiency [1]. In wireless communication, the
growing emphasis on V2V employs massive MIMO (Multiple-Input Multiple-Output)
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technology as a key component of the 5G system. This technology is highly recog-
nized for its capacity to effectively manage the increasing traffic demands associated
with vehicular communications in 5G wireless networks [2]. Massive MIMO, equipped
with numerous antennas, significantly enhances spectral and energy efficiency in wire-
less networks, thereby improving overall performance for 5G and future iterations [3].
The integration of antennas, radios, and spectrum within massive MIMO technology is
instrumental in boosting network capacity and speed, making it a crucial technology
for upcoming wireless standards [4]. It surpasses point-to-point MIMO by more than
tenfold in spectral efficiency while employing simpler signal processing [5]. Massive
MIMO’s array gain is indispensable for intelligent sensing systems in 5G and beyond. In
summary, the benefits of massive MIMO encompass high spectral efficiency, commu-
nication reliability, simplified signal processing, energy efficiency, and favorable prop-
agation [6]. Furthermore, millimeter wave (mmWave) communication in the 60 GHz
range has emerged as a promising solution for V2X communication, offering increased
transmission speed and capacity [7]. The 60 GHz mmWave frequency is gaining trac-
tion in mobile cellular communication due to cost-effective technology, high-data-rate
services, and 5G deployment with small cells and low-powered base stations (BSs) [8].
This frequency range supports data rates of up to 7 Gbit/s and provides ample bandwidth
while minimizing interference [9]. The 60 GHz frequency band is a crucial part of the
millimeter-wave spectrum, ideal for high-bandwidth wireless communication. It offers
wider bandwidth compared to 4G technology and better protection against interference,
making it suitable for both stationary and mobile applications [10]. 5G wireless archi-
tecture emphasizes energy-efficient hardware and communication methods within this
frequency range [11]. This research paper aims to address the intricacies of 60 GHz 5G
wireless systems, examining challenges and proposing effective strategies and technolo-
gies to overcome them. It will shed light on the key features of the 60 GHz frequency
band and how they affect the deployment of 5G wireless communication. Solutions will
primarily revolve around channel estimation algorithms.

2 Weaknesses of the 60 GHz Massive MIMO System

Studies in wireless communication show that the 28 GHz and 38 GHz frequency bands
experience minimal rain attenuation and oxygen absorption effects at 200-m distances
[12]. However, the 60 GHz frequency exhibits significant rain attenuation and oxygen
absorption under similar conditions, with air absorption rates of 15 to 30 dB/km and
enhanced path loss of 20 to 40 dB [13]. At 60 GHz, the ability of electromagnetic waves
to diffract around obstacles is weak, making the links susceptible to obstruction due to
their short wavelength [12]. Multipath interference is common at 60 GHz due to factors
like surface reflections, object scattering, and diverse media propagation [13]. Histori-
cally, millimeter-wave frequencies in wireless communication were costly and mainly
used for non-consumer and government applications [14]. In massive MIMO, more
antennas lead to increased pilot overhead and computational complexity, potentially
reducing performance [15]. Circuit power consumption and antenna spacing consid-
erations, which are typically at least one wavelength apart, can impact the efficiency
of massive MIMO systems [16]. Hardware imperfections and channel estimation errors
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can limit the benefits of numerous base station antennas. Non-orthogonal pilots in multi-
cell systems can lead to detrimental inter-cell interference, which can be mitigated with
proper channel estimation [17]. Implementation and accurate channel estimation with
many antennas can be challenging due to high costs and complexity [18].

3 Proposed Algorithm

Notations: Vectors and matrices are denoted, respectively, by lowercase and uppercase
characters; (·)−1, (·)T, (·)H represent a matrix’s inverse, a transpose, and a conjugate
transpose, respectively.

3.1 Channel Model of Sparse Multipath

The base station (BS) employs MIMO systems withQ transmitting antennas to transmit
OFDM signals. Each individual antenna transmits an OFDM signal of length L, and a
subset of P carriers (where 0 < P < L) is selected as the pilot to estimate the channel.
The channel length is denoted as C. Each transmit antenna, indexed as i (ranging from
1 to Q), follows a unique pilot pattern, denoted as t(i). The pilot patterns for different
antennas, t(i) and t(j), are disjoint t(i) ∩t (j) = ∅, except when i is not equal to j. At
the reception end, after the transmission, the pilot signal associated with each antenna
is received and represented as r(t(i)), which can be denoted as r(i). The fundamental
channel model can be expressed as follows:

r(i) = G(i)F (i)c(i) + n(i), i = 1, 2, . . . ,Q (1)

In this context, the matrix F (i) represents a sub-matrix with dimensions P × C, ,
derived from a Fourier matrix associated with a discrete Fourier transform (DFT) matrix
of size L × L. The elements of this sub-matrix are selected from the pilot lines, while
the columns are limited to the first C columns. On the other hand, G(i) is a diagonal
array represented by the pilot pattern t(i) for antenna i. It effectively diagonalizes the
matrix and allows for individual processing of the pilot patterns. Additionally, the term
n(i) denotes Gaussian white noise with a variance of σ 2 and a mean of 0, contributing
to the overall noise in the system. To jth antenna the corresponding channel impulse
response (CIR) is c(i) = [c(i)(1), c(i)(2), ...., c(i)(C)]T . Equation (1) now includes the
following extra equation after changing H (i) = G(i)F (i):

r(i) = H (i)c(i) + n(i), i = 1, 2, . . . ,Q (2)

Here, the equation supp
{
c(i)

} = {l : |c(i)(l)| > pth, 1 ≤ l ≤ C} represents the index set
that defines the support for the ith sub-channel. The support set consists of indices for
which the absolute value of c(i) exceeds a specific noise threshold pth. . Recent studies
have revealed that in massive MIMO systems, the size of the antenna array at the base
station (BS) can be reduced as the transmission distance increases. Furthermore, there
is consistency and a shared channel delay among the delay dispersion properties of
sub-channels across various sending and receiving antennas. The delay model further
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indicates that the sub-channels’ sparse support set remains unchanged across different
users and transmitting antennas [19]:

supp{c(i)} = supp{c(j)}, i �= j (3)

3.2 SAMP Algorithm

Estimation of Sparseness
The problem of finding the minimum l0 norm can be solved by applying compressed
sensing techniques to the channel estimation problem.

ĉ = argmin||c||0, subjectto||r − Ac||2 ≤ ε (4)

The expression ||c||0| represents the l0 norm of vector h, which corresponds to the
count of non-zero elements in the vector. According to [20], it has been proven that when
the following condition is met:

||c||0 <
1

2
spark(A) (5)

It is possible to recover only the channel impulse response (c). The parameter
spark(A) indicates the smallest count of linearly dependent columns within matrix A. It
is clear from analysis that 2 ≤ spark(A) ≤ rank(A) + 1. If matrix A represents a partial
Fourier matrix with dimensions P × C and P < C, it follows that ||c||0 < 1

2 (P + 1).
Sparsity in wireless communication refers to a channel impulse response where

most energy is concentrated on a few taps, with the rest below the noise threshold. When
the channel length (L) is much greater than the number of non-zero taps, leveraging
this sparsity enables accurate channel estimation with fewer pilot symbols, enhancing
spectrum utilization. Equation (5) helps determine the right pilot overhead level for
efficient resource utilization.

X =
{ P

2 , P is even
P+1
2 , P is odd

(6)

Based on the analysis, we determine that the channel vector has at most X non-zero
taps, with C-X considered noise. This initial estimate of sparsity guides element selec-
tion. In cases with higher signal-to-noise ratios, the recovered elements are ordered in
descending fashion.We use the difference between neighboring elements to aid selection
and gauge sparsity. The support set comprises elements preceding the largest backward
difference, as they may contain channel information. When certain conditions are met
by the observation matrix (represented by A), the task of recovering sparse signals can
be transformed into a convex optimization problem. The parameter δx known as the
Restricted Isometry Property (RIP) parameter, corresponds to the lowest value of δ that
fulfills Formula (7).

(1 − δ)||c||2 ≤ ||Ac||2 ≤ (1 + δ)||c||2 (7)
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Here, c denotes the sparse signal corresponding to x. If the value of δx is less than 0.5,
the x th order RIP condition is satisfied by the matrix A [21]. Moreover, if the matrix’s
δx parameter is smaller than the value of

√
2 − 1, the problem of restoration can be

transformed into a minimization problem involving the l1 norm.

ĉ = argmin||c||1, subjectto||r − Ac||2 ≤ ε (8)

Channel Estimation
To address the joint sparsity observed in the channel, a transformed channel vector can
be represented as v = [vT1 , vT2 , ...., vTC ]T , where vi corresponds to the i sub-block of v and
contains elements [c(i)(1), c(i)(2), ...., cQ(i)]T , where i = 1, 2, ...,C. The consequence
of this transformation is the concentration of non-zero elements within the channel
vector. The received pilot signal is similarly transformed to y = [yT1 , yT2 , ...ypT , ]T ,
where yi = [r(1)(i), r(2)(i), ...., y(Q)(i)]T , i = 1, 2, ...,P. Additionally, the noise is also
transformed to e = [eT1 , eT2 , ..., eTP ]T , where ei corresponds to the i sub-block of e and
equals to [n(1)(i), n(2)(i), ..., n(Q)(i), ]T , i = 1, 2, .....,P. With respect to all sending
antennas, the received signal expression may be expressed as follows:

y = Mv + e (9)

One of the variables is a matrix M = [M1,M2, ....,MC ]; Mi =
[a(1)(i), a(2)(i), ...., a(T )(i)], i = 1, 2, ....,C, a(T )(i) is matrix A(T )’s i th column. By
performing matrix multiplication between Formula (3) and the conjugate transpose of
matrix M, denoted as MH , we can estimate v. This estimation employs compressed
sensing techniques in scenarios where the sparsity of the channel is unknown.

MHy = MH (Mv + e) = v + (MHM − J ) + MHe (10)

Here, J represents the QC × QC unit matrix. Since the matrix M does not exhibit
complete orthogonality, MHM − J is a matrix with small element values but not zero.
The representation of the energy scattering resulting from the observation matrix’s non-
orthogonality is represented by e′ = (

MHM − J
)
v + MHe. As a result, Eq. (10) can

be stated as:

MHy = v + e′ (11)

Define an QC × 1 vector E during iteration.

E = |MHq| (12)

Here, the variable q denotes the iterative residuals, initially set as y. The absolute values
of the elements in the conjugate transpose of matrix M multiplied by q are denoted by
| · |. The elements in vector V ’ are defined as the summation of the squared values in
each set of Q’ elements within vector E.

V (j) =
j×Q∑

(j−1)×Q+1

|E(i)|2, i = 1, 2, ...,QC; j = 1, 2, ...,C (13)
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Here, the i th element in vector E is denoted by E(i), and the j th element in vector V
is denoted by V (j). To obtain vector Vs, the elements in vector V must be corrected in
descending order. The maximum sparsity of the channel is X . After the first iteration,
only e′ in (11) generates the last C-X elements in Vs. In the wireless communication
domain, when considering the subsequent C-X elements, their energy is assigned a spe-
cific threshold, denoted as t. In order for a tap energy in the channel to be considered
significant, it must exceed this threshold value. Consequently, the support set should
only contain vector Vs elements that are greater than the threshold. This algorithm
estimates sparsity in two steps: setting an upper limit based on channel characteris-
tics and identifying sparsity by finding the maximum difference within that limit. It
surpasses other methods by considering energy dispersion, Gaussian white noise, and
using regularization to enhance support set accuracy.

4 Results

The main limitations of the implementation of massive MIMO systems in the 60 GHz
frequency band may be high computational complexity, high levels of interference, and
high cost, leading to channel estimation errors. Classical algorithms like LS, LMS, and
OMP address these issues. LS is simple but neglects noise impact. An innovative LS
method [22] aims to reduce noise influence for better OFDM channel estimation. LMS
is an adaptive filter with a slow convergence rate, minimizing mean square error to
enhance signal quality [23, 24]. OMP is a fast and simple iterative algorithm for signal
recovery [25]. In Table. 1 was proposed a list of algorithms with their advantages and
disadvantages.

Table 1. List of algorithms for navigating the complexities of 60GHz5Gwireless communication
systems

Refs. Proposed algorithm Advantages Disadvantages

[26] BSAMP Efficiently handles channel
sparsity with dynamic
adjustments. Low computational
complexity, adjusts to changing
channels

Depends on accurate sparsity
levels, relies on precise initial
estimation. Limitations in base
stations with numerous
antennas

[27] Deep learning with sMPD Enhances detection
performance, reduces
computational complexity

Performance depends on
channel conditions

[28] Butterfly optimization
algorithm (BOA)

Excels in accuracy and optimal
solutions

Parameter selection can be
trial-and-error. Randomness
may yield varied results

[22] Novel OFDM channel
estimation

Improves estimation precision
by reducing noise impact

Assumes AWGN in the channel
and relies on known noise
variance

(continued)
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Table 1. (continued)

Refs. Proposed algorithm Advantages Disadvantages

[29] 60 GHz wireless systems Efficiently estimates multiple
channel parameters in 60 GHz
band

Designed for static indoor
settings. May overlook factors
in different environments

[30] Deep learning-based channel
estimation

Significantly improves accuracy Computationally complex,
requires a large amount of data
for training

[31] Matching pursuit-based (MP)
algortihm

Excels in sparse channels,
eliminates zero-tap errors

Effectiveness depends on
stopping rule. Requires prior
channel probability distribution
knowledge

[32] Forward–backward channel
estimation

Copes with tough channel
conditions, practical for
real-world use

May not work well in different
environments. Effectiveness
depends on the stopping rule

[33] OFDM-based channel
estimation

Simple lead-frequency
interpolation

Neglects channel correlation
and noise in complex RF
environments

[34] Channel estimation with
cGAN

Improves accuracy, efficient
pilot design

Computationally demanding,
not effective in noisy or
interference-prone settings

[35] MIMO-OFDM channel
estimation

Boosts estimation precision,
responsive to changing channels

Increased computational
complexity, responsive to
training sequence quality. May
not be suitable for
high-mobility channels

[36] Leaky least mean square
(MLLMS)

Lower computational
complexity, better performance
in noisy environments

Slightly more computationally
complex compared to LMS

[37] 5G high-frequency CSI
estimation

RVM (relevance vector
machine) excels in accuracy, LS
is computationally efficient,
OMP closely matches RVM
with the right iteration count

LASSO consistently
underperforms. OMP is less
accurate than RVM

[38] DNN (deep neural network)
and LSTM (long short-term
memory) channel estimation

LSTMs handle sequential data
and vanishing gradient

LSTMs can be computationally
expensive and harder to
interpret. Prone to overfitting

5 Discussion

Table. 1 provides a comprehensive comparison of channel estimation algorithms in
wireless communication, particularly for MIMO-OFDM and massive MIMO systems.
It assesses each algorithm’s pros and cons, offering insights into their effectiveness for
various scenarios and applications, including V2V communication. Choosing the right
channel estimation technique is crucial for accurate and efficient data transfer between
vehicles in dynamic contexts. Researchers have explored various algorithms, each with
its own advantages and limitations. BSAMP offers low complexity and adaptability
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but relies on sparsity assumptions and initial accuracy, making it less suitable for large
MIMO systems. Deep learning and BOA algorithms show improved performance but
may require substantial data and involve randomness. When selecting a V2V communi-
cation algorithm, factors to consider include vehicle mobility, computational efficiency,
adaptability to different conditions, protocol compatibility, and system-specific require-
ments. Millimeter-wave (mmWave) technology holds promise for high data rates and
low latency in V2V communication. However, inmmWave systemswith high-frequency
signals susceptible to path loss and atmospheric absorption, accurate channel estimation
is crucial. The channel experiences significant variations due to blockages and scat-
tering, impacting reliable communication. In Fig. 1, the three papers focus on channel
estimation in wireless communication systems operating at 60 GHz. Their comparison
is based on the mean squared error (MSE) of their respective algorithms.

Fig. 1. MSE of channel estimation algorithms based on mmWave(60Ghz)

Comparing three papers’ channel estimation approaches yields valuable insights
into their performance in different conditions. [29] excels with an efficient algorithm,
providing accurate channel estimation even at lowSNR levels. [31] introduces theSDCE-
NTD method, demonstrating improved MSE performance in both dense and sparse
channel scenarios. [32] offers a low-complexity approach with potential for effective
channel estimation, though with a slightly higher MSE. In mmWave systems, BOA and
MLLMS are well-suited. BOA combines global and local search for complex mmWave
channels, while MLLMS, with its simplicity, handles dynamic fluctuations effectively.
Selecting the right channel estimation method for mmWave communication systems is
critical due to high-frequency challenges like path loss, air absorption, and sensitivity
to obstacles. The chosen method should balance complexity, support multiple antennas,
real-time processing, and manage data rates and processing demands. It’s worth noting
that mmWave channels often exhibit sparsity, with a small number of significant paths in
the channel impulse response. Figure 2 illustrates theMSE values of three deep learning-
based channel estimation algorithms in [30, 33], and [34] at various SNR levels. Each
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paper focuses on enhancing the accuracy and efficiency of channel estimation through
deep learning techniques.

Fig. 2. MSE of channel estimation algorithms based on deep learning

In comparing three algorithms in [30, 33], and [34] across various signal-to-noise
ratio (SNR) levels, [30] consistently yields the lowest MSE, demonstrating the effec-
tiveness of the deep learning channel estimation pipeline, even under challenging con-
ditions. [33] performs reasonably well with higher MSE than [30] but lower than [34],
indicating its effectiveness in estimation accuracy using inverse convolutional networks
and expanded convolutional networks. However, [34] exhibits the highest MSE val-
ues but achieves this with fewer pilots, showcasing its ability to optimize pilot design
for acceptable channel estimation. For mmWave channel estimation, sparsity-exploiting
techniques like LASSO or OMP are well-suited, and adaptability to dynamic channel
conditions is crucial, making RLS and MLLMS valuable for continuous updates. Han-
dling interference is essential, with Bayesian learning and deep learning methods being
effective in noise mitigation. In massive MIMO mmWave systems, supporting mul-
tiple users simultaneously through spatial multiplexing and interference cancellation
techniques can significantly enhance system capacity and performance.

6 Conclusion

The paper introduces a channel estimation algorithm for massive MIMO channels that
efficiently leverages sparsity within these channels. By utilizing block sparsity and adap-
tive sparsity level updates, the algorithm achieves low computational complexity while
maintaining accurate channel estimation, making it ideal for dynamic channel condi-
tions. Its adaptability allows real-time adjustments, ensuring reliability. This computa-
tionally efficient algorithm is practical for large-scale MIMO systems. Additionally, the
paper reviews existing literature on mmWave and massive MIMO channel estimation
algorithms, highlighting potential areas for further research and improvements.
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Abstract. The field of wireless communication is experiencing rapid advance-
ments, leading to remarkable achievements in terms of both high data rates and low
latency. Notably, the emergence of 5G has significantly influenced the landscape,
boasting impressive speeds of up to 20 Gb/s. Furthermore, the utilization of tech-
nologies like Orthogonal Frequency Division Multiplexing (OFDM) has played a
crucial role in optimizing the efficiency of spectral utilization within communi-
cation networks. However, despite these advancements, the progress of wireless
communication has introduced challenges in accurately estimating channels. This
is primarily due to the presenceof varied factors such as distortion, attenuation, fad-
ing, scattering, and other interruptions that affect the transmission of radio waves
to their intended destinations. To address this issue, researchers have put forward
suggestions aimed at enhancing the accuracy of channel estimation and strengthen
the signal. In this paper, an extensive and comprehensive review of various channel
estimation techniques provided, categorizing them based on their unique charac-
teristics. Additionally, the role of the upcoming technologies, like artificial intelli-
gence in the context of wireless communicationwill be investigated. Such a review
will be invaluable inmaking informed decisions regarding the selection of channel
estimation techniques for emerging wireless communication systems.

Keywords: OFDM · channel estimation algorithm · wireless channel ·
millimetre wave

1 Introduction

Applying wireless communication not only facilitates data delivery to its destination, but
it also plays an important part in accident prevention. The potential of V2V communica-
tion towirelessly communicate data to different nearby automobiles offers great potential
in the attempt to avoid accidents and drastically decrease traffic accident mortality. The
most important requirements for wireless communication in this regard are fast respon-
siveness, low latency, and highest reliability. Various approaches are being employed
to improve communication in this regard. One such method that used in wireless and

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
B. J. Choi et al. (Eds.): IHCI 2023, LNCS 14532, pp. 205–215, 2024.
https://doi.org/10.1007/978-3-031-53830-8_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-53830-8_20&domain=pdf
https://doi.org/10.1007/978-3-031-53830-8_20


206 K. Kuanysh et al.

mobile communication systems is Orthogonal Frequency-Division Multiplexing due to
its exceptional efficiency.

OFDMefficiently transmits data usingFast Fourier Transform (FFT) and Inverse Fast
Fourier Transform (IFFT), effectively reducing Inter symbol Interference (ISI) through
the insertion of a Cyclic Prefix [1]. This makes it a robust transmission technique,
ensuring dependable data transfer even in challenging wireless environments. OFDM is
more resistant to signal distortions causedby reflections, diffractions, andother variations
in the wireless signal path [2–4].

However, increasing the data rate or decreasing latency of the connection can lead
to performance degradation and decreased signal accuracy. To address this issue, proper
estimation of channels between antennas becomes crucial. Researchers proposed numer-
ical channel estimation algorithms to tackle this challenge. Thesemethods classified into
three practical categories: blind channel estimation, semi-blind channel estimation, and
pilot-based channel estimation. Among these techniques, the pilot-aided channel esti-
mation method is the most popular and more practical than other methods due to its
reliable and consistent performance [5]. In this approach, the system bandwidth divided
into multiple independent subcarrier bandwidths of equal width, with each subcarrier
transmitting its modulated signals [6].

However, most existing methods primarily designed for static scenarios, where two
connected devices fixed at a single point. Unfortunately, when it comes to dynamic sce-
narios, where the channels fluctuate rapidly over time, these methods demonstrate defi-
cient performance. In such dynamic scenarios, accurate channel estimations become cru-
cial, particularly in applications like Vehicle-to-Vehicle (V2V) communication, where
vehicles need to establish reliable connections while on the move.

The authors in [7] propose a joint channel coding technique to improve channel
estimation in pilot-based systems. The technique aims to correct the channel estimation
values obtained using traditional DFT-based methods. The [8] proposes a new algo-
rithm for channel estimation in fast fading channels in offset QAM-based filter bank
multicarrier (FBMC/OQAM) systems. The paper presents an algorithm that addresses
the limitations of existing techniques and significantly improves channel estimation per-
formance in FBMC/OQAM systems operating in fast fading channels. Two specific
channel estimation methods proposed in [9], one of them is for slow fading channels
and another for fast fading channels, to enhance the performance of OFDM systems in
wireless communication. [10] describes the proposal of a location-aided beamforming
strategy to achieve ultra-fast initial access in millimetre-wave (mm-wave) communica-
tion for the vehicular domain. The paper presents numerical experiments indicating that
the availability of location information improves the signal-to-noise ratio (SNR) at the
receiver when the distance exceeds eighty meters.

The structure of this paper organized as follows: in Sect. 2, a comprehensive overview
of channel estimation classification presented, focusing on three techniques: pilot-aided,
semi-blind, and blind, in addition to Decision-directed channel estimation. In Sect. 3, the
channel estimation algorithms are illustrated based on the classifications. Furthermore,
the paper features a review of channel estimation algorithms in a table, accompanied by
concise algorithm explanations and emphasizing their contributions and the comparison
plot of the algorithms with each other.
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2 Channel Estimation

2.1 Channel Estimation Classification

Pilot-aided Channel Estimation Method. Pilot-based channel estimation technique
inserts training patterns into the transmitted signal to predict the channel response. These
training sequences are known to both antenna from the transmitter to the receiver and
had designed to have specific properties that make them easy to detect and analyse.

As itwidely used, enormous investigations have reported in the source related to pilot-
based channel estimation. The paper [11] provides a comprehensive examination of pilot-
based channel estimation methods, specifically those using block-type and comb-type
arrangements. The author explains how channel estimation can achieve using block-type
pilots, either with a decision feedback equalizer or without. As well paper [12] investi-
gated the channel estimation based on block-type and comb-type using Least Squares
and Linear Minimum Mean Square Error estimators by using the 60 GHz frequency
band in contrast with [11]. The paper [13], uses pilot symbols to estimate parameters in
OFDM systems, and how they can improve performance in noisy wireless environments.
The study finds that using pilot symbols can be more effective than other methods like
decision-directed channel estimation and is especially good at handling Doppler.

Despite improvements made by researchers using pilot-assisted channel estimation,
the technique still wastes communication bandwidth and relies only on pilot symbols
for channel estimation, leading to unavoidable errors during the process.

Semi Blind and Blind Channel Estimation Method. To avoid wasting bandwidth,
researchers have investigated blind channel estimation techniques that do not require
the use of pilot symbols, which consume valuable channel capacity. Techniques for esti-
mating channels using knowledge about known training symbols and uncertain received
signals are known as semi-blind channel estimation techniques.

Various works investigated in semi blind and blind channel estimation. The papers
[14] and [15] choose the blind channel estimator approach to estimate the parameters.
The paper [14] developed a blind channel estimation method using the noise subspace
technique forMIMO-OFDM(Orthogonal frequency-divisionmultiplexing). It can apply
to systems no matter the amount of transmitting and receiving antennas, combining, and
generalizing existing methods for SISO-OFDM systems. In the article [15], the blind
channel estimation for massive MIMO proposed to cope with the pilot contamination,
which is a limitation of pilot-based and semi-blind methods. References [16] and [17],
they both propose an efficient semi-blind channel estimation approach for the MIMO
system. In [16], the authors investigated a semi-blind channel estimation schemebasedon
an expectation–maximization algorithm and showed the effectiveness of the approach by
comparison with known ML (Maximum Likelihood) estimators through the numerical
results.

Despite improvements made by researchers using pilot-assisted channel estimation,
the technique still wastes communication bandwidth and relies only on pilot symbols
for channel estimation, leading to unavoidable errors during the process.

Decision-directed Channel estimation method. The decision-directed technique is
often in digital communication systems where the transmitted data is in the form of
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discrete symbols. In decision-directed channel estimation, the receiver makes use of
the received symbols to estimate the channel characteristics. The basic idea behind this
technique is to use the received symbols to decide about the transmitted symbols, and
then use this decision to estimate the channel characteristics.

The paper [18] investigates decision-directed channel estimation, which is challeng-
ing for systems with multiple transmit antennas due to the high computational com-
plexity of inverting a data-dependent matrix. To overcome this, the paper introduces an
iterative method that avoids matrix inversion and demonstrates its effectiveness through
simulation results. Also, researchers improved the performance of the decision-directed
method and decreased the computational complexity. For example, in research [19], the
performanceof themethod enhancedbyusingdemodulator output symbols,DDEapplies
statistical characteristics of transmitted data to track fast-changing channel transfer func-
tions. While in [20], using the space-alternating generalized expectation–maximization
method, pilot overhead reduced without affecting efficiency.

2.2 Channel Estimation Algorithms

Based on the classification of channel estimation, exists numerical channel estimation
algorithms. Accurate channel estimation is essential for effective wireless communica-
tion and can achieved using various algorithms. The computational complexity and accu-
racy of the algorithm are the key features of the channel estimation algorithm in wireless
communication. The latency, data rate and overall performance of the communication
system straightforward depend on the selected algorithm.

We selected a combination of search engines, namely IEEE Xplore, Springer Digital
Library, and Google Scholar, recognizing that no single search engine alone provided
comprehensive results for our channel estimation research. Our search has conducted
using specific keywords, such as “channel estimation,” “estimation techniques,” “chan-
nel estimation classification,” “channel estimation AND wireless communication,” and
“channel estimation AND time varying.” We fine-tuned these keywords to suit each
search engine’s interface, refining themas “channel estimationANDAlgorithms,” “chan-
nel estimation AND performance evaluation,” “channel estimation AND V2V commu-
nication,” and “channel estimation AND OFDM.” To strike a balance between broad-
ening the search and obtaining relevant results, we implemented strategies to manage
the search process effectively. In certain cases, we included the keyword “mmWave” to
account for its associated advantages, such as high data rate transmission, low latency,
and improved security. Additionally, the keyword “time varying” incorporated due to
the dynamic nature of vehicle mobility and high-speed scenarios on the road. Further-
more, we expanded our exploration by investigating other V2Vwireless communication
methods. This approach allowed us to gain insights into the challenges faced during the
investigation of V2V communication. To ensure up-to-date findings, we applied a time
filter to retrieve the most recent papers. Notably, major of the papers we encountered
published between 2015 and 2023.

Table 1 summarizes papers with channel estimation algorithms, including their brief
explanation and strengths of the proposed algorithm from other conventional algorithms.
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Table 1. Comparison of proposed channel estimation algorithms.

Refs. Proposed algorithm The contribution of the paper

[21] Fast LMMSE channel estimation algorithm by
the improved most significant taps and
calculation by Kumar’s fast algorithm

Does not require static knowledge of channel
- The computational complexity reduced

[22] Pilot-aided modified an algorithm for estimating
the channel using least squares method in
Orthogonal Frequency Division Multiplexing
(OFDM) systems

- Noise reduced
- Improved channel estimation algorithm

[23] The method of estimating channels involves
utilizing LS and MMSE algorithms and is
dependent on a training symbol of the block type
that assisted by a pilot

- Lower bit error rate
- Decreased symbol error rate
- Lower mean square

[24] Four channel estimation algorithms: Adaptive
boosting, least square, best linear Unbiased
estimator, Minimum mean square error

- Computational complexity
- Useful with high number of carriers
- Overall performance

[25] An algorithm for estimating the channel in which
the transfer domain used along with wavelet
de-noising and distance decision analysis

- Lower bit error rate
- Lower signal-to-noise ratio

[26] The UAMP-SBL combines unitary approximate
message passing and sparse Bayesian learning
techniques while incorporating variational
inference and unitary transformation methods

- Low complexity
- Accurate estimation
- Fast sparse Bayesian approach

[27] The DSACS, Dynamic and Sparsity Adaptive
Compressed Sensing algorithm presents a novel
solution for AUD and CE in UL grant-free
SCMA systems by addressing the challenge of
unknown user sparsity

- No need prior knowledge of user sparsity or a
potential active user list
- Reduced computational complexity

[28] An improved DCT-based algorithm that uses a
simplified denoise filter in the discrete cosine
transform domain, which derived from a
traditional LMMSE filter

- Low computational complexity
- Highly performance

[29] An algorithm based on a distributed computing
technique and channel estimation algorithm
inspired by accelerated projection-based
consensus (APC). The algorithm designed to
process in parallel enhancing its efficiency

- High reliability
- Suitable for such scenarios like Massive MIMO
systems

[30] The TOMP algorithm is designed for channel
estimation in underwater acoustic OFDM. It
streamlines the process by using the
orthogonality of specific measurement atoms,
and optimizing the selection of measurement
atoms

- Improves the accuracy
- High speed of signal in reconstruction

[31] The CPR-Net algorithm enhances signal
recovery in time-varying channel OFDM by
integrating a deep neural network (FC-DNN)
with existing channel estimation methods

- Elevate the accuracy of the signal over
time-varying channels using deep learning

(continued)
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Table 1. (continued)

Refs. Proposed algorithm The contribution of the paper

[33] The pilot-assisted estimating channels in
MIMO-single-carrier
frequency-domain-equalization over fast
time-varying multipath channels. It uses a noise
eliminated MMSE and a new polynomial
interpolation to obtain accurate estimations

- Improved performance in fast time-varying in
MIMO-SCFDE system

[33] The OMP and MSP algorithms for
delay-Doppler (DD) channel estimation in uplink
OTFS-MA systems. These algorithms leverage
compressed sensing (CS) techniques to handle
the sparsity of the DD channel representation

- Normalized MSE and BER performance in
rapidly time-varying channels for multi-user

[34] The RVP-FLMP algorithm to estimate
parameters in MIMO systems with a Pop and
Beulieu model-based Rayleigh fading. It
addresses complexity issues by integrating
fractional order calculus into the algorithm

- Faster weight convergence
- Improved channel capacity
- Lower BER

[35] The algorithm proposed in the paper is an
M-estimator based channel estimation technique
for robustification of channel estimation in
Rayleigh and Rician fading channels in
multi-carrier OFDM 5G wireless communication
systems

- Improvements in performance for 5G wireless
communication system in Rayleigh and Rician
fading channels

[36] The algorithm for OTFS, which addresses high
Doppler effects in dynamic channels. It enhances
spectral efficiency in multi-antenna OTFS using
pilots with orthogonal matrix-form Frank arrays

- Better NMSE performance
- New pilot structure in matrix form

[37] A novel algorithm for blind iterative channel
estimation in OFDM systems has been
introduced. This algorithm uses data from an
LDPC decoder to iteratively enhance parameter
estimation accuracy

- A novel blind iterative channel estimation
algorithm with improved Bit Error Rate (BER)
performance

Channel estimation algorithms are essential in wireless communication to precisely
assess the wireless channel’s characteristics. These algorithms vary in complexity and
accuracy, with some prioritizing simplicity and others aiming for higher accuracy but
increased computational demands. Research papers frequently emphasize improving
accuracy, recognizing that advancements in data rate and throughput may come at the
expense of estimation precision.

The selection of channel estimation algorithms for a given communication sys-
tem depends on specific requirements and objectives. For instance, Channel estimation
in dynamic wireless channels involves estimating the changing characteristics of the
channel to ensure reliable and efficient communication. Numeral parameters impact the
estimation process, including the channel impulse response (CIR), channel frequency
response (CFR), signal-to-noise ratio (SNR), pilot signal parameters, time and frequency
resolution, complexity, and estimation accuracy [38].
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Furthermore, Neural networks present a promising avenue for enhancing channel
estimation in wireless communication systems. Their capacity to learn intricate relation-
ships between received signals and channel parameters holds potential for improving
estimation accuracy [39]. For example, in [40], the authors use the types of the artificial
neural networks, called long short-term memory and gated recurrent unit to predict the
channel behaviour. In the conventional system, the channel information calculated at the
receiver’s side and then send to the transmitter side to select appropriate characteristics
of the transmission. However, in this system, firstly the channel can be obsolete in a
time variant scenario, and requiring complex processing. To cope with this, the authors
suggested the machine learning method, to train the flat-fading channel, to predict it
further in the context of MIMO communication. The utilization of deep learning tech-
niques, such as deep neural networks and deep reinforcement learning, further bolsters
estimation performance. In [41], the authors improved the accuracy of 5G NR channel
estimation. In traditional 5G NR, the DMRS pilot, or demodulation reference signal, is
used and inserted into the resource grid to further estimate the channel. The accuracy can
be enhanced by simply insertingmoreDMRS signals, which consumes the resource grid.
It becomes a challenging task to obtain the channel’s behaviour when it comes to real-
ity, as resources are not endless, especially when dealing with non-linear and complex
processing. To address this, the authors decided to use neural networks to enhance the
performance of channel estimationwithout consuming the resource grid and adding com-
plexities. [42], just like [41], enhanced the conventional DMRS method, which depletes
the resources and degrades performance in high data rate transmission scenarios. The
authors utilized LSTM-based neural networks to train the channel correspondence, and
they employed ConvLSTM for channel demodulation.

Overall, the utilization of artificial neural networks for channel estimation has
opened new avenues and attracted the attention within the research community. Properly
using this approach is able to significantly enhance the overall performance of wireless
communication systems.

3 Discussions and Future Research

It might be difficult to compare metrics between publications, especially when multiple
assessment metrics used to gauge how well a system performs. Additionally, because
there are so many distinct channels estimate techniques available, it might be difficult
to combine simulation results into a single graph for in-depth comparison because each
approach may use a different measure or even a diverse set of metrics. Plots in Fig. 1,
like “BER vs SNR,” “MSE vs SNR,” and “NMSE vs SNR,” which serve as graphical
representations showing the effectiveness of various channel estimation algorithmsunder
variable signal-to-noise ratio (SNR) situations, are frequently used to illustrate these
results. The bit error rate (BER) performance of three channel estimation algorithms in
[21, 24], and [31] shown in the Fig. 1a. The BER represented on the y-axis, while the
SNR values represented on the x-axis in decibels (dB). The plot clearly demonstrates a
trend in which the BER for each of the three algorithms reduces as the SNR rises.
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a) BER vs SNR (dB) b) MSE vs SNR (dB) c) NMSE vs SNR (dB) 

Fig. 1. Comparison plots of channel estimation algorithms.

This suggests that greater SNR levels result in higher-quality transmission and lower
error rates. Further-more, we see that the algorithm in the paper [26] beats the other two
systems throughout the full range of SNR.

The Fig. 1b demonstrates the Mean Squared Error (MSE) performance of channel
estimation algorithms in papers [23, 28, 31], and [35], respectively. Like the previous
plot, the x-axis represents the SNR values, and the y-axis represents the MSE. The
plot shows that as the SNR increases, the MSE decreases for all systems, indicating
better performance. Notably, the channel estimation in [31] achieves significantly lower
MSE values compared to the other systems across the entire SNR range. Conversely, the
system labelled [35] exhibits higher MSE values, suggesting that it may not perform as
well under low SNR conditions.

In these two plots, we can observe that deep learning-aided channel estimation algo-
rithms in [31] outperformed conventional algorithms, such as LS,MMSE, LMMSE, and
other traditional methods, in terms of BER and MSE evaluation.

The performance of three algorithms in [21, 26], and [37], as measured by Normal-
ized Mean Squared Error (NMSE), shown in the Fig. 1c. SNR values represented on
the x-axis, while NMSE represented on the y-axis. The figure demonstrates that when
the SNR rises, all systems’ NMSE fall, suggesting increased performance. Throughout
the SNR range, the system with the label [21] consistently gets the lowest NMSE val-
ues, demonstrating its better performance. The system marked [37] on the other hand
displays noticeably larger NMSE values in comparison to the other systems, indicating
that it performs poorly in recreating the original signal.

In the plot of NMSE vs SNR, it can be seen that the channel estimation algorithm
based on Bayesian learning, aiming to reduce the strength of the noise impulse as pre-
sented in [26], demonstrated the best results in terms of NMSE when compared to the
blind iterative channel estimation algorithm from [37] and the Fast LMMSE algorithm
from [21].

Based on the findings, it is obvious that there are different techniques available to get
ideal outcomes in terms of accuracy, complexity, and a variety of other criteria. Choosing
conventional and standard channel estimatemethods simply for their simplicity, however,
may not be the most successful option. Instead, for channel estimation, using the power
of artificial intelligence, machine learning, and sophisticated deep learning techniques
can be the road to greater outcomes.
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Furthermore, it would be also valuable to explore the development of hybrid
approaches that combinemultiple channel estimation algorithms to leverage their respec-
tive strengths. Such hybrid methods may offer improved performance, accuracy, and
reliability under varying SNR conditions.
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Abstract. In challenging indoor fire rescue scenarios characterized by
heavy smoke and dust, conventional cameras struggle to capture high-
quality images. Frames with limited visual data fail to provide sufficient
information for SLAM (Simultaneous Localization and Mapping) sys-
tems to achieve accuracy. This research introduces an innovative solu-
tion in the form of a wearable firefighter protective boot integrated with
a SLAM system. This system incorporates Pedestrian Dead Reckon-
ing (PDR) and ultrasound sensors to autonomously generate the user’s
trajectory and an internal structural map. The ultrasound module is
strategically positioned on the outer side of the calf, effectively scan-
ning the surrounding boundaries. Additionally, a 9-axis inertial mea-
surement unit, located atop the forefoot, detects walking motions and
calculates continuous step positions to determine the trajectory. The
Map Point Calculation (MPC) algorithm combines ultrasound range
data with the computed trajectory to construct the map model. To val-
idate the system’s performance, experiments were conducted within a
smoke-filled environment simulated by firefighters at the local fire sta-
tion. The results unequivocally demonstrate the system’s capability to
provide highly accurate trajectory estimations and generate precise map
points.
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Dead Reckoning · Wearable Sensing · Sensor Fusion

This work was supported in part by the Zhejiang Provincial Natural Science Foundation
of China under Grant LQ21F020024, and in part by the Ningbo Science and Technology
(S&T) Bureau through the Major S&T Program under Grant 2021Z037 and 2022Z080.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
B. J. Choi et al. (Eds.): IHCI 2023, LNCS 14532, pp. 216–221, 2024.
https://doi.org/10.1007/978-3-031-53830-8_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-53830-8_21&domain=pdf
http://orcid.org/0000-0002-7356-8137
http://orcid.org/0000-0001-5743-1010
https://doi.org/10.1007/978-3-031-53830-8_21


Wearable-Based SLAM with Sensor Fusion in Firefighting Operations 217

1 Introduction

Firefighters operating in environments characterized by dense smoke and raging
fires frequently encounter the challenge of losing their orientation due to severely
limited visibility. Conventional implementations of Simultaneous Localization
and Mapping (SLAM), such as visual SLAM [1], typically relies on calculating
geometric relationships between consecutive frames to model trajectories and
maps. Unfortunately, the quality of data collected is severely compromised in
burning buildings, where smoke and fire severely hamper visibility, consequently
undermining the accuracy of SLAM estimates. Alternative SLAM approaches,
including Light Detection and Ranging (LIDAR) SLAM [2] and Radio Detection
and Ranging (RADAR) SLAM [3], either prove infeasible for firefighting appli-
cations or are susceptible to the dynamic nature of smoke and fire scenarios.

Recent advancements in Inertial Measurement Unit (IMU) technology have
yielded smaller, more accurate hardware units, making IMUs a more suitable
choice for pedestrian dead reckoning (PDR) systems. PDR relies on motion data
from IMUs to predict user movement trajectories, encompassing step detection,
step-length estimation, and heading estimation [4]. While PDR alone can gener-
ate user trajectories, it lacks the capability to reconstruct the surrounding envi-
ronment [5]. Wang et al., [6] proposed a multi-mode PDR assisted by a map.
However, this map is functioned as a prior reference for trajectory optimization
regardless of the non map cases. Similar limitation can also be found in [7].
To address this formidable challenge, this article introduces a novel approach,
PDR-SLAM, which combines PDR with ultrasound ranging measurements to
seamlessly integrate walking trajectories and reconstructed maps. Notably, both
motion and ultrasound sensors are sufficiently lightweight to be implemented as
wearable devices for firefighting personnel.

2 Method

2.1 System Overview

Figure 1 provides a system overview of PDR-SLAM, illustrating the collection
of data through wearable sensors affixed to the firefighter’s protective boot. The
PDR-SLAM system, responsible for estimating the reconstructed map using the
collected sensor data, comprises two core components: the PDR component,
which anticipates the user’s location, and the Map Points Calculation (MPC)
component, which reconstructs a map utilizing ultrasound data. The subsequent
sections delve into the details of these two modules.

IMU data features are harnessed to compute the position of the forthcoming
step. The acceleration, angular velocity, and orientation data from the IMU are
leveraged to determine crucial parameters such as step frequency, step length,
and step heading direction [8]. The step and ultrasound map points calculation
process, as depicted in Eq. 1, is elucidated below.

xk+1 = xk + Lksinϕk

yk+1 = yk + Lkcosϕk

(1)
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Fig. 1. System overview of the proposed multi-INS.

In Fig. 2, the black marks symbolize the footprints of individual steps, while
the arrows denote the direction of movement. Here, i signifies the timestamp of
sensor data, k represents the step index computed through step detection, Lk

signifies the length of each corresponding step, and ϕk denotes the heading direc-
tion for each step, estimated through filtered magnetometer readings. (xk, yk)
signifies the pedestrian’s position coordinates at step k.

Fig. 2. The computation of step and ultrasound map point coordinates.

2.2 Map Points Calculation (MPC)

In this study, the IMU and ultrasound sensors were seamlessly integrated into a
wearable device, ensuring no discernible biases were encountered while walking.
Notably, the IMU’s x-axis and the ultrasound sensor’s ranging direction are
arranged in a perpendicular orientation. Employing a geometric relationship
approach, the position of the ultrasound sensor on the foot, along with the
measured distance, facilitates the calculation of a map point coordinate (refer
to Fig. 2).
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During movement, the position of the ultrasound sensor on the foot undergoes
variations. This dynamic positioning can be defined using its coordinates as
follows:

xUSL,i = xk + Lk ∗ Ts(k) − i

length(k, k + 1)
∗ sinϕk

yUSL,i = yk + Lk ∗ Ts(k) − i

length(k, k + 1)
∗ cosϕk

(2)

where Ts maps the step index number to the timestamp, length denotes the
sample count within the interval (k, k + 1), and (xUSL,i, yUSL,i) signifies the
position of the ultrasound sensor. It’s worth noting that this assumes a constant
swinging velocity for each step, ensuring a uniform distribution of ultrasound
sensor locations within the PDR trajectory. The calculation of ultrasound map
points’ coordinates can be outlined as follows:

PUL,i = (xUSL,i − LUL,i ∗ sinϕk, yUSL,i + LUL,i ∗ cosϕk)
PUR,i = (xUSL,i + LUR,i ∗ cosϕk, yUSL,i − LUR,i ∗ sinϕk)

(3)

where PUL,i and PUR,i represent the coordinate positions of map points orig-
inating from the ultrasound sensors situated on the left and right firefighting
protective boots, respectively, as well as LUL,i and LUR,i denote the distances
measured by the ultrasound sensors. The coordinate calculation of map points
follows the iterative trajectory computing which synchronises localization and
mapping.

3 Experimental Setup

As depicted in Fig. 3, the proposed prototype comprises several key components,
including a micro-computing unit (MCU) represented by the Seeeduino XIAO,
a HC-SR04 ultrasound sensor, a BNO055 IMU, and a firefighter protective boot.
For efficient transmission of sensor data to a nearby terminal, the Bluetooth Low
Energy (BLE) HM-10 is employed. To ensure the acquisition of high-quality gait
inertial data, sensor components are meticulously assembled and affixed to the
upper section of the boot. To address potential issues related to sampling rates
and data structure inconsistencies, a two-step process is implemented, initially
involving data denoising, followed by data synchronization.

The experiment took place within a designated firefighting training facility.
This controlled environment was deliberately filled with artificial smoke with
visibility limited to less than 1m, generated using a smoke machine. The layout
of the location features a single elongated corridor. The corridor’s dimensions
were accurately measured using a laser range finder, revealing dimensions of
10m in length and 1.78m in width. To assist with data collection, two male fire-
fighters volunteered for the experiment. These firefighters had distinct physical
characteristics: one measuring 175 cm in height and weighing 75 kg, while the
other stood at 173 cm and weighed 82 kg. They were tasked with navigating the
round-trip walking trajectory. Importantly, there were no constraints placed on
the participants’ walking patterns.
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Fig. 3. The configuration of PDR-SLAM components and the data transmission.

4 Results and Discussion

The estimated trajectory and mapping points for the two subjects are presented
in Fig. 4. During the localization assessment, the trajectory (red line) closely
aligns with the ground truth dashed line. Notably, the estimated trajectories
approach a length of approximately 10m, indicating a high level of accuracy in
the system’s localization capabilities.

Fig. 4. Outcomes of PDR-SLAM, showcasing both the trajectory (red line) and the
mapping results (green points). The ground truth using both black lines and dashed
lines. The orange and blue dots indicate both the start and end points of the trajectory.
(Color figure online)

Regarding the map evaluation, a majority of the map points are concentrated
along the boundaries of the walls, which are represented by two solid lines. How-
ever, it’s worth mentioning that a few points lie outside the boundary, primarily
due to noise stemming from motion artifacts and nearby obstacles. Encourag-
ingly, the results for both subjects exhibit a similar pattern, suggesting that
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PDR-SLAM may offer consistent and stable performance. Nonetheless, further
experimentation with a larger pool of participants is warranted to validate these
findings conclusively.

5 Conclusion

In summary, this study introduces PDR-SLAM, a fusion of PDR and ultrasound
ranging for indoor firefighting positioning, seamlessly integrated into a wearable
system. The experimental findings within a simulated smoke-filled environment
showcase a commendable level of accuracy in both localization and mapping,
with trajectory and map points closely aligned with ground truth data. Future
endeavors will focus on enhancing computational efficiency through the imple-
mentation of a parallel threading mechanism, while also conducting application
testing that takes into consideration human factors and user experience.
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Abstract. Anelectrocardiogram (ECG) system is a systemused to analyze signals
from the humanheart, determine the health status of the heart, or diagnose diseases.
Among the ECG signals measured using this system, we would like to propose a
Pan-Tomkins algorithm that focuses on P wave and detecting P wave. To compare
the performance of the developed algorithm, five actual measurement data of
the electrocardiogram device were compared with Holter, and the error rate was
20%. If this is used, it is expected that more patients’ cardiovascular diseases can
be prevented through wearables. The accuracy was 0.912568, the precision was
0.947368, and the sensitivity was 0.72 in the analysis.

Keywords: ECG · P wave · Artificial Intelligence · Mobile Sensor · Healthcare

1 Introduction

The ECG system measures and analyzes signals from the human heart, aiding in health
assessment and heart disease diagnosis [1]. This analysis involves various waveforms
(p, q, r, s, t) to determine diseases based on waveform characteristics, with a particular
focus on p-wave analysis for heart disease and arrhythmia diagnosis [2]. However, track-
ing p-waves is challenging due to weak and noisy ECG signals, occasionally abnormal
p-wave shapes, making accurate tracing difficult. Many medical professionals recog-
nize p-wave’s importance and seek technological solutions. This research uses signal
processing algorithms to analyze wearable device data and track p-waves. Digital signal
processing, specializing in ECG signal analysis and image processing (noise reduction,
object detection), optimizes research through filtering and spectrum analysis. The study
compares wearable ECG device data for p-wave detection in cardiovascular diagnoses
against Holter data.

2 Material and Methods

2.1 Proposed ECG Sensor

The specifications of the wearable ECG device are as follows. It is designed as a patch-
typemodel using electrodes and is equippedwith Bluetooth functionality. It incorporates
a secondary derivative algorithmandoperates using anARMmodule (STM32F030F4P6,
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STMicroelectronics) with a programmemory size of 16 kb. The device has a 12-bit ADC
resolution and features a 32-bit RISC processor. The sampling rate is set at 300 samples
per second (Fig. 1).

Fig. 1. Proposed ECG device model.

2.2 Pan-Tomkins Algorithm

We utilized the Pan-Tompkins algorithm for comparative analysis, a prominent method
for detecting QRS complexes in ECG signals [3]. It involves several steps, including
initial Band-pass filtering, differentiation, squaring, moving window integration, and
the application of a threshold for QRS complex detection. We conducted experiments
using lab-built software [4]. The process began with initial filtering to remove noise and
artifacts from the ECG signal, followed by signal normalization. Noise filtering was
applied based on the sampling frequency, with low-pass and high-pass filtering used
at 200 Hz. For other frequencies, band-pass filtering was employed. The Derivative
Filter calculated the signal slope [5]. The squared Derivative-filtered signal underwent
nonlinear processing to enhance signal clarity and reduce noise. It was then smoothed
using amoving average filter, which calculated the window size to capture QRS complex
positions within the signal [6]. To pinpoint QRS complexes accurately, Fiducial Marks
(baseline points) were identified. The algorithm scanned the ECG signal, detected peaks
that met threshold and minimum peak distance criteria, and used them as baseline points
for QRS complex localization. The Thresholding and Decision Rule was applied to set
thresholds based onQRS signal characteristics. DetectedQRS complexeswere classified
based on whether they exceeded the threshold, effectively separating them from noise.
Following QRS complex identification, the signal’s characteristics were analyzed to
identify individual signals. This comprehensive process enabled accurate identification
and analysis of ECG signals, particularly QRS complexes, which are crucial for various
cardiac assessments and diagnoses.

2.3 P-QRS-T Detection

To identify the key points in ECG signals, the Pan-Tompkin algorithm adjusts the R-
peak’s position and the detection delay, taking the sampling frequency (fs) into account. It
considers a windowing time of 0.09 s (90 ms) to pinpoint the R-peak location. Duplicate
positions are removed to obtain the actual R-peak positions, selecting the one with the
highest signal value. For Q-peak detection, it relies on the detected R-peaks and selects
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a point 0.1 s (10% of RR interval) before each R-peak with the lowest signal value as
the Q-peak. Duplicate points are eliminated to identify the true Q-peaks.

S-peak detection follows a similar approach, starting from the R-peak and looking
0.1 s (10% of RR interval) ahead, selecting the point with the lowest signal value as
the S-peak. The main difference between Q-peaks and S-peaks is their relative position
within the signal. To detect T-peaks, the average interval between R-peaks and S-peaks
is calculated, and T-peaks are identified within this interval. The point with the highest
signal value is selected as theT-peak, removingduplicate peaks. P-peakdetectionuses the
interval between already detected R-peaks to estimate the P-peak’s position. The highest
signal value within the specified range is considered the P-peak. Adaptive thresholding is
employed to account for noise or signal fluctuations, and threshold values can be adjusted
based on the P-peak’s size. This configuration helps distinguish noise or false detections.
P-wave height is assumed to be within a certain range, and minimum P-wave amplitude
is defined. These techniques are crucial for accurately identifying and analyzing R, Q, S,
T, and P peaks in ECG signals, providing valuable information for cardiac assessments
and diagnoses (Fig. 2).

P(t) = x(t) ∗ w(t) (1)

Fig. 2. A schematic diagram of an algorithm

The function that detects P wave is expressed in an equation as follows. w(t) is P
wave’s it is a window function that models the shape. Use Gaussian functions among
window functions did.

w(t) = A · e− (t−t0)2
2a2 (2)

3 Experimental Results

The RAW data had to be secured first to convert ECG data through the device. After
securing RAW data, the value should be set by checking the set sampling rate. The
sampling rate represents a continuous interval as a speed to convert an analog signal into
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a digital form. An analog signal may be digitally converted at a fixed time interval. At
this time, sampling rate is very important because the range of the frequency of the signal
must be known so that information on the frequency component can be expressed at an
appropriate level without losing it. Data were cut and compared for p-wave detection
using the Pan-Tomkins algorithm at the same time using the device’s sampling rate. The
results obtained when comparing the actual ECG data for 5 people are shown in a table
(Table 1).

Table 1. Actual ECG Data Comparison Results

The proposed ECG device Holter

Table Number Table Number

No. 1 236 No.1 270

No. 2 297 No.2 236

No. 3 198 No.3 247

No. 4 275 No.4 254

No. 5 349 No.5 212

The obtained results when comparing p-wave data from the proposed ECG device
and five random Holter data sets through algorithm analysis. When the ECG data of the
actual wearable commercialization company was compared and analyzed with Holter,
similar results were shown in simple numerical terms. Random sample data from 1 s to
1000 s were compared, and Holter and the error rate showed an average error rate of
21% (Table 2, Table 3, Fig. 3, Fig. 4).

Table 2. Precision Comparison Results

Table Error rate (%)

No. 1 14

No. 2 20

No. 3 24

No. 4 7

No. 5 39
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Table 3. Confusion matrix

TRUE FALSE

TRUE 36(TP) 14(FN)

FALSE 2(FP) 131(TN)

Fig. 3. ECG device graph

Fig. 4. Holter ECG graph

We numerically labeled the positions of the p-wave on the x-axis, compared them
with the x-axis numbers of each dataset, and divided them into true and false based on
whether they fell within the error range. As a result, the accuracy was 0.912568, the
precision was 0.947368, and the sensitivity was 0.72 in the analysis.

4 Conclusion

The research aimed to detect the p-wave in ECG signals fromwearable ECG devices and
compare it with Holter monitoring to assess the accuracy of p-wave detection. To achieve
this, the Pan-Tomkins algorithm was employed, and the error rate between Holter and
p-wave detectionwas found to be 20%. This demonstrates the potential of signal analysis
using wearables. However, the limited amount of data and the fact that the error rate
has not yet reached a close proximity to Holter results are acknowledged. Nevertheless,
it is anticipated that with ongoing updates to the algorithm and continued comparative
analysis with a larger dataset, more reliable results can be obtained in the future.
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Abstract. Harnessing the potential of quantum computing, we apply D-Wave
quantum annealing to tackle the Sensor Subset Selection Optimization (SSSO)
problem within the scope of large-scale temperature regulation. Leaning on the
principles of superposition and entanglement, the study navigates expansive com-
binatorial spaces of sensor subsets, showcasing impressive scalability and con-
sistently high-quality solutions. A distinctive hybrid approach, merging classical
computation for precomputing Mean Squared Errors (MSEs) and quantum com-
putation to explore vast optimization spaces, is introduced. Approaches like these
contribute to the field of Intelligent Human-Computer Interaction by enabling
smart environment control, effectively optimizing user interaction with their sur-
roundings and enhancing their overall experience. Results affirm the efficiency
of our quantum model across varying complexities, producing solutions that
rank within the top 91.43 percentile of potential outcomes. Beyond sensor net-
works, these methods can influence broader human-computer interaction dynam-
ics. Future research will address real-timeMSE calculation and objective function
enhancement to increase their robustness, along with experimentation on more
comprehensive sensor networks.

Keywords: Quantum Annealing · Sensor Subset Selection Optimization ·
Hybrid Quantum Implementation · Human-Computer Interaction · Large-Scale
Temperature Regulation

1 Introduction

In today’s world, human-computer interaction (HCI) plays a crucial role in shaping the
quality of life, comfort, and efficiency of various environments [1]. One essential aspect
of HCI in large human-inhabited spaces such as convention centers and warehouses,
is temperature regulation. Maintaining an optimal environment within these expansive
spaces is heavily reliant upon an effective sensor network to monitor and control temper-
ature fluctuations. However, designing and deploying efficient and cost-effective sensor
networks that cater to the specific needs of such large spaces presents numerous chal-
lenges.One such challenge is the Sensor Subset SelectionOptimization (SSSO) problem,
which aims to identify the smallest optimal set of sensors from a larger collection that
fulfills a specific criterion while minimizing cost and computational resources [2].
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The solution to the SSSO problem can significantly improve human-space interac-
tions by allowing for more accurate and responsive temperature regulation that considers
the effects of human activities [3]. In this paper, we explore the potential of applying
quantum computing, and more specifically, the D-Wave quantum annealer, to address
the SSSO problem in the context of large-scale temperature regulation. This is where
our work intersects with Intelligent Human-Computer interaction—quantum comput-
ing systems would intelligently compute complex optimization problems that enhance
the user’s interaction with their environment. We aim to demonstrate how the advance-
ments in quantum computing can lead to enhanced sensor network optimization and
subsequently, better human-space interactions.

We begin by outlining the SSSO problem in relation to temperature regulation, set-
ting the stage for our research. We then explain our experimental approach using the
D-Wave quantum annealer and highlight its potential to resolve this problem. Finally,
we discuss the implications of our findings and future research possibilities, emphasiz-
ing quantum computing’s transformative potential in addressing complex optimization
problems and how it could revolutionize Intelligent Human-Computer interactions by
creating efficient, responsive, and user-friendly environments.

2 SSSO Problem in Relation to Temperature Regulation

The Sensor Subset Selection Optimization problem is crucial for effective temperature
regulation in large spaces. This problem involves optimally selecting a subset of sensors
from a larger collection to fulfill the environmental monitoring needs while minimizing
expenditure on resources [4, 5]. Imagine an array of N sensors, numbered uniquely
and producing scalar measurements, scattered across a two-dimensional domain. These
sensors continuously convey information about the conditions in their environment. An
estimation function, E(•), processes the multi-sensor data, generating an estimated field
that represents the measured conditions in the domain [6].

The goal is to select a subset of X sensors (S) out of the total N, which most accu-
rately represents the environmental conditions. In our case, we use Gaussian Process
Estimation as the estimation function for spatial interpolation, denoted by E(•). This
function processes the multi-sensor data, generating an estimated field that represents
the measured conditions in the domain.

P
∧

N represents the predicted temperatures using the full sensor array (N sensors),
while P

∧

S denotes the predictions of the selected subset (X sensors). The subset S, com-
prising X sensors, is chosen such that the estimated field P

∧

S derived from S closely
approximates the ground truth field or the field P

∧

N estimated from all N sensors.
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The objective function F is employed to assess the alignment between the estimated
fields derived from the full sensor array P

∧

N and the selected subset P
∧

S . Thus, the SSSO
problem aims to find the subset S of X sensors out of N that minimizes this function:

argS ⊂ 0,1,..., min
N−1, |S|=X

F(p̂N , p̂S) (1)

For temperature regulation, this means identifying the X sensors from a total of N that
most accurately represent the temperature distribution across a vast area, such as a
warehouse or convention center. Solving the SSSO problem is challenging due to the
enormous number of possible sensor subset combinations.

3 Quantum Motivation

With its complex combinatorial nature, the SSSOpresents a unique landscape ripe for the
application of quantum computing techniques. Specifically, quantum annealing emerges
as a potent tool, suitable for tackling such intricate optimization problems [7]. Quantum
annealing can help resolve the SSSO problem by leveraging the principles of superpo-
sition and entanglement to sieve through the massive combinatorial space of potential
sensor subsets. It provides a way to evolve the system state toward the state correspond-
ing to the minimum of the objective function F. Quantum annealing seeks to find the
global minimum of a given function over a defined set, which aligns with our intention
of finding the subset of sensors that elicit the smallest value of F [8].

Furthermore, quantum annealing’s inherent scalability makes it an appealing option
for managing real-world scenarios—where the number of sensor candidates can be
significantly large. Compared to classical computational methods, quantum annealing
can potentially process larger datasets more efficiently, thereby enabling practical, real-
world usage. Finally, while finding the absolute optimal solutionmay be computationally
intensive—if not impossible—for larger sensor networks, quantum annealing techniques
have demonstrated the ability to find ‘near-optimal’ solutions in such situations. This
capability couldmitigate the computational complexity of the SSSO problem, delivering
solutions that, whilemay not be precisely optimal, are still quite effective for temperature
regulation needs. As the field of quantum computing and optimization continues to
evolve, the use of quantum annealing and similar techniques present promising avenues
for solving optimization problems like SSSO.

4 Materials and Methods

4.1 Large-Scale Indoor Temperature Sensor Dataset

Collecting and managing data from a real-world, large-scale indoor sensor network can
be challenging due to issues such as sensor failure, data corruption, and the enormous
variety of individual locations and conditions. To tackle these challenges and lend flex-
ibility to our study, we have created a synthetic temperature sensor dataset that caters
specifically to the SSSO problem.

Our synthetic sensor dataset simulates the conditions of a large interior space, akin to
a conference center or office space, incorporating four rooms and a hallway. This layout
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creates a myriad of environmental conditions across the space under consideration. Each
sensor is placed at a point location on a 2D grid that represents this space, and we have
full control over the total number of sensors deployed. Each sensor in our dataset is
associated with generated time-series data representing simulated temperature readings.
These readings range between 18 and 28 °C. Ifwe generate, for example, 16 sensors, each
one collects a time series of simulated temperature data within the mentioned range. The
synthetic nature of the data provides the flexibility to experiment with different sensor
counts and configurations without the physical constraints of a real-world setting.

Fig. 1. An example of the synthetic sensor dataset. The left subplot shows the spatial configuration
for 16 potential sensor locations in the synthetic indoor environment. The right subplot represents
the associated time series of simulated temperature data for each sensor.

Figure 1 presents an instance of our synthetic dataset, illustrating the configuration
for 16 potential sensor locations along with their corresponding time series data. This
approach affords us considerable flexibility inmanipulating our experimental conditions.
Moreover, by ensuring the presence of robust and uniform data throughout our study, we
are better equipped to perform systematic and controlled evaluations of various solutions
to the SSSO problem.

4.2 Our Implementation of the SSSO Problem

In our exploration of the SSSO problem, we opted to use a straightforward objective
function to highlight the efficacy of quantum strategies. Our objective function utilizes
the Mean Squared Error (MSE) as defined in our previous work [6]. The MSE quantifies
the average squared difference between the estimated and actual readings of the sensors,
making it an effective measure in the SSSO problem where we aim to minimize this
discrepancy. Thus, our implementation of the SSSO problem can be written as:

F(p̂N , p̂S) = 1

n

∑n

i=1
(p̂N , p̂S)

2 (2)

where P
∧

N denotes the predicted temperatures using the full sensor array and P
∧

S denotes
the predictions from the selected subset. The n denotes the total number of temperature
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predictions. Choosing a simple objective function allows us to provide clear evidence
of the promise that quantum computation holds in solving complex problems like the
SSSO. It provides a clear pathway to understand the potential advantages of quantum
annealing and aids in producing interpretable, actionable insights.

4.3 Experimental Setup

In our experiments, we focused on combinations where the number of selected sensors
(X) was half of the total available sensors (N).When X=N/2, in other words C(N, N/2),
this yields the highest number of combinations. For instance, Fig. 2 demonstrates this
principle using the example of C(22,11) which represents the scenario with the highest
number of combinations.

Fig. 2. Chart illustrating the frequency of possible combinations for choice of sensors out of 22.

To maintain simplicity in our setup, we decided to use even values for N. This choice
eliminates the issue of having identical combinations for �N/2� and �N/2� conditions
when N is odd. Though it doesn’t significantly alter the experimental outcomes, the
decision aids in executing easier andmore straightforward computations. Every uniqueN
sensors, selecting N/2 sensor subset was run through five iterations, each with a different
configuration, to observe variations in the quantum solution. For our experiment, we
gradually increased the complexity by startingwith smaller N, from six and then building
up to 22, conducting a total of 45 experiments.
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4.4 Hybrid Quantum Implementation Using D-Wave Quantum Annealer

The D-Wave Quantum Annealer relies on the Binary Quadratic Model (BQM), a data
structure that models a system with binary variables interacting pairwise. This BQM
describes our problem in a quadratic format optimizing it for quantum annealers and
reflects an energy function that the quantum annealer is tasked to minimize [9]. To solve
the Sensor Subset Selection Optimization (SSSO) problem, we propose a hybrid imple-
mentation bridging classical and quantum computing. First, we use classical computing
to precompute the Mean Squared Error (MSE) values, overcoming the limitations of
the quantum annealer’s inability to handle intricate continuous functions like the MSE.
The computed MSE values are then encoded into our BQM, effectively translating the
problem into a format suitable for a quantum computer. The D-Wave quantum annealer
evaluates the BQM, searching for its lowest energy state that corresponds to the opti-
mal subset of sensors for our application. Our strategy takes advantage of both classical
and quantum computing strengths: classical computation handles complex continuous
functions while quantum computation tackles vast optimization search spaces.

5 Experimental Results

The validation process was initiated by computing all the potential solutions using a
classic brute force approach, where the objective was to determine the entire solution
space. This method served a purpose beyond providing a traditional computational con-
trast. As it painted the widest and most inclusive picture of possible outcomes, it served
as a reference field, allowing us to benchmark the solutions generated by the quantum
annealer. Table 1 below identifies the percentile ranges in which solutions from our
quantum annealing approach positioned themselves in the solution space.

Table 1. Average percentile of all solutions for 5 runs on different initial sensor configurations.

C(N,X) Number of Combinations Average Percentile

C(6,3) 20 98.00

C(8,4) 70 93.43

C(10,5) 252 92.14

C(12,6) 924 96.13

C(14,7) 3432 95.57

C(16,8) 12870 92.59

C(18,9) 48620 95.15

C(20,10) 184756 91.43

C(22,11) 705432 94.10
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Each percentile value represents the rank of the quantum solution in the sorted list of
all possible solutions, i.e., how our quantum solution performs compared to all possible
combinations of sensor configurations. As shown in Table 1, the quantum solutions
consistently achieved a formidable performance, ranking at or above the 91.43 percentile.
This strong percentile scoremeans that the quality of solutions generated by our quantum
system is almost at the top among all possible solutions. To aid visual comprehension
of these results, Fig. 3, a box plot, depicts the dispersion and central tendency of our
quantum solution’s performance across varying sensor configurations.

Fig. 3. Box plot showing the distribution of Quantum Solution Percentile across different
combinations of sensors, C(N,X), with a red dashed line indicating the overall average.

The overarching average percentile score, represented by the red dashed line, gives
an at-a-glance idea of the average solution quality achievable across diverse problem
complexities, demonstrating the effectiveness and ability of the quantum approach to
produce feasible and optimal solutions.

Another key performance indicator of our analysis lies in the scalability of our
quantum solution. The structure of our experiments was designed in such a manner to
start with problems of lesser complexity, defined by smaller N values, which would
systematically ramp up to higher N values. The intent was to observe how the quantum
solution responded to the evolving computational demand induced by an incrementally
greater number of sensor candidates.

From our observations, it appeared that the rise in complexity didn’t compromise
the solution quality significantly. Instead, the quantum solutions consistently averaged
around the 94.29 percentile for all experiments, revealing that our quantum model is
scalable andmaintains high precision evenwhen the solution spacewidens considerably.
To provide a more visually analytical depiction of these results, we created Fig. 4 and
Fig. 5. Figure 4 is a distribution plot, specifically for the experimental case of C(22,11),
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which serves to illustrate the positioning and strength of the quantum solution, denoted
by the vertical red line, within the entirety of possible outcomes for this specific scenario.

Fig. 4. Distribution plot of solution space for Run 3/5 of C(22,11). Vertical red line indicates
where the quantum solution lies among all solutions.

Figure 5 offers a heatmap visualization that allows for an in-depth comparison of
three distinct configurations: the ground truth (left), the most optimal 11-subset configu-
ration derived from the brute force approach (middle), and the quantum result (right) for
Run 3/5 of the C(22,11) experiment. By presenting the configurations side by side, the
heatmap visualization showcases the close resemblance between the quantum and ulti-
mate best solution, emphasizing the effectiveness of the quantum approach in generating
comparable solutions for complex combinatorial problems.

Fig. 5. Heatmap showing the ground truth (left), the most optimal 11-subset configuration
(middle), and the quantum result (right) for Run 3/5 of C(22,11) experiment.

Examining the sensor configurations reveals that the brute force solution comprises
sensors [1, 2, 6, 7, 9, 10, 12, 15, 16, 18, 19], while the quantum solution consists of
sensors [0, 1, 2, 4, 6, 7, 11, 12, 16, 18, 21]. A further comparison between both solution
sets reveals the unique elements in each:
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• Elements exclusive to the brute force solution: [9, 10, 15, 19]
• Elements exclusive to the quantum solution: [0, 4, 11, 21]

Highlighting these specific sensor differences demonstrates the feasibility and opti-
mality of solutions generated through the quantum annealing process. The resemblance
between the quantum and brute force solutions reinforces quantum computing’s ability
to solve complex optimization problems in a scalable and efficient manner. Our results
show that the quantum approach, as currently devised, has been consistently efficient,
resilient to scaling, and offers solutions of high quality across a variety of scenarios in
the Sensor Subset Selection Optimization problem. This success validates our approach
and underscores the potential of quantum computing as a tool for these types of complex
optimization problems.

6 Conclusion

Our research has showcased the promise of quantum computing, particularly theD-Wave
quantum annealer, in addressing the Sensor Subset SelectionOptimization (SSSO) prob-
lemwithin the context of large-scale temperature regulation. By harnessing the principles
of superposition and entanglement, quantum annealing efficiently navigates the intricate
and vast combinatorial spaces of sensor subsets. This approach, while notwithout its lim-
itations, has demonstrated remarkable scalability and consistently produced high-quality
solutions.

Looking ahead, our work opens doors to broader applications of quantum comput-
ing in optimizing human-computer interaction environments. As we continue to explore
more extensive sensor networks, refine objective functions, and bridge the gap between
classical and quantum computation, we move closer to realizing the potential of quan-
tum techniques in enhancing the comfort, efficiency, and quality of life in large human-
inhabited spaces, such as convention centers and warehouses. This research underscores
the importanceof pushing theboundaries of quantumcomputing and its relevance in solv-
ing complex real-world optimization challenges, even those not traditionally associated
with quantum approaches.

Furthermore, our study encourages us to address several areas in future research.
Firstly, there is a need to overcome the limitation of precomputing Mean Squared Errors
(MSEs) by developing quantum-compatible techniques for real-time calculation. Addi-
tionally, future work should include experiments with even more extensive sensor net-
works, such as the challenging C(100,50) scenario, to assess the scalability and robust-
ness of quantum computing further.Moreover, enhancing objective functions to consider
spatial coverage and minimum sensor allocation per area of interest will make our solu-
tions even more applicable to practical scenarios. Lastly, this research reminds us that
quantum computing holds untapped potential for solving complex optimization prob-
lems in diverse fields, emphasizing the need for continued exploration and innovation
in quantum technology.
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Abstract. Venous Thromboembolism (VTE) is a severe medical condition char-
acterized by the development of blood clots within veins, typically occurring
in the deep veins of the legs or as clots that can travel to the lungs. Numerous
previous studies have demonstrated the effectiveness of high-dose lower-limb
physical therapy in aiding patients’ functional recovery. However, assessing the
extent of patient compliance with this practice and achieving satisfactory results
have proven challenging, with many issues yet to be resolved before its adoption
in clinical practice. This work proposes a smart unobstructive IoT-based wear-
able lower-limb rehabilitation assistance system that could trace and evaluate user
lower-limb rehabilitation activities in real-time manner, in the meantime, simul-
taneous visual guidance cues are presented through visual displays to guide user
completing the rehabilitation tasks, where those tasks are based on the American
Academy of Orthopedic Surgeons (AAOS). The preliminary user study presents
promising benefits of the system contrasting to the typical unguided rehabilitation
training approach in clinical settings.

Keywords: Venous Thromboembolism rehabilitation · Lower-Limb Training ·
Wearable · Internet-of-Thing

1 Introduction

Venous Thromboembolism (VTE) is recognized as a serious medical condition often
characterized by the formation of blood clots within veins, typically in the deep veins of
the legs (commonly recognized as Deep Vein Thrombosis, DVT) or as clots that travel to
the lungs (recognized as Pulmonary Embolism, PE) [1]. The cause of VTE is intricate,
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usually involves interplay of acquired or inherited tendencies toward thrombosis along
withmanyother risk factors [2]. Each year nearly 10million people globally are impacted
by VTE and around 30% of patients suffer from VTE recurrence within 10 years [2, 3].
In the meantime, VTE disease stands as a significant global contributor to morbidity and
mortality [4–6].

Driven by the aforementioned factors, VTE has drawn the large attention from exten-
sive studies, such as ongoing research focused on improving theVTEdiagnosticmethod-
ology, assessing various Direct Oral Anticoagulants (DOACs) and investigating on safer
anticoagulant options [3]. Among which, thromboprophylaxis is one of the popular
research trend and has been shown to be an effective method to prevent venous throm-
boembolism in many studies [3, 7], while the most advocated approach is pharmacolog-
ical thromboprophylaxis treatment includes injection of aspirin, low-molecular-weight
heparin or warfarin. Though it has demonstrated substantial clinical benefits, such as the
less bleeding-related adverse effects, fewer work has been focused onmechanical throm-
boprophylaxis methods, such as Graduated compression stockings (GCS), Intermittent
pneumatic compression (IPC). The number of works focused on assisting patients spon-
taneously conducting mechanical exercises is even fewer, to list a few: [8–10], which
motivates our study.

In this paper, we present a smart IoT-based wearable lower-limb rehabilitation assis-
tance system that could trace and evaluate user lower-limb mechanical exercises in
real-time manner, in the meantime, simultaneous visual guidance cues are offered to
assist the user during the training sections. The preliminary user study result is promis-
ing compared to the typical unguided rehabilitation training approach popularly used in
clinical settings.

2 System Design

2.1 Hardware Design

The hardware part of the system mainly consists of the Sensing Unit and Client Device.
Each individual sensing unit includes: one Seeed Studio XIAO sense controller module,
one BNO-055 IMU module, one 100 mAh chargeable lithium battery and one physical
switch (see Fig. 1a and Fig. 1b). Specifically, BNO-055 is a 9-DoF Inertial Measure-
ment Unit (IMU) module, which could produce high-precision 3-axis accelerometer
and gyroscope information along with Euler angles and quaternion values. XIAO sense
module serves as a central controller to communicate with BNO-055 and further relays
the processed IMU data to the user client device (such as smartphone, portable laptop)
via Bluetooth. The chargeable lithium battery and power switch supplies the power and
control the power on-off respectively.

The complete assembled wearable prototype can be seen in Fig. 1c. The user is
expected to wear six sets of sensing units in dorsum of foot, lower shin, and shin (left
and right) to achieve the optimal trace accuracy regarding diverse lower-limb activities.



240 Y. Wang et al.

Fig. 1. Proposed design hardware that include (a) unwired hardware composition of sensing unit,
(b) wired hardware composition of sensing unit placed in a 3D printed cover, (c) the overall
wearable prototyping of the sensing unit, and (d) the wearable on the lower limb by a participant.

2.2 Data Flow and Application Design

In this pilot work, we have chosen five distinct lower-limb activities from the recom-
mended AAOS list [11, 12], namely “Sit Unsupported Knee Bends”, “Ankle Pump”,
“Ankle Rotation”, “Quadriceps Set” and “Straight Leg Raise”. The data of sensing units
were transmitted to a terminal via Bluetooth connection. Euler angles and quaternion val-
ues are extracted from the received data packets and further normalized and re-mapped
to project the user lower-limb movements in the simulated scenario modelled using
Unity3D tool. A general data flow is shown in Fig. 2.

In themeantime, the rotations of x, y and z angles of the user foot, lower shin and shin
are traced and used to identify the current state of the selected activity. The corresponding
hints will be presented to the user assisting the user to complete the activity. The overall
number of successful training exercises and the training time will be recorded for further
analysis purposes.
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Fig. 2. Flow of Lower-Limb Rehabilitation Assistance System Algorithm

2.3 Lower-Limb Rehabilitation Activity State Classification Algorithm

To develop the state classification algorithm for lower-limb rehabilitation activities, we
gathered data from 6 trials involving five selected activities, as outlined in Table 1. Con-
sidering the nature of these activities and to prevent overwhelming users with excessive
information, our state classification algorithm primarily emphasizes three general states
for each activity. These states are (1) approaching the training goal, (2) achieving the
training goal, and (3) transitioning away from it. The training goal is defined by the
target rotation degrees of the foot, lower shin, and shin, which vary depending on the
specific activity.

Table 1. Details Of Five Rehabilitation Activities Collected

Activity ID Type of Rehabilitation Activity Trials

F1 Sit Unsupported Knee Bends 6

F2 Ankle Pump 6

F3 Ankle Rotation 6

F4 Quadriceps Set 6

F5 Straight Leg Raise 6

Based on the observation of collected user data, we predefine the corresponding
thresholds for each activity to conduct the activity state classification. Let θcurrent
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denote the current angles of foot, lower shin and shin, while using θtarget denote the
target angles with an offset value β to increase the classification success rate. When
θcurrent is not within the θtarget± offset β range, we classify the current state as
approaching the training goal. If θcurrent has fits into the θtarget range, the current state
will switch to the goal attained state. In the meantime, one 10 s timer will be activated.
If the user does retreat during the 10 s counting down, the algorithm will guide the user
to enter the retreating state and continue with another round of the training. Otherwise,
the state will be initialized to the approaching the training goal stage. One iteration of
the activity state classification algorithm is listed in Fig. 3.

Fig. 3. Illustration depicting an iteration of an activity state classification diagram
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3 Conclusion

This work proposes an IoT-based wearable lower-limb rehabilitation assistance system
that has two major functionalities. The system is able to trace and evaluate five different
lower-limb rehabilitation tasks suggested by AAOS [11, 12] in real-time and the train-
ing data will be further stored for subsequent analysis (such as for physical therapists
analyzing the patient’s recovering progress). The second important feature of the system
enables the capability of directly assisting the user to complete the spontaneous training
during the training sessions. The preliminary user study result is promising compared to
the typical unguided rehabilitation training approach popularly used in clinical settings.
In our future work, we will recruit more patients to conduct the field testing and further
improve the system.
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Abstract. Production estimation (the excavated soil per time) helps dredging
companies to be able to manage the dredging projects efficiently and enables
them to predict the time and cost of the project. They can calculate the production
with the density and flow sensors which are installed in a dredging ship. However,
due to the high price of the density sensor, many companies avoid purchasing
vessels with the density sensor and look for a cheaper alternative. In this study,
we explore an alternative way to predict density by leveraging data used during
production and applying machine learning algorithms on them. In this article we
use a dataset that belongs to a Cutter Suction Dredger (CSD) operating in an
African country. Our results exceed a prediction accuracy of 80%. However, our
models do not predict the density of the dredger operating in a different location.
The reason is that the features used to estimate the density classes are influenced by
various factors such as ambient conditions, water dynamics, fuel quality, and soil
properties and these factors vary based on the region. Therefore, one of the main
contributions of our work is checking the generalizability of our trained models
and explaining the features that are important for predicting soil density.

Keywords: Dredging · Sensor Data ·Machine Learning

1 Introduction

Dredging is the process of excavating and removing underwater sediment, materials, and
sand or rock fromwaterways, seas and oceans to widen, deepen, and clean an excavation
area using innovative technology. Dredging productivity estimation is very crucial for
construction cost, schedule and resource management. It is also essential to optimize the
dredging operation. However, dredging complex environments makes it challenging to
estimate productivity accurately [11].

There are some significant reasons that companies seek an innovativeway tomeasure
dredging production: First, the different excavation locations have different soil prop-
erties. The soil properties have the most significant impacts on a dredging operation.
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Consequently, this impacts production and energy consumption. Second, measuring
the soil properties in the complex dredging environment is very difficult, and finally,
including a density sensor is too expensive for small vessels [3].

Analysing the data gathered using machine learning (ML) offers a different perspec-
tive. It helps companies to operate effectively and efficiently in a highly competitive
maritime industry. In the shipbuilding industry, a vessel has hundreds of sensors that
generate a massive amount of data. Therefore, shipbuilding companies that use ML and
information technology can have a competitive advantage compared to their rivals and
they could have a leadership position in the shipbuilding market.

This research aims to leverage the machine learning approaches to precisely esti-
mate the cutter suction dredger (CSD) density which is an important factor to calculate
the production. This research has been done in collaboration with the R ALPHA1. R
ALPHA is a shipbuilder company specializing in designing, manufacturing, and pro-
viding customers with dredging and offshore equipment and tailor-made solutions and
services. It is the global market leader for innovative dredging and mining equipment
and vessels. ALPHA Bover2 CSDs are reliable, fuel-efficient, have low maintenance
costs and are highly productive at all dredging depths. In addition, they are equipped
with state-of-the-art technology. You can see the R ALPHA CSD Bover in Fig. 1.

Fig. 1. R ALPHA CSD Bover

Our primary research question is:
How can dredging companies leverage machine learning approaches to classify the

density of dredged materials to estimate their dredging project’s productivity and cost?

We deploy five machine learning algorithms namely Random Forest, Gradient boost-
ing, Support vector machine, Naïve Bayes and Artificial Neural Networks, applied to
a dredging dataset to answer the above research question. Our results show that the
prediction accuracy of Random Forest and Gradient boosting exceeds 80% which is
better than other algorithms used. The main contribution of our work is checking the
generalizability of our trained models and explaining the features that are important for
predicting soil density.

1 A pseudonym.
2 Also a pseudonym.
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The rest of the paper is structured as follows; Sect. 2 gives an overview of the existing
literature. Section 3 describes our research setting and methodology, then in Sect. 4 we
provide the results of our analysis, and finally, Sect. 5 concludes the paper.

2 Literature Review

2.1 Dredger Productivity Estimation

Researchers used machine learning approaches to estimate dredging productivity from
different perspectives in recent years. In terms of dredger productivity estimation, Yang
et al. (2015) [13] proposed an Artificial Neural Networks (ANN) predictor model for
predicting the production of cutter suction dredgers. The swing speed (the speed of a
cutter head which moves from one side to another side), the velocity of the hydraulic
pipeline transportation (flow velocity in the pipeline) and the work pressure of the cutter
(the relation between the forces behind the reamer and the amount of excavated soil) are
considered as inputs of themodel. They also added theBayesian regularization algorithm
to the cost function to help the model reach a more generalized solution. As a result, this
model can predict production accurately. However, to have a good performance model,
it needs to have more parameters as input of the model.

Bai et al. (2019) [1] proposed a real-time productivity estimation method based on
two stages. First, the key features that impact productivity were selected and used as
inputs of the four different models, namely: Random Forest, K-Nearest, Naive Bayes,
and eXtreme Gradient Enhancement (XGBoost). Next, the authors put four traditional
factors that affect productivity as inputs of motioned models in the second stage. These
factors are the working voltage of the cutter, the suction vacuum of the submersible
pump, the flow rate and the transverse cutter speed (swing speed). Finally, the results
of the two stages are compared and evaluated; The result shows XGBoost algorithm
predicts productivity more than 90%, which is better than the three other algorithms in
both stages.

Wang et al. (2020) [11] proposed a method to estimate the productivity very well,
even in the absence of the mixture concentration data. They proposed two ensemble
processes, namely, extreme Gradient boosting (XGBoost) and Light Gradient Boost-
ing Machine (LightGBM). In the first model, “Model Average,” a weighted average
ensemble of mentioned models was built and create a combined model to improve the
accuracy. The weights are defined according to the mean square error based on cross-
validation results, and the models’ predicted values are the output of the model. The
second model, “Model stacked generalization,” is a hierarchical model combination
framework where the combination of the different models creates a meta-model with
better or equal performance than each model. The R2 score of the stacked generalization
model for productivity prediction was 0.9281, which was the highest among the algo-
rithms. Wang et al. [11] recommended the XGBoost algorithm in the case of real-time
productivity calculation since the XGBoost algorithm can guarantee a certain level of
accuracy and low computation time.

Fu et al. (2021) [7] introduced a framework for predicting the productivity of cutter
suction dredge. They combined SVR and Elastic Net to remove irrelevant and redundant
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features. They also added fivemore features to avoid overfitting based on experts’ knowl-
edge. Then they build four different predictive models, SVR (support vector regression),
XGBoost, Neural Network, and LSTM (Long-Short TermMemory Network). on a CDS
operating in a particular port of China. The result shows that the goodness of fit R2, was
more than 80% in all four models. SVR and Neural Network had the best performance,
around 87%. The authors also decided to combine SVR and Neural networks and create
a final model. The combined model’s determination coefficient R2 87.61%, which is
a too small performance improvement. Believed it needed to apply all five models on
optimized construction operation data.

Bai et al. (2021) [2] used an A.I. algorithm to estimate Trailing Suction Hopper
Dredger (TSHD). TSHD is a self-propelled and self-loaded dredger with a drag-head
systemwith the advantage of self-navigation and self-load and unloads system compared
to other dredgers. Bai and his colleagues have studied the productivity estimation of
Cutter suction dredgers in 2019 [1]. They proposed two major modeling stages. First,
the ReliefF-Granger algorithm was applied to the real-tome dataset to select the key
features that might have the highest impact on productivity. They also proposed the
Granger causality test used in economics alongside the ReliefF-Granger algorithm to
reach a better feature collection. Second, they propose a stacking strategy combining
SVR, Beetle Antennae Search-Back Propagation (BAS-BP) and LSTM algorithms and
creating a meta-model. The accuracy of the stacking model was similar to the accuracy
of a single model. However, the stacking strategy increased themodel performance since
it improved the model generalization to predict the productivity of drag heads without
time lag which was problematic in their previous study.

2.2 Dredging Productivity Estimation in Similar Areas

In terms of productivity estimation in other similar areas, Schabowicz&Hola (2007) [10]
applied a neural network on land excavators’ bucket capacity, type, soil properties and
transport capacity to estimate the productivity of earthmovingmachinery. In comparison
with land excavators, CDS operation and working environment are more complex. It is
also challenging to know the soil properties in real-time operation. Since the assumptions
and operation are totally different, applying this model to the CDS dataset might produce
significant errors.

Ebrahimabadi et al. (2015) [5] applied a neural network model to estimate road
headers’ cutting performance based on the data froma coalmine in Iran.Road headers are
mechanical miners who are used in the mining, tunnelling and construction industries.
They used geomechanical characteristics such as rock mass properties, rock quality
designation and intact rock properties as inputs of the ANN model. As a result, the
model was able to predict productivity with 0.97 R2. The result was perfect, but the road
header characteristics impact the performance. Therefore, it needs to consider the road
header’s data as an input of the model.

Zayed & Mahmoud (2014) [16] proposed a Neuro-Fuzzy (N.F.) based predictive
model for predicting the productivity of Horizontal Directional Drilling (HDD), which
can be applied to different soil types. N.F. model can address non-linear relations, reduc-
ing the uncertainty and also model non-numerical data. They considered three types of
soil, i.e., clay, rock and sand; the precision of the model was 85% which is a robust
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prediction. However, it needs to apply this model to other types of soil to validate the
result.

YuMin et al. (2011) [15] used a neural network to estimate the production perfor-
mance of coalbedmethanewells in the initial production stages. Due to the heterogeneity
of the coalbed, the uniqueness of the production process and the difficulty of recognizing
the reservoir’s key parameters. It’s challenging to predict production with conventional
methods. The neural network model can predict the production of gas wells with high
accuracy and an average relative error of less than 2%without recognizing reservoirs’ key
parameters. They recommended applying the method in the early stages of production,
in which some reservoir’s key parameters are unavailable.

2.3 Soil Classification

In terms of dredger productivity estimation using soil classification, Yue et al. (2015)
[14] developed a quantitative classification model for the dredging material under com-
plex conditions in dredging operations to estimate the productivity of CSDs. They used
rough-set theory to select important attributes; then, the conditional entropy was adapted
to calculate the power of the classification model. According to soil classification, con-
struction technology, and the dredger’s performance, a predictive model was built to
estimate productivity. The model was able to predict the productivity with the maximum
relative error of 11.97% and R2 98%, which is an excellent estimate. However, this
model has not been applied to another data point to validate the result. In addition, the
dredging performance and productivity are not influenced only by one single material.
It needs to evaluate the impact of various materials and the combination of materials on
dredging performance and productivity.

Braaksma et al. (2019) [3] propose a novel method to estimate parameters that are
difficult to predict, i.e., the average grain size of dredged soil, TSHD’s overflow losses,
dredging forces and an anchor position. They developed and implemented an overflow
loss estimator based on a particle filter. This estimator can inform the operators about
when to stop dredging and warn them in the case of overflow.

3 Research Setting and Methodology

Cutter Suction Dredgers (CDS) can dredge sand, clay, slit and even rock sea or riverbed.
This research focuses on ALPHA’s CSDs which are called Bover3. A CSD dredger is
generally constructed from the hull, diesel engines, steel pile positioning system, axil-
lary diesel engine-generator system, winch traverse system, reamer lifting system, head
cutter, pump system and control system. When the CSD dredger reaches the excavation
area, it has positioned itself by lowering the main spud pole at the vessel’s bow and
placing anchors at port and starboard. The anchor booms are connected to the large arm
at the front of a ladder. While the anchors are fixed in the position, the ladder lowers to
the seabed. At the end of the ladder, there is a large cutter head that cuts the seabed and
caves the material by pulling on one wire and giving slack on the other one. At the end of

3 Also, a pseudonym.
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the swing movement, the dredger is pushed forward by a hydraulic cylinder connected
to the main spud pole. Inside the CSD dredger, a pipeline vacuums the dredged material
(mixture of soil andwater) and transforms it into the discharge area, which can be several
kilometres away from the dredging location.

Several factors can influence productivity, which are dynamic and interrelated. These
correlated factors and the complex dredging environmentmake it difficult for the operator
to understand how much the soil is dredging. At present, most companies are using a
semi-empirical formula to build a predictive model to estimate productivity based on
historical data from previous dredging construction projects for their dredgers that do
not have the density sensor [8]. Mostly they look at any old project in the region to
determine soil conditions and use a semi-empirical formula to determine the production.
This method is time-consuming and requires input variables manually, and the model’s
precision is relatively low. The production is calculated based on this formula:

P = C × Q (3.1)

where P is productivity (m3/s), C is mixture volume concentration (%) and Q is the flow
(m3/s). Mixture concentration is calculated from the following formula:

C = ρmixture − ρwater

ρsoil − ρwater
(3.2)

where mixture subscript means rock or soil plus water, ρmixture is mixture density
(kg/m3), ρwater is water density(kg/m3) and ρsoil is soil density (kg/m3)

In large dredging vesselswith density sensors, they canmeasuremixture volume con-
centration (C). Otherwise, measuring the C is problematic because of dredging complex
environments and unknown soil properties.

As mentioned, density is a necessary variable to calculate production. Researchers
have proposed various novel regressive machine learning algorithms to estimate density.
In soilmechanics, it is common todiscretize soil properties such as grain size, fraction and
deformability into different classes since the interpretation of these properties is difficult.
The grouping is done also because of the natural distribution that occurs. Therefore,
considerations must be made for all members of that group. In this paper, we are looking
for a more straightforward way to estimate the density. We also aim to reduce the effect
of soil property on the predictive model. Therefore, the density values are discretized
and divided into three classes, namely High, Medium and Low. The aim is to predict the
class of the density instead of predicting the actual amount of density. According to the
density classification model, clients can estimate the density class, and consequently,
they can anticipate an average production size in their project according to the density
class.

Although the research is predominantly quantitative, we had extensivemeetings with
the experts in R ALPHA to both understand the dredging process and the data as well
as obtain feedback on our analysis.

A dredging vessel contains several sensors which measure and record the dredging
operation parameters. In this paper, we built classification models on five operation days
data which belong to R ALPHA’s CSD operating in Africa. The dredging operation data
includes 153056 datasets (rows) with 137 dimensions (columns).
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The data analysis process was done using Python. In the first stage of data cleaning,
91 sensors are removed. These sensors were mainly Boolean or had less than two values,
and 46 sensors remained for analysis. Fortunately, the dataset did not have any missing
values. According to the experts’ knowledge, when the discharge pump pressure shows
a value less than 1, it means the dredger was not operating. Hence, the rows which had
discharge pump pressure values less than 1 were removed.

To eliminate the impact of dimensionality, the features were standardized before
processing. It also needed to remove outliers. There are various methods to detect and
remove outliers. One of the most common methods to detect outliers is to use the Z-
score. In the Z-score method, each instance is subtracted from the mean and divided by
the standard deviation [9]. The formula is:

Zi = Xi − μ

σ
(4.1)

where Xi is the ith instance, μ the sample means of variable, σ : is the standard deviation
of the variable. It is common to cut off an instance from the dataset further than the ± 3
Z value (i.e., |Z| > 3).

In this study, the target variable is density. The density is a continuous variable, and
it changes from 1 to 1.6. The higher density means the dredger excavates more soil.
Figure 2 shows the plot box of density.

Fig. 2. Density plot box

To apply classification models, it needs to discretize the density. The density values
were ordering from low to high and then the three classes based on the data distribution
were defined: Low, Medium and High. The density classes are shown in Table 1.

We used two different filter methods to select the best features for modeling parts:
Pearson’s Correlation and Mutual Information Gain. Alongside these two methods, we
use the experts’ knowledge to select the features.

In the African dredging dataset, the number of instances in high-density classes
is substantially higher than in other classes, and therefore, the dataset is imbalanced.
Figure 3 shows the number of instances in each class. We, therefore, first oversampled
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Table 1. Density classes

Density Ranges Classes

1–1.13 Low

1.13–1.26 Medium

1.26> High

the dataset [4]; since it did not work perfectly on the validation dataset, we decided to
apply the under-sampling method [6] on the dredging data.

Fig. 3. Unbalanced African dataset

Before starting the modelling process, the dataset was divided into 60% for training
and 40% for testing. Then, to validate the results, the model was also applied to the
new data point, which came from a different dredging operation location. 10-fold Cross-
validation was also applied to the training set to avoid overfitting.

We now discuss the results of applying four traditional classifiers, namely, Random
Forest (RF), Gradient Boosting, Support Vector Machine (SVM) and Naive Bays, to
predict the density class. We then also use and compare the results with an Artificial
Neural Network (ANN).

4 Results and Discussion

In this section,we discuss the results of applyingfive differentMLmodels to the dredging
dataset. We measure the performance of the models and compare them based on the
confusion matrix, accuracy, recall, precision F1 score and AUC curve. Here, we only
show a part of the results (F1 score and AUC curve), due to space limitations.

According to Fig. 4, ANN has the highest area under the ROC curve (0.9) and the
second-best models are RF and Gradient boosting with the 0.83 area under the ROC
curve. However, although ANN has the highest AUC, the Accuracy of Random For-
est and Gradient boosting are higher than ANN (Table 2). Since ANN works better
on a larger dataset and the AUC difference between ANN, RF and Gradient boosting
is not significant, we selected RF and Gradient boosting as the best models to predict
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the density classes. There are some reasons that the other three models are not work-
ing well on the dataset. First, the SVM generally works better on binary classification
rather than multi-classification. Second, ANN has higher performance on larger datasets
rather than smaller ones and finally, Naïve Bayes does not perform well on the dredg-
ing dataset because it assumes that each input variable is independent. Another reason
why tree-based models perform better, is that the dredging dataset is a tabular dataset
where tree-based models outperform deep-learning based models. Such an assumption
of independence is unrealistic for real data. Once the density classes are estimated, one
can easily find a threshold for the production. For example, If the models predict that
the density class is medium, the density changes between 1.13 and 1.16. Then, the pro-
duction can be calculated by multiplying the average flow in this threshold, with the
density. Therefore, a dredging company can find a range for their production based on
the particular density class.

Fig. 4. Using ROC Curve to compare different models.

To validate the results and reach the generalized models, RF and Gradient boosting
were applied to a new dataset containing data from the same dredger operating in a
different location (and therefore a different domain), the Middle East. This dataset con-
tained 17447 rows and after data cleaning, the number of instances reached 9307 and
the dataset was also highly unbalanced. Therefore, we also applied under-sampling to
the new dataset.

Unfortunately, the results of applying RF and Gradient boosting to the validation
dataset were not satisfactory (Accuracy of 47% and 51%, respectively). To find the
reasons why models work on the African dataset perfectly but have weak performance
on the Middle-Eastern validation dataset, it is necessary to know which features have
the highest impact on the models. As demonstrated in Tables 3 and 4, velocity, fuel
consumption, both exhausts left and right, fuel consumption and main engine load are
the most important features to predict the density. Although these features are highly
influenced by soil characteristics, other factors such as fuel quality, weather conditions,
water dynamics and maintenance can impact these features. For instance, humidity
affects the engine burn rate characteristics. An increase in humidity decreases the engine
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Table 2. Accuracy of the 5 ML algorithms (Gradient Boosting and Random Forest are our two
chosen algorithms – therefore highlighted in red)

Algorithm Accuracy

Gradient Boosting 0.82

RF 0.79

SVM 0.77

ANN 0.74

Naïve Bays 0.62

burn rate and increases the combustion duration; consequently, more fuel will be needed
to continue burning (Wimmer&Schnessl, 2006 [12]). Therefore, humiditymight impact
the main engine load and fuel consumption. Since the ambient conditions in the two
locations are different, it is difficult for a machine-learning algorithm to learn from one
dredging dataset and predict another dredger’s density which is operating in different
conditions. However, the classification models suggested in this study can be used to
estimate the density and production of similar CSD dredgers operating in a similar
location with the same conditions.

Table 3. RF feature importance

Feature Rank

Main engine load 0.186911

Main fuel consumption actual 0.177837

Average main exhaust gas right and left 0.157061

Velocity 0.153465

Engine speed 0.091282

Dredge pump vacuum 0.082344

Dredge pump discharge pressure 0.07776

Joined swing winch speed SP 0.038647

Cutter hydro oil pressure 0.034694
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Table 4. Gradient boosting feature importance

Feature Rank

Main engine load 0.207232

velocity 0.158834

Average main exhaust gas right and left 0.157494

Main fuel consumption actual 0.151152

Engine speed 0.087958

Dredge pump vacuum 0.087583

Dredge pump discharge pressure 0.073724

Cutter hydro oil pressure 0.039985

Joined swing winch speed SP 0.036039

5 Conclusions

In this study, we attempted to answer the question of how we could use an ML approach
to estimate the dredging production by classifying the density of dredged materials.
Estimating the dredging production helps dredging companies calculate the cost and
time of dredging projects. We began by analysing the Africa dataset where the density
values were divided into three classes high, medium and low and the aimwas to estimate
the density classes instead of estimating the density values directly. We then applied
five different classification algorithms, namely, RF, Gradient boosting, SVM, Naïve
Bays and ANN, to the dataset. Among these five models, RF and Gradient boosting
estimated the density with an accuracy of 80%, and 82%, respectively. However, to
validate the result and to determine the generalizability of the models, the models were
applied to a Middle east dredging dataset. Unfortunately, the models did not perform
as well in predicting the density classes of the Middle East dredger. We found out
that the features that play an important role in density estimation are highly influenced
by various factors such as soil characteristics, ambient conditions, fuel quality, water
dynamics and maintenance procedures. Although some dredging experts believe that
the lack of information about soil mechanics is the main reason that estimating dredged
soil density in different locations is a challenging task, we believe the mentioned factors
should also be considered in applying the density estimationmodels in different domains.
This understanding of the generalizability of our models and explaining it based on the
used features is one of the main contributions of this paper.
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Abstract. Wi-Fi energyharvesting is oneof themost promising solutions for pow-
ering devices in daily life. Antennas play a crucial role in this system, influencing
energy capture, power transfer efficiency, frequency selectivity, adaptability, and
integration. High gain and low return loss are essential criteria.While prior studies
explored patch antenna arrays with conventional feeders, this article introduces a
novel approach: designing, simulating, and fabricating microstrip patch antenna
arrays with 90-degree bend modifications and quarter-wave transformers in the
microstrip lines at 2.45 GHz. The primary objective is to minimize reflection and
maximize gain. Various prototypes, from single patches to 4 × 8 arrays, are sim-
ulated and compared to conventional feeders. Utilizing CST Tools for simulation
and Bi-LSTM for optimization, we fabricate a 4 × 4 array of microstrip patch
antennas. Measurement results with the N9912A FieldFox HandHeld RF Ana-
lyzer and ME1310 Antenna Training Kit (3D) Dream Catcher indicate a return
loss of −30.2 dB and a gain of 17.3 dBi. This innovative design enhances Wi-Fi
energy harvesting efficiency, especially when integrated with rectifiers, enabling
sustainable power for wireless devices.

Keywords: Wi-Fi energy harvesting · microstrip patch antenna array
optimization · feeder modifications

1 Introduction

In today’s world, billions of devices, from Wi-Fi routers to smartphones, tap into Wi-Fi
energy, offering a revolutionary energy source for various applications like the Internet
of Things (IoT), sensor networks, wearables, and even building integration [1]. Wi-Fi
energy harvesting, unlike conventional sources such as batteries or solar panels, provides
a continuous, uninterrupted power supply, drawing energy directly from the airwaves
[2]. Recognizing this immense potential, this paper aims to present an efficient energy
harvesting system through innovative patch antenna array design and an optimized feed
network to minimize losses and maximize power harvesting [3].

The increasing demand for wireless power, coupled with limited ambient Wi-Fi
energy, necessitates a novel approach [4]. Antennas are pivotal in energy harvesting,
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impacting energy capture, efficiency, frequency selectivity, adaptability, and integra-
tion into wireless applications [5]. Effective antenna performance hinges on high gain
and low return loss. Unlike prior research using patch antenna arrays and conventional
feeders, this paper pioneers a novel perspective [6]. It focuses on revolutionizing Wi-Fi
energy harvesting through microstrip patch antenna arrays with unique 90-degree bend
modifications and quarter-wave transformers at 2.45 GHz, aiming to minimize reflection
and maximize gain. A comprehensive assessment compares these innovative designs,
spanning various prototypes from single patches to expansive 4 × 8 arrays, against
conventional feeders.

This research utilizes CST tools for precise simulation and strategically applies Bidi-
rectional Long Short-Term Memory (Bi-LSTM) optimization techniques. Fabricating a
4× 4 microstrip patch antenna array yields impressive results: a return loss of−30.2 dB
and an exceptional gain of 17.3 dBi. These outcomes not only indicate goal achievement
but also signify a significant advancement in Wi-Fi energy harvesting through inno-
vative antenna design, primarily by enhancing return loss and gain via feed network
modifications.

2 Antenna Design and Methodology

Fig. 1. Themicrostrip patch antenna, which consists of (a) geometrical structure, (b) single patch,
(c) 2 × 2 array, (d) 2 × 4 array, (e) 4 × 4 array, and (f) 4 × 8 array.

The microstrip patch antenna’s structure as shown in Fig. 1(a) includes a radiating
patch, PCB substrate, and ground plane [7]. An inset feed and feeder with specified
dimensions are used. We simulated various configurations, including single antennas
and arrays (2× 2, 2× 4, 4× 4, 4× 8), using CST tools, recording multiple parameters
to analyze gain and return loss, as indicated by Fig. 1(b) to Fig. 1(f). This dataset informs
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subsequent Bi-LSTM optimization. The choice of FR4 substrate (permittivity: 4.3) was
based on design simplicity and suitability for Wi-Fi energy harvesting.

Pr = PtGtGrλ
2

(4πR)2
(1)

Efficiency in energy harvesting antenna design is paramount and often referenced
using Eq. (1) where Pr represents received power and Gr denotes the receiving antenna’s
gain. Higher gain signifies greater efficiency. Additionally, bandwidth is crucial, espe-
cially for Wi-Fi energy harvesting applications covering the 2.40 GHz to 2.48 GHz
frequency range.

2.1 Feed Network Optimization

Fig. 2. Patch feeder network, which consists of (a) conventional and (b) modified feeders with
90-degree bends and quarter-wave transformers in strip lines.

The antenna feed network in Fig. 2 comprises three microstrip lines (50 �, 70 �,
and 100�) designed on FR4 substrate with the thickness of 1.6 mm. The microstrip line
widths are calculated as follows: 3.09 mm for 50 �, 1.61 mm for 70 �, and 0.72 mm
for 100 �. To optimize feed network, we propose two methods. First, we implement
mitered bends for 90-degree angles, which reduce capacitance associated with such
bends, minimizing power reflection to the source. Second, we use a loft to smoothly
transition between themicrostrip line quarter-wave transformers (50� to 100�), further
reducing reflections.

2.2 Antenna Optimization by Bi-LSTM

Fig. 3. The optimization by Bi-LSTM (a) process and (b) one cell of Bi-LSTM.
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Figure 3 illustrates the optimization process of the patch antenna using Bi-LSTM,
a machine learning model known for its ability to effectively capture sequential depen-
dencies [8]. Bi-LSTM operates on the principle of recurrent neural networks and can
handle various input vectors, including parameters such as return loss and gain. Upon
training, this model provides optimized return loss and gain values for each prototype,
as presented in Table 1.

Table 1. Comparison of Optimal Simulation Results for Different Patch Antennas by Bi-LSTM

Parameters Single 2 × 2 2 × 4 4 × 4 4 × 8

Feeder (Normal/N Vs. Modification/M)

N M N M N M N M N M

Dimension
(mm)

60 × 60 140 × 140 240 × 140 240 × 260 480 × 260

S11 (dB) −20.3 −30.9 −43.6 −31.3 −38.1 −23.7 −27.9 −24.5 −25.9

Gain (dBi) 5.51 10.6 11.7 12.4 14.4 15.5 17.3 19.5 20.6

2.3 Antenna Array Simulation

Fig. 4. Simulation of radiation pattern for (a) 2 × 2 array, (b) 2 × 4 array, (c) 4 × 4 array, and
(d) 4 × 8 array.



260 M.-H. Vu et al.

In our antenna array design, we opted for four distinct sizes: 2 × 2, 2 × 4, 4 ×
4, and 4 × 8, enabling a comprehensive comparison of the optimized antenna and feed
network configurations. Figure 4 showcases the radiation patterns for each antenna array.
Following the feed network modifications, we achieved gains of 11.7, 14.4, 17.3, and
20.6 dBi, respectively, highlighting the substantial performance enhancements across
these array sizes. Meanwhile, the optimized return loss achieves −20.3, −43.6, −38.1,
−27.9, −25.9 dB for single, 2 × 2 array, 2 × 4 array, 2 × 4 array, 4 × 4 array, 4 × 8
array, respectively (indicated in Fig. 5(a)).

Fig. 5. Return loss comparison between (a) simulation result of each antenna array type (b)
measurement and simulation of 4 × 4 antenna array.

3 Performance Measurement and Discussion

Fig. 6. (a) Fabricated 4 × 4 antenna array and (b) measurement setup.

To validate the performance of our proposed antenna design, we fabricated a 4 × 4
antenna array with the dimension of 260× 240× 1.6 mm as illustrated in Fig. 6(a). The
measurements were conducted using a FieldFox RF analyzer, and measurement setup
is depicted in Fig. 6(b). The comparison between simulation and measurements results,
as shown in Fig. 5(b), demonstrates excellent agreement in terms of return loss. In the
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simulation we achieved a return loss of−27.9 dB, closely matching the measured value
of −30.2 dB. Furthermore, we assessed the antenna’s power input by placing it 50 cm
away from a Wi-Fi router with a monopole antenna, confirming its functionality and
efficiency at 5 dBm.

4 Conclusion

In this study, we simulated and fabricated a microstrip patch antenna array with signifi-
cant feed networkmodifications, optimizing various antenna prototypes, including single
units and arrays of 2 × 2, 2 × 4, 4 × 4, and 4 × 8 configurations. These modifications,
featuring a 90-degree bend and quarter-wave transformer in the microstrip lines, yielded
improvements, lowering return loss and enhancing gain compared to traditional feed net-
work designs. We validated our technique’s effectiveness with a 4 × 4 array on an FR4
substrate, achieving−30.2 dB return loss and impressive 17.3 dBi gain. Future research
will focus on designing and integrating rectifiers and sensor tags, enabling our Wi-Fi
energy harvesting system’s use in IoT, wearables, and sensor networks, showcasing its
versatile potential.

Acknowledgements. This work was supported by the National Research Foundation of Korea
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Abstract. The underwater communication module demands a substan-
tial amount of power to execute its myriad functions, depleting the
energy source at a rapid pace. This research work introduces a resource-
optimized encoding algorithm for multi-hop communication, denoted as
“resource-efficient communication”, which strategically employs an opti-
mal pulse signals for encoding sensor data generated by the underwater
node. This significantly mitigates bandwidth usage during transmission,
enhances payload security, consequently resulting in reduced power con-
sumption for energy-sensitive sensor nodes. The efficacy of the resource-
efficient communication algorithm is assessed by inputting various sensor
data over a specific time interval. The evaluation results demonstrate a
promising outcome, with a 100% run-time achievement when the sensor
data exhibited gradual changes, while it still achieved a commendable
75% run-time in the case of non-deterministic variations in sensor data.
The proposed algorithm accomplishes a transmission time of 100 s for
steady sensor values and 127 s for fluctuating ones, using a packet size
of 10,000 bytes. In contrast, the OOK modulation method requires 160 s
for the same task. These results emphasize a significant enhancement in
resource utilization efficiency provided by the proposed algorithm com-
pared to conventional communication methods.

Keywords: Resource efficient Encoding · Underwater
communication · Multi-hop

1 Introduction

Recent technological breakthroughs in the realm of underwater wireless commu-
nication networks (UWCN) have given birth to the emergence of the Internet
of Underwater Things (IoUT) [1]. The majority of underwater communication
devices rely on battery power, and replacing or recharging these batteries is a
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challenging and costly endeavor due to the harsh underwater environment. Con-
sequently, when designing underwater wireless communication (UWC) systems,
it is imperative to factor in the power consumption of underwater nodes to ensure
that the network’s operational lifespan can be prolonged to a practical duration
[2]. Underwater wireless optical communication (UWOC) can be a viable alterna-
tive for power efficient communication [3,4]. Compared to non-return-to-zero on-
off keying (NRZ-OOK) modulation, the return-to-zero OOK (RZ-OOK) modu-
lation scheme offers the potential for greater energy efficiency in underwater opti-
cal communication (UOC). Additionally, the pulse position modulation (PPM)
scheme can achieve even more significant power savings in UOC when compared
to OOK. However, it’s worth noting that PPM may result in lower bandwidth
utilization and necessitates more complex hardware [5]. In a recent work by [6],
the authors conducted a comprehensive survey on the advancements in UOC,
addressing its challenges and future prospects from a layer-by-layer perspective.
Their research delves into various energy-efficient routing techniques and energy
harvesting methods related to UOC. This study introduces a resource-efficient
encoding algorithm designed for transmitting data among multiple nodes in the
field of Underwater Optical Communication (UWOC). The proposed algorithm
is characterized by its requirement for less intricate hardware and a reduced
pulse count for representing sensor values. Consequently, this leads to decreased
power consumption and improved overall efficiency. The practical application of
the proposed research is depicted in Fig. 1.

Fig. 1. Practical scenario of muti-hop UOC.
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1.1 Secure Resource Efficient Encoding Algorithm

En-Coding. The algorithm commences by retrieving task-specific sensor data.
Subsequently, it employs conventional communication, utilizing On-Off Keying
(OOK) modulation with 8 bits per packet, for transmitting these sensor read-
ings. Following this initial phase, the algorithm seamlessly transitions to the
Channel Optimizer (CoP). The CoP, in turn, assesses the incoming sensor data
by comparing it to the previous data. If this difference falls within the range
of −4 to 4, the CoP activates the “Resource Efficient Communication” (REC)
module within its framework. However, if the difference exceeds this threshold,
the CoP continues using conventional communication (ConC) to ensure reliable
data transmission.

REC. Within the Resource Efficient Communication (REC) module, the algo-
rithm starts by determining whether the observed difference is positive or nega-
tive. A positive difference prompts REC to transmit high pulses, while a negative
difference triggers the emission of low pulses. REC employs a sophisticated app-
roach involving the transmission of four distinct combinations of dual pulses, each
tailored to correspond to specific values of the observed difference. For example,
when the observed difference is either +3 or −3, the REC module executes a
transmission sequence characterized by the emission of a high pulse immediately
followed by a low pulse. The REC utilizes a specific pulse pattern to convey the
difference seed. It transmits two high pulses of 5V to represent a difference seed
of +1 or −1. Likewise, it sends two low pulses of 0V to indicate a difference
seed of +2 or −2. For a difference seed of +4 or −4, it uses a sequence of a low
pulse followed by a high pulse. These pulse combinations exclusively convey the
difference between the current sensor reading and the previous reading, adding
an extra layer of security while also minimizing the number of pulses needed
to represent the sensor data. Consequently, REC contributes to energy savings
within the system and reduces transmission time. The visual representation of
these intricate dual pulse combinations is thoughtfully depicted in Fig. 2. The
data transmission is intended to occur over a distance of 16m, with a total of 5
hops involved in the communication process. The pseudo code for the proposed
algorithm can be found in Algorithm 1. A representation of this transmission
sequence is provided in Fig. 3. In this visual representation, the white box clearly

Fig. 2. Depiction of values by using combination of pulses.
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signifies the activation of the REC module, whereas the dotted box distinctly
marks the utilization of ConC. This innovative technique provides a significant
advantage by halving the packet size, achieved through the use of four pulses,
each effectively representing one byte of data. This starkly contrasts with con-
ventional communication methods, which demand eight pulses to transmit the
same amount of information. This reduction in packet size not only optimizes
resource utilization but also streamlines the transmission process, showcasing
the algorithm’s efficiency and resource-conscious approach.

Fig. 3. Sample of transmission sequence.

De-coding. In the receiver module, the process commences with the implemen-
tation of a de-mapping algorithm. Initially, this algorithm identifies the sensor
data using conventional communication demodulation techniques. Simultane-
ously, it monitors the communication mode employed during transmission by
the Channel Optimizer (CoP) algorithm, distinguishing between ConC and REC
modes. If the communication mode is ConC, the algorithm continues the recep-
tion process seamlessly by relying on conventional demodulation techniques.
However, when the transmission mode is REC, the algorithm activates the REC
demodulation technique. This REC demodulation unfolds through a series of
meticulous steps. Initially, it determines the integer sign of the difference seed,
which can be either +1 or −1. Subsequently, it consults a lookup table to ascer-
tain the specific value of the difference seed. In cases with a positive integer
sign and a demodulated 2-pulse value equal to 1, the algorithm proceeds to mul-
tiply +1 by 4. It then subtracts this product from the sensor value obtained
through conventional communication. The resulting value represents the actual
payload or sensor data. For comprehensive reference, the complete lookup table
for other decoding processes is thoughtfully presented in Table 1. To facilitate a
comprehensive understanding of the algorithm’s inner workings, the pseudo-code
is meticulously delineated and detailed in Algorithm 2.
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Algorithm 1. Channel Optimizer, CoP
Require: Update SensorData
Ensure:

NewSensorData ← Update SensorData
Diff = NewSensorData − Update SensorData
if Diff >= −4 AND Diff <= 4 then

if Diff > 0 then
FisrtPulse ← HIGH
SecondPulse ← LOW

else
FirstPulse ← LOW
SecondPulse ← HIGH

end if
if Diff == 1 OR Diff == −1 then

FisrtPulse ← HIGH
SecondPulse ← HIGH else
if Diff == 2 OR Diff == −2 then

FisrtPulse ← LOW
SecondPulse ← LOW else
if Diff == 3 OR Diff == −3 then

FisrtPulse ← HIGH
SecondPulse ← LOW else
if Diff == 4 OR Diff == −4 then

FisrtPulse ← LOW
SecondPulse ← HIGH

end if
else

Call OOK_func
end if

end if
end if

end if

Table 1. De-mapping Look-up Table

2-bits Integer Sign Sensor Value

1 +1 Sensor Data-4
1 −1 Sensor Data+4
17 +1 Sensor Data-1
17 −1 Sensor Data+1
16 +1 Sensor Data-3
16 −1 Sensor Data+3
0 +1 Sensor Data-2
0 −1 Sensor Data+2
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Algorithm 2. De-Coding
Require: Update IntegerSign, LastSenseData(OOK)
Ensure:

2bits ← Update 2PulsesData
if 2bits == 1 AND IntegerSign == +ive then

SensorData ← LastSenseData − IntegerSign × 4
else if 2bits == 1 AND IntegerSign == −ive then
SensorData ← LastSenseData − IntegerSign × 4
else if 2bits == 17 AND IntegerSign == +ive then
SensorData ← LastSenseData − IntegerSign × 1
else if 2bits == 17 AND IntegerSign == −ive then
SensorData ← LastSenseData − IntegerSign × 1
else if 2bits == 16 AND IntegerSign == +ive then
SensorData ← LastSenseData − IntegerSign × 3
else if 2bits == 16 AND IntegerSign == −ive then
SensorData ← LastSenseData − IntegerSign × 3
else if 2bits == 0 AND IntegerSign == +ive then
SensorData ← LastSenseData − IntegerSign × 2
else if 2bits == 0 AND IntegerSign == −ive then
SensorData ← LastSenseData − IntegerSign × 2

end if

The flowchart encompassing all the crucial processes, including encoding,
decoding, and the step-by-step execution of the REC algorithm, is visually
depicted in Fig. 4.

Results and Discussions. The evaluation of the Channel Optimizer (CoP)
involved inputting a variety of sensor data, with a specific emphasis on measuring
the duration during which these two modules, REC, and ConC, operate within
a defined time interval. It is worth noting that a longer duration for which
the REC module operates corresponds to a reduced consumption of bandwidth
resources by the system. These empirical findings are graphically presented in
Fig. 5, which offers a detailed breakdown of the run-time percentages for various
sensors under two distinct scenarios: one where the data exhibits consistent
variations (St) and another where it fluctuates significantly (Fl). Specifically,
the depicted run-time percentages pertain to temperature (T), humidity (H),
pressure (Pre), magnetometer (Heading), and proximity (P) sensors.

These percentages are derived from the analysis of 10,000 sensor values pro-
cessed by the algorithm, with each set of calculations constituting a session
that is subsequently repeated in sequence. Analyzing the run-time percentages
for all sensors reveals interesting trends. When sensor data shows consistent
variations, REC operates at 100% of the time. This high consistency signifies
significant bandwidth resource conservation during these transmissions. How-
ever, for magnetometer sensor data, which exhibits slower data variation in the
form of heading measurements, the pattern is slightly different. In this case,
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Fig. 4. Flowchart of the encoding, decoding, and the REC algorithm.

REC runs for 80% of the transmission time, with conventional communication
(OOK) accounting for the remaining 20%. The evaluation also extends to sit-
uations where sensor data undergoes rapid and unpredictable fluctuations over
short time intervals. In such dynamic conditions, REC and ConC exhibit varying
run-time percentages. For temperature, humidity, pressure, and proximity data,
the REC and ConC percentages are (60%, 40%), (60%, 40%), (50%, 50%), and
(20%, 80%), respectively. In the case of magnetometer data, the percentages are
(80%, 20%). These results demonstrate promising adaptability within the sys-
tem, even when sensor data displays unpredictable and random fluctuations. In
summary, these findings collectively offer compelling evidence of REC’s ability to
achieve significant bandwidth savings during the transmission process, reaffirm-
ing its effectiveness as a resource-efficient communication solution. Additionally,
the transmission times for a 10,000-byte sensor payload, specifically for tempera-
ture and humidity data, are compared between the proposed algorithm and OOK
modulation in Fig. 6. Specifically, for temperature data, the proposed algorithm
takes 100 s to transmit a steady packet and 127 s for a fluctuating one, whereas
OOK requires 160 s. Similarly, for humidity data, the proposed algorithm takes
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(a) Sensor data with steady and fluctuating variance
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Fig. 5. Run time percentage of the algorithm with different sensor data.

100 s for a steady packet and 124 s for a fluctuating one, in contrast to the 160 s
needed by OOK. In summary, these outcomes collectively furnish compelling
evidence of REC’s ability to achieve significant bandwidth savings during the
transmission process, underscoring its effectiveness as a resource-efficient com-
munication solution. Furthermore, the system is tested in artificially induced real
underwater environment. The system’s performance was assessed within a water
tank, involving a 4-hop communication setup where each hop had the capability
to sense various environmental parameters like temperature and pressure. A blue
LED (with a wavelength of 470 λ) was employed as the optical source, deliver-
ing a power of 102 mW, a luminous intensity of 2500 mcd, and a flux of 1.5 lm.
To detect the optical signal at the receiver, a SiPIN photodiode was utilized,
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Fig. 6. Transmission time of temperature and humidity data.

featuring a photosensitive area of 10 × 10 mm2 and a peak sensitivity wave-
length of 960 nm. To replicate underwater environmental conditions, including
factors like absorption and scattering, water pumps with a water displacement
rate of 5 liters per minute were installed at both ends of the water tank. Addi-
tionally, small air bubbles were generated using an aerating jet equipped with
two outlets, which released air at an airflow rate of 2.5 liters per minute. The
ambient light levels in the surroundings were measured to range between 100–150
lux throughout the experiment. To modify the water’s salinity and conductiv-
ity, and introduce fine suspended particles, the turbidity was adjusted from 0.01
to 50 NTU by introducing a solution of zinc oxide powder into the water. The
experimental parameters of the underwater channel is tabulated in Table 2. The
evaluation results of this experiment are presented in Fig. 7. The figure illus-
trates that at a communication link range of 14m, the system attained a Packet
Success Rate (PSR) of 97%, 97%, and 80% at turbidity levels of 0.09, 12, and
45 NTU, respectively. Similarly, at a link range of 16m, the system achieved a
PSR of 95%, 88%, and 73% when operating in turbid water with turbidity lev-
els of 0.09, 12, and 45 NTU, respectively. The performance comparison of REC
with other technologies, including OOK, PPM, and DPIM, is depicted in Fig. 8.
The required transmission power and bandwidth values for OOK, PPM, and
DPIM were sourced from a previous study [7]. The figure illustrates that REC
necessitated a transmission power of 0.0005W and 0.00067W when the sensor
readings were changing gradually (REC-St) and fluctuating rapidly (REC-Fl),
respectively. This is in contrast to the required transmission power of 0.001W,
10.47×10−5 watts, and 2×10−4 watts for OOK, PPM, and DPIM, respectively.
The required bandwidth for REC-St and REC-Fl is 0.5 and 0.75 times less,
respectively, compared to OOK, with the bandwidth requirement of OOK nor-
malized to 1. In contrast, other technologies, namely PPM and DPIM, require
6.1 and 3.9 times more bandwidth than OOK, respectively. This illustrates the
more efficient utilization of bandwidth by REC in both gradual and rapid sensor
data variations.
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Table 2. Experimental parameters used in system evaluation

Channel Aerating Jets Airflow rate (L/min) 2.5
No. of outlets 2

Water Pump (Displacement Rate (L/min)) 5
Lighting Intensity (surroundings) (lux) 100–150
Turbidity (NTU) 0.01 to 50
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Fig. 7. Packet success rate performance in varying turbid water.
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Fig. 8. Required transmission power and bandwidth comparison.

1.2 Future Implications and Applications

The careful design, coding, and evaluation of the algorithm were driven by
the growing importance of energy-efficient Underwater Optical Communica-
tion (UWOC) modules in diverse settings. The algorithm is purpose-built for
small mobile platform applications that demand enhanced mobility, compact
design, and minimal energy consumption. It is especially well-suited for sta-
tionary network or sensor nodes used in scenarios where the monitored param-
eters exhibit gradual changes over time. These applications span a wide spec-
trum, from underwater sensor networks in aquatic research to remote monitoring
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systems in environmental science. The algorithm’s adaptability caters to both
high-mobility requirements and the stability needed for continuous data collec-
tion and transmission, making it a versatile solution for various contexts. Beyond
diving communication devices and offshore fish farms, these modules can be a
potential alternative in underwater environmental monitoring, oceanographic
research, and marine exploration. Their non-intrusive nature ensures minimal
disruption to aquatic ecosystems, and their compact size and energy efficiency
make them suitable for extended deployments. Furthermore, the algorithm’s
optimization holds promise for future underwater communication technologies,
fostering advancements in aquatic research, aquaculture management, and envi-
ronmental conservation efforts.

Conclusion. In our study, we introduce a resource-efficient encoding algorithm
meticulously crafted to strategically optimize resource utilization while simulta-
neously bolstering data frame security. The evaluation of this algorithm yields
highly promising results, showcasing a substantial reduction in the number of
bits required per data frame compared to conventional techniques when repre-
senting a sensor value intended for transmission.
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Abstract. The proliferation of wearable devices and personal smart-
phones has promoted smart mobile health (MH) technologies. The
MH applications and services are extremely responsive to computation
latency. Edge computing is a distinguished form of cloud computing
that keeps data, applications, and computing power away from a cen-
tralized cloud network or data center. In this work, we design a con-
tainerized wearable edge AI inference framework. The cloud computing
layer includes two cloud-based infrastructures: The Docker hub repos-
itory and the storage as service hosted by Amazon web service. The
Docker containerized wearable inference is implemented after training a
Deep Learning model on open data set from wearable sensors. At the edge
layer, the Docker container enables virtual computing resources instan-
tiated to process data collected locally closer to EC infrastructures. It is
made up of a number of Docker container instances. The containerized
edge inference provides data analysis framework (DAF) targeted to ful-
fill prerequisites on latency, and the availability of wearable-based edge
applications such as MH applications.

Keywords: Wearable sensors · AI inference · Edge intelligence ·
Activity recognition · Data processing · Deep Learning · Docker
Container

1 Introduction

The proliferation of wearable devices and personal smartphones has promoted
smart mobile health (MH) technologies. The MH system is the foundation stone
of the Healthcare 3.0 [1]. The MH system employs wearable medical sensors,
mobile computing, wireless communications, and networking technologies to reg-
ularly transmit many sensed data to MH processing platforms. These platforms

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
B. J. Choi et al. (Eds.): IHCI 2023, LNCS 14532, pp. 273–278, 2024.
https://doi.org/10.1007/978-3-031-53830-8_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-53830-8_28&domain=pdf
http://orcid.org/0000-0001-6714-4402
http://orcid.org/0000-0001-5743-1010
http://orcid.org/0000-0002-0121-855X
https://doi.org/10.1007/978-3-031-53830-8_28


274 L. Nkenyereye et al.

are commonly located in the cloud to provide anywhere and anytime health-
care services, thus improving well-being and quality of life. Furthermore, artifi-
cial intelligence (AI) and machine learning (ML) have added smartness to MH
applications to analyze MH data efficiently.

The MH applications and services are extremely responsive to computation
latency. For instance, the round trip time (RTT) to access MH cloud-based ser-
vices is very long; thus, it increases latency. This limits the deployment of many
time-critical MH applications. Thus, the deployment of computing infrastruc-
tures near where data are generated solves the issue of RTT. This computing
infrastructure is designated edge computing (EC). EC is a distinguished form of
cloud computing that keeps data, applications, and computing power away from
a centralized cloud network or data center.

In this work, we design a containerized wearable AI edge inference framework.
It is made up of a number of Docker container services instantiated close to end-
user wearable sensors. The containerized edge inference provides data analysis
framework (DAF) targeted to fulfill prerequisites on latency, and the availability
of wearable-based edge applications such as MH applications.

2 Containerized Wearable Edge AI Inference Framework

The MH system exhibits diversity in the devices it incorporates, spanning from
wearables (For instance, sensors positioned on the individual’s chest, right wrist,
left ankle, and cardiac sensors.) to video surveillance cameras and smartphones.
Wearable devices are responsible for data collection. Within these devices, a sub-
set is situated on the chest and is capable of providing two-lead electrocardio-
gram (ECG) measurements, which have the potential for basic heart monitoring.
Each sensor can collect patient data, perform simple data processing, and send
the information to the gateway (e.g., a smart mobile phone). Just after data
collection at the gateway, the mobile phone will send the data to the MH data
management platform for storage and further analysis. Healthcare profession-
als (e.g., doctors, and nurses) observe and read patient data in an emergency.
Clinical observation, diagnosis, and medical intervention are carried out. Only
healthcare professionals who have authenticated credentials access patient data.

The diagram in Fig. 1 showcases a wearable edge AI inference framework
that utilizes containers. This framework streamlines two core components: the
pre-trained AI model and the edge AI inference server. The pre-trained model
and the inference Docker image are stored in the cloud, while Edge AI inference
is a containerized service functioning on edge devices.

The cloud computing layer comprises two cloud-based infrastructures: the
Docker Hub repository and Amazon Web Services’ storage-as-a-service. The
Docker containerized wearable inference is realized following the training of a
deep learning model on an open dataset derived from wearable sensors. The
MHEALTH dataset [2] encompasses data from 12 physical activities recorded
from ten subjects using four different inertial sensors. These sensors capture a
total of 23 distinct signal types, which we’ll refer to as channels. Most of these
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Fig. 1. Containerized Wearable edge inference framework.

channels pertain to body motion, with the exception of two that record electro-
diagram signals from the chest. The participants are assigned the responsibility
of carrying out 12 different activities, and the sensors on their bodies record
data related to acceleration, rotational speed, and magnetic field orientation.
This dataset serves as input for edge-based wearable data analytics, focusing
on deep learning models for human activity recognition applications. Each log
file contains 23 columns for each channel and an additional column for class,
representing one of the 12 activities. On average, there are around 100,000 rows
for each subject.

We employ the concept of MLOp pipeline [3]. The pipeline steps are detailed
as follows: we divide the MHEALTH time series dataset into smaller chunks for
classification as proposed in [4]. TensorFlow and Keras [4] are used for training
neural networks. The long short-term memory (LSTM) [5] model was tested and
showed better accuracy through the epochs. For the model to receive inference
requests, with only Python (the programming language) wrapper available, the
training process was written in Python using the Flask framework [4]. After
ensuring that the model has almost 95 percent precision, it was saved on the
cloud-based storage service. In our case, Amazon web service cloud object storage
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was used to save the pre-trained AI model. The pre-trained model is saved with
HDF5. It is loaded while the pre-processing phase starts. Subsequently, the edge
AI inference server was encapsulated into a container image and uploaded to
our Docker repository account. The Docker repository name for our edge AI
inference image is “nkenye1982/mhealth_ai_service” [6]. We named the AI
edge inference server as virtual MH edge service (vMHES).

At the edge layer, the Docker container enables virtual computing resources
instantiated to process data collected locally closer to EC infrastructures.
Although the computing resources orchestration is isolated, associating a tailored
logical edge inference instance would enhance the end-to-end (E2E) performance.
The deployment edge node fulfills the role of provisioning and instantiating the
wearable sensor data processing. The cluster of worker nodes consists of one
server (x64) and two Raspberry Pi 3 (ARM). The server (x64) is used to deter-
mine the resource of each wearable sensor service performing data analytics on
an x64 worker node. This device runs Ubuntu 18.04 and has an AMD Opteron at
2GHz and 4 GB RAM. The Raspberry Pi 3 is used to evaluate the provisioning
of resources on an ARM device (armhf) to support edge wearable data processing
service. This system operates using Ubuntu 20.4 server on a Raspberry Pi with
Kernel version 5.4. The hardware configuration consists of 2 GB of RAM and
a quad-core Cortex-A72 processor running at 1.5GHz. All assessments will be
conducted on both x64 and armhf platforms. Different container runtimes (e.g.,
container runtime interface (CRI-O), Docker, and Containerd) were used [7].
To verify this, the orchestrator at the worker nodes is set up using Containerd,
Docker, and CRI-O. Additionally, the average loading waiting time of the sensor
data processing AI model to load TensorFlow/Keras APIs, dependencies, and
Flask starting server was measured.
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Fig. 2. The average load on the CPU and the usage of memory within the edge cluster
system while processing real-time dataset logs for DAF inference requests.

3 Evaluation

The experimental test plan uses Locust [8] to capture the containerized AI
requests per second, i.e., the response time. The response time refers to how
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Fig. 3. Allocating resources by retrieving a deep learning image based on mHealth
from the Docker registry.

long the AI model (TensorFlow 2’s Keras API) orchestrated on the edge node
takes to respond to a new prediction’s end-user request. The capacity and per-
formance tests are necessary to demonstrate that a containerized DAF instance
can successfully process AI models with satisfactory speed when numerous users
simultaneously upload MH data.

In Fig. 2, we can observe the computation resource load average within the
container instance of the cluster. The CPU load of the active edge container
is measured in three observations, reflecting the load over the last 1, 5, and
15min. It becomes worse as the number of user DAF inference requests rises.
The findings indicate that as the volume of data and the number of users’ DAF
inference requests increase, resource consumption deteriorates. Within the first
few minutes, the CPU load average reaches 90% utilization, particularly on the
sixth hour of experimentation. This signifies that the container instances became
overloaded, leading to a high average load on the computing resources due to
the increasing number of DAF inference requests.

As shown in Fig. 3, when orchestrating the scheduling of edge resources by
fetching vMHES from the Docker registry, the specific duration varies, typically
taking about five minutes on x64 architecture compared to approximately seven
minutes on ARM architecture. Interestingly, the CRI-O [7] demonstrates a sig-
nificantly shorter scheduling time on x64, being twice as fast as on ARM.

The outcomes reveal that Docker and Containerd [9] runtimes are notably
less efficient in comparison to CRI-O. This is primarily due to Docker using
Containerd as its underlying technology for running containers. The rationale
behind CRI-O’s superior performance is its lightweight nature, making it an
optimal runtime for Kubernetes (K8s). This enables Kubernetes to utilize any
runtime that adheres to the Open Container Initiative (OCI) standards as the
container runtime.
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4 Conclusion

The MH applications and services are extremely responsive to computation
latency. For instance, the round trip time (RTT) to access MH cloud-based
services is very long. The edge inference layer consists of the edge computing
resources and is close to end-users’ wearable sensors. The deployment edge node
fulfills the role of provisioning and instantiating the wearable sensor data process-
ing. The results show the CPU load average in the first minutes is 90% utilization
on the sixth hour of experimentation. This implies that the container instances
experienced excessive load, with a high average usage of computing resources as
the number of DAF inference requests continued to rise. Furthermore, Docker
and Containerd runtimes exhibit significantly lower efficiency compared to CRI-
O, primarily because Docker utilizes Containerd for container execution.
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Abstract. The groundbreaking invention of ChatGPT has triggered enormous
discussion among users across all fields and domains. Among celebration around
its various advantages, questions have been raised with regards to its correctness
and ethics of its use. Efforts are already underway towards capturing user senti-
ments around it. But it begs the question as to how the research community is ana-
lyzing ChatGPT with regards to various aspects of its usage. It is this sentiment of
the researchers that we analyze in our work. Since Aspect-Based Sentiment Anal-
ysis has usually only been applied on a few datasets, it gives limited success and
that too only on short text data. We propose a methodology that uses Explainable
AI to facilitate such analysis on research data. Our technique presents valuable
insights into extending the state of the art of Aspect-Based Sentiment Analysis on
newer datasets, where such analysis is not hampered by the length of the text data.

Keywords: ChatGPT · ABSA · Explainable AI

1 Introduction

ChatGPT [1] is a generative artificial intelligence (AI) chatbot which has revolutionized
the landscape of Natural Language Processing (NLP). Up until the year 2022, NLP had
made strides in various tasks such as text classification, question answering, summa-
rization, sentiment analysis, named entity recognition, etc. But ChatGPT is the first of
its kind to be released into the public domain and perform a variety of these NLP tasks
with effortless ease and be accessible to an ever-increasing user base. It is the fastest-
growing consumer application in history, reaching a 100 million monthly active users in
January 2023 within just 2 months of its release [2]. It is accessible as a question answer-
ing interface, where it provides intelligent, coherent and pertinent human-like answers
to questions posed by the users, surpassing any other AI chatbot of its generation in
popularity [3].

Ever since its release on November 30, 2022, ChatGPT has dominated public dis-
course with people taking to the social media and writing about their experience with
ChatGPT. There are millions of tweets on Twitter. The public discourse ranges from
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sentiment of marvel to skepticism to apprehension as to the various levels of useful-
ness, applicability, and possibilities that ChatGPT is poised to bring in the near future
[4–6]. The opinion paper [6] assimilates 43 contributions from experts in the fields of
computer science, marketing, information systems, education, policy, hospitality and
tourism, management, publishing, and nursing. These experts appreciate and recognize
ChatGPT’s potential to offer significant advantages to these fields benefitting their over-
all productivity. They also consider its limitations, possible disruptions it may cause to
accepted practices, threats it may pose to privacy and security, and the consequences
of biases, misuse, and misinformation arising from its use. Naturally, the euphoria sur-
rounding ChatGPT has spurred the research community to investigate ChatGPT from
various points of view including but not limited to how people across various sections
of society view it and perceive its utility as, what ethical questions it raises, how the
technology behind it can be improved etc. In fact, it is this sentiment about ChatGPT
conveyed by the researchers in their papers that we investigate in our work. We look at
how researchers across the world perceive ChatGPT. In doing so we investigate whether
and how well some of the widely used sentiment analysis language models are able
to capture the research community’s exploration thus far. Particularly, since the focus
of their research papers is ChatGPT, are the sentiment analysis language models able
to capture their sentiment towards ChatGPT with aspect to various issues, fields and
domains?

2 Sentiment Analysis in Research Articles

Sentiment analysis is an active field in NLP, where the goal is to identify the sentiment
expressed in the text and classify it as a fixed polarity value such as positive, negative,
or neutral. Sentiment analysis is used to extract sentiment from a wide arena of user
bases such as social media, networking posts, customer reviews about products, state
of current affairs, restaurants etc. Such analysis is important as for example, businesses
can gain insight into customers’ opinions about their products and accordingly adapt
their marketing strategies. While majority of efforts are focused on the classification
and analysis of sentiment in customer reviews [7], and social media posts [8], lesser
effort is dedicated to extracting and interpreting sentiment from research articles. With
the success and now prolific use of transformers [9] and transformer-based models in
various NLP tasks [10]; the task of sentiment analysis is also benefitted by these models.
Even so, transformer-based models such as Bidirectional Encoder Representations from
Transformers (BERT) [11] are still largely being used for analyzing social media content
[12] or product reviews [13]. The use of research article data figures heavily in the field of
biomedical research [14], where various tasks of NLP (not including sentiment analysis)
are being performed by transformer-based models. Sentiment analysis lags behind in the
field of biomedical research, because of lack of domain-specific sentiment vocabulary
[15]. To the best of our knowledge, text data from Computer Science research articles
has not been used for sentiment analysis, and in our work, we use such data.
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3 Aspect-Based Sentiment Analysis (ABSA)

Largely sentiment analysis is performed either at the document-level or the sentence-
level, where a single polarity value of either positive, negative or neutral is identified as
the entire sentiment of the document or the sentence respectively. A single polarity value
may not be an accurate sentiment representation of the entire document or the sentence
as fine-grained sentiments may be need to be extracted towards several aspects in the
document or sentence [16]. It is this Aspect-Based Sentiment Analysis (ABSA) that is
gaining traction in the recent years. To understand what ABSA entails, let us look at an
example laptop review: “I feel the latest laptop from Mac is really good overall. The
resolution is amazing. The laptop is sleek, and light, making it easy to carry around.
However, it’s a bit pricey. Honestly, for this price, I expected a better battery life.” At
the aspect-level, we get information about the aspects such as resolution, design, price
and battery. While the review is positive with respect to the former two aspects, it is
negative towards the latter two. Sometimes, the aspects are not explicitly mentioned,
and can only be inferred. Such as the aspect design can be inferred by “sleek and light”.

ABSA research involves sentiment elements such as aspect category, aspect term,
opinion term and sentiment polarity [16]. Aspect categories need to be pre-defined such
as food, service for the restaurant domain. Aspect term denotes the actual itemmentioned
or referred to, in the text such as ice-cream or pizza belonging to a food category. Opinion
term is term used to convey feeling or sentiment about the aspect term. And sentiment
polarity denotes whether the opinion is positive or negative, etc. In the restaurant domain,
for an example review: “The ice-cream is heavenly”, the aspect category is food, aspect
term is ice-cream, opinion term is heavenly and sentiment polarity is positive.

Many advancements have been done in aspect term extraction, aspect category detec-
tion, opinion term extraction, and aspect sentiment classification or some combinations
thereof [16]. But only so many datasets have been extensively used. So far, the SemEval
datasets [17–19] made public as part of shared work held during the International Work-
shop on Semantic Evaluation, held annually from 2014 to 2016, have been the most
widely used for ABSA. Despite their popularity, most sentences in the dataset only
include one or more aspects with the same sentiment polarity, effectively reducing the
ABSA task to sentence-level sentiment analysis [20]. Also, these SemEval datasets
contain reviews from only one domain, either restaurant or laptop. In [21], SentiHood
dataset based on neighborhood domain is introduced, where work has been done to iden-
tify sentiments towards aspects of one or more entities of the same domain. With the
use of transformer-based models, successful work [22] has been done to jointly detect
all sentiment elements from a given opinionated sentence, for one or more aspects, even
when aspects may have contrasting sentiments. The problem still remains that datasets
used commonly have unique data structure and ABSA tasks successful on one dataset
cannot be easily translated to another dataset.

A major step required in sentiment analysis is annotating the dataset for training
the classifier. This step is expensive and often impossible in ABSA tasks as they require
aspect-level annotations. To address this problem, transfer learning can be applied where
we can leverage knowledge learned from one domain and apply on another. This involves
taking a pre-trained language model such as BERT, which has been trained on a large
dataset, and fine-tuning it for downstream tasks such as sentiment analysis. Fine-tuning
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requires labeled dataset which is specific to the task. Fine-tuned models of BERT exist
for sentiment analysis such as:

• nlptown/bert-base-multilingual-uncased-sentiment [13], which we will refer to as the
nlptown model

Fine-tuned models of BERT exist for ABSA such as:

• yangheng/deberta-v3-base-absa-v1.1 [23], which we will refer to as the yangheng
model

Thesemodels can be further fine-tuned for ABSA tasks on target aspect-level labeled
dataset.Whichbrings us back to the original problemof unavailability of labeled datasets.
In the next section we describe our dataset.

4 Dataset

We collected data from arXiv [24] using the arXiv API [25]. The data comprises of
metadata of research papers documenting research focused onChatGPT, it’s applications
and implications. Specifically, we collected data from 868 papers submitted between
December 8, 2022 and July 24, 2023 that contain the term chatgpt in either the title or
the abstract or both.

The items from the metadata that we used for analysis are the titles and abstracts. For
each paper, we added the title as a sentence before the abstract and refer to the resulting
text as the abstract.

4.1 Challenges in Analyzing Sentiment in This Dataset

For aspect terms to be extracted, much work is done in supervised learning, which
requires labeled data. But research is still lacking in unsupervised learning [26]. Our
dataset is unlabeled; hence it becomes difficult to extract aspects.

Most datasets [18, 19, 21] used in ABSA tasks are from the restaurant, laptop or
neighborhood domain. Majority of the reviews in these contain 1–3 sentences each.
All papers in our dataset are about ChatGPT, so we can qualify our domain as the
ChatGPT domain. Each abstract in our dataset contains on an average 8 sentences, with
the largest containing 19. Although models using transformers can capture some long-
term dependencies, they may still struggle with long documents [27], where important
context or sentiment clues are spread far apart. The model’s ability to maintain relevant
context over extended lines of text can impact its overall performance. In long text,
sentiments towards aspects might change over time, leading to aspect-level sentiment
shifts. Handling these dynamic shifts is still an ongoing challenge.

5 Using Explainable AI to Analyze Aspect-Based Sentiment

In Fig. 1, we present a flowchart summarizing our methodology.



Leveraging Explainable AI to Analyze Researchers’ 285

Fig. 1. Flowchart summarizing our methodology

5.1 Example 1

In Fig. 2, we present an abstract [28] from our dataset.

Fig. 2. An abstract [28] from our dataset

This abstract indicates that this paper investigates why ChatGPT falls short in providing
truthful answers, categorizing its failures into comprehension, factualness, specificity,
and inference. It proposes enhancing truthfulness by furnishing the model with fine-
grained external knowledge, knowledge recall hints, and reasoning guidance. We create
a sentiment analysis pipeline for the nlptown model using the transformers library from
HuggingFace [10]. We use it to classify the overall sentiment of the abstract. The result
is depicted in Fig. 3. nlptown model rates sentiment on a scale of 1 to 5 stars, with 1
indicating most negative, and 5 indicating most positive. The model gives this abstract
a 1 star rating with 10.22% probability, a 2 star rating with 32.27% probability and a 3
star rating with 37.04% probability indicating a very negative-neutral range sentiment
with a cumulative probability of 79.53%.We turn to Explainable AI (XAI) to understand
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how the model arrives at these scores in order to interpret the results. We use SHapley
Additive exPlanations (SHAP) [29] to visualize the text to understand which words or
phrases influenced the model’s decision.

Fig. 3. Sentiment classification for the abstract in Fig. 2 using nlptown model

In Fig. 4, we present the SHAP text plot for the 3 stars rating, since it has the highest
probability. The words and phrases highlighted in red positively influence the model’s
prediction towards this rating, while the words and phrases in blue have an opposite
effect. The darker colors indicate a stronger influence. In Fig. 4, the text indicating that
ChatGPT has demonstrated significant potential to impact human life is highlighted
in blue, which means it contributes negatively towards the rating. The text indicating
ChatGPT’s failure to provide truthful answers or lack of truthfulness is highlighted in
red in ALL instances. The text proposing approaches to enhance ChatGPT’s truthfulness
is also highlighted in red. The text in red pushes the model towards the 3 stars rating.
The resulting overall sentiment is neutral (3).

Fig. 4. SHAP text plot for 3 stars (neutral) rating for the abstract in Fig. 2

We can use Explainable AI to infer aspect terms, which is otherwise impossible for
datasets such as ours. And then we can perform ABSA using the yangheng model. As
a case in point, we apply the yangheng model to extract the sentiment of this abstract
towards the aspect truthfulness. The results are depicted in Fig. 5.

Fig. 5. Sentiment of the abstract in Fig. 2 towards the aspect truthfulness
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It labels the text conveying a negative sentiment towards the aspect truthfulness
with 67.76% probability. Which is accurate since the text conveys that as it stands
currently, ChatGPT lacks truthfulness. Hence, together both models can help understand
the sentiment at a finer level.

5.2 Example 2

We present another abstract [30] from our dataset in Fig. 6.

Fig. 6. Another abstract [30] from our dataset

This abstract discusses the impact of AI in education and learning, focusing on
its applications, benefits, and challenges. It highlights ChatGPT’s success in academic
tests and explores its role in collaborative teacher-student learning, intelligent tutoring
systems, automated assessment, and personalized learning. The abstract acknowledges
potential negative aspects and ethical concerns, but ultimately suggests accepting and
embracing AI while implementing safeguards to prevent misuse.

We use the nlptownmodel to classify the overall sentiment of the abstract. The result
is depicted in Fig. 7.

Fig. 7. Sentiment classification for the abstract in Fig. 6 using nlptown model

It indicates a positive – very positive range sentiment with a cumulative probability
of 89.06%. In Fig. 8, we present the SHAP text plot for the 4 stars (positive) rating.
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Fig. 8. SHAP text plot for 4 stars (positive) rating for the abstract in Fig. 6

The text has major portions recognizing the advantages and applications of ChatGPT
in education and learning and these are highlighted in red, indicating that these portions
contributed positively towards the 4 stars rating. The text about potential negative aspects
is highlighted in blue. Hence the overall rating is positive (4).

We find that the yangheng model labels the sentiment of this abstract towards
aspects such as education and learning as positive, as depicted respectively in Fig. 9
and Fig. 10.

Fig. 9. Sentiment of the abstract in Fig. 6 towards the aspect education

Fig. 10. Sentiment of the abstract in Fig. 6 towards the aspect learning

6 Conclusion

We observe in Example 5.2, that the overall sentiment and the sentiments towards the
aspects under consideration are positive. But in Example 5.1, the overall sentiment is
neutral but the sentiment towards the aspect under consideration is negative. We have
presented a methodology to analyze finer aspect-based sentiment from text in research
papers. Our method also provides insights into the detection of aspects from text using
the XAI framework, SHAP. In this work, we have presented a novel contribution.
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Abstract. Recently, WiFi signals are being used for sensing task based
applications in addition to standard communication activities. Specif-
ically, the Channel State Information (CSI) extracted from WiFi sig-
nals through channel estimation at the receiver end provides unique
information about environmental dynamics. This CSI data is used for
various tasks including motion and human presence detection, localiza-
tion, environmental monitoring, and a few other sensing applications.
By analyzing both the amplitude and phase of the CSI data, we can
gain intricate insights into how signal transmission paths are affected by
physical and environmental changes. In this study, we focus on lever-
aging low-cost WiFi-enabled ESP32 micro-controller devices to monitor
suspicious-related activities within indoor environments. We conducted
exhaustive experiments involving four distinct suspicious-related human
activities leaving a room, entering a room, sneaking into a room with-
out formal entry, and engaging in suspicious activities within a room. To
enhance the detection rate for these activities, we employ feature engi-
neering techniques on the received CSI data. Additionally, we applied
a low-pass filter to eliminate noise from the received signal effectively.
To achieve accurate suspicious activity classification, we harnessed var-
ious lightweight machine learning (ML) algorithms, which include Sup-
port Vector Machine (SVM), Random Forest (RF), Gradient Boost-
ing, Extreme Gradient Boosting (XG Boost), and K-Nearest Neighbor
(KNN). Our results reveal that KNN outperformed the other ML models,
achieving an accuracy rate of 99.1% and F1-Score of 0.99. This suggests
that KNN is a robust choice for effectively classifying suspicious activities
based on WiFi CSI data.

Keywords: WiFi sensing · Channel State Information · Smart Home ·
Suspicious Activity Detection · ESP32 · Machine Learning

1 Introduction

In contemporary times, the applications of WiFi signals have expanded beyond
conventional data transmission. WiFi technology is now harnessed for diverse
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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https://doi.org/10.1007/978-3-031-53830-8_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-53830-8_30&domain=pdf
https://doi.org/10.1007/978-3-031-53830-8_30


292 G. Gorrepati et al.

sensing and activity detection purposes. Any disruption in the signal’s trajec-
tory from the transmitter to the receiver leads to alterations in the signal’s
characteristics. These alterations in the signal serve as valuable indicators for
detecting a wide range of activities [1]. One of the important applications of
WiFi sensing is Human Activity Recognition (HAR), which has a huge potential
for surveillance-related applications because of its non-invasive and non-line-of-
sight (NLoS) nature. Fall detection for elderly persons, human movement detec-
tion, gesture recognition, and activity monitoring are essential applications of
HAR [2]. Wearable sensor devices lack universal convenience and aren’t suit-
able for continuous usage. Likewise, camera-based models are reliant on light-
ing conditions and necessitate a clear line of sight. Furthermore, privacy issues
can restrict the applicability of this model in certain situations [3]. Suspicious
activity is defined as unauthorized entry into a building or an indoor area and
performing some activities in and around the facility [4]. Existing detection sys-
tems monitor suspicious activities using acoustic, seismic, ultrasonic, passive
infrared, microwave, or camera-based sensors. Real-time activity detection can
be possible by embedding lightweight machine-learning algorithms in low-cost
WiFi devices [5]. WiFi sensing can be a potential solution for suspicious activity
detection systems. The advantages of WiFi sensing are it is ubiquitous and can
sense through the walls, with no need for line-of-sight and lighting conditions.
The WiFi sensing model reuses the infrastructure of wireless communication, so
it is low-cost and easy to deploy [6,7]. Disturbances within the region of interest
can be gleaned from specific characteristics present in the received WiFi signal.
These characteristics, such as the Received Signal Strength Indicator (RSSI)
and Channel State Information (CSI), offer valuable insights. RSSI offers a sin-
gle value that amalgamates various signals resulting from multi-path effects. It
provides a broad overview of the received signal and communicates information
pertaining to the data-link layer of the communication model. The WiFi chan-
nel, segmented into multiple sub-carriers through Orthogonal Frequency Divi-
sion Multiplexing (OFDM), permits the receiver to estimate the CSI using the
received signal. Channel State Information offers a comprehensive and precise
breakdown of each sub-carrier.

Suspicious activity detection is essential for indoor safety applications. Most
of the existing works have used devices that have high deployment costs and high
power consumption. In this work, we used a low-cost, low-power, and portable
WiFi-enabled ESP32 device for the experiments. Since each sub-carrier contains
essential information, we extracted different statistical features from correlated
sub-carriers and used them to detect suspicious activities. Here, we consider
suspicious activities as any kind of activity that is performed by trespassers in
a home environment or surroundings when the residents are not around.

After an exhaustive literature survey and critical analysis of existing works,
we noted the following gaps or limitations.

– Most of the reported work uses wearable devices, which are not very conve-
nient and require high deployment costs.

– Vision-based activity detection requires high computational cost, line of sight,
and light condition, and also raises privacy concerns.
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– There is almost no study that focuses on suspicious activities in a home
environment.

– Most of the studies use a single transmitter to transmit the signals, which is
not enough for the entire home.

The main contributions of this research work are as follows:

– We formulated the problem of suspicious activity detection in a home envi-
ronment using Wi-Fi signal-based CSI parameter

– We propose a lightweight machine-learning model for various suspicious activ-
ities using WiFi-enabled low-cost ESP32 modules

– In this work, we designed the model architecture for the deployment of the
transmitter, repeater, and receiver, and conducted exhaustive experimenta-
tion to collect data as there is no benchmark dataset available for the same.

– We used one transmitter, one receiver, and multiple repeaters deployed in
different rooms in a home for better coverage and monitoring of suspicious
activities throughout the home

– Performed feature engineering on amplitude data of the CSI values and
selected important and easy-to-extract statistical features for analyzing dif-
ferent activities.

– Experiments are conducted in different environments including dark environ-
ments to validate the classification accuracy of the proposed model.

– Tested various lightweight machine learning algorithms to select the best.

2 Background

In this section, we will discuss the deployment of a transmitter, repeater, and
receiver in the home environment using the Fresnel zone concept. We will also
discuss the principle for CSI value extraction.

2.1 Fresnel Zone Based Transmitter, Repeater and Receiver
Deployment

In a free-space wireless communication scenario, the Fresnel zone takes the form
of concentric ellipses with the transmitter (Tx) and receiver (Rx) as their focal
points. Among these ellipses, the innermost one, known as the First Fresnel Zone
(FFZ), holds particular significance. Approximately 70% or more of the signal
energy is conveyed from the transmitter to the receiver through this zone, mak-
ing it the primary conduit for maintaining a strong and reliable wireless link
[8]. As the distance between the Tx and Rx increases, additional Fresnel zones
emerge, with their sizes growing accordingly. While these additional zones con-
tribute to signal propagation, their impact on signal strength diminishes with
distance. Nevertheless, the First FZ remains of paramount importance for the
majority of wireless communication links, particularly in line-of-sight scenarios.
Practical wireless communication scenarios can be influenced by various factors,
such as obstacles, terrain, and environmental conditions, which can alter the
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characteristics of the Fresnel zones and affect signal propagation. For instance,
obstructions within the Fresnel zone may lead to signal blockage or diffraction,
resulting in signal degradation and reduced link quality. Therefore, comprehend-
ing the Fresnel zones’ characteristics and their effects on signal propagation is
crucial for designing and optimizing wireless communication systems to ensure
reliable and efficient data transmission. In this work, fresnel zones are considered
for placing the transmitter and receiver at certain points, such that the scattered
data is minimal. Dan Wu et al. proposed in [9] that utilizing the Fresnel zone
model, the WiDir model is designed to infer the walking direction of a user or
object by analyzing phase change dynamics from multiple WiFi subcarriers. This
approach enables non-intrusive direction detection using existing WiFi signals
without the need for extra hardware or sensors. The Fresnel zones provide a
theoretical concept for the analysis and design of WiFi sensing systems [10]. In
this work, we use the Fresnel zone concept to decide the deployment location of
the transmitter (one), repeater (many), and receiver (one) for efficient CSI data
collection at the receiver end.

2.2 Channel State Information

In indoor scenarios, wireless signals traveling from the transmitter to the receiver
are subject to environmental changes induced by physical obstacles. These alter-
ations within the transmission medium can be effectively assessed through the
utilization of CSI data at the receiver’s end. The amplitude and phase varia-
tions within the CSI serve as valuable parameters for the analysis of various
activities. These characteristics are derived from the calculation of the signal’s
channel matrix, denoted as H, through the mathematical equation: This equation
is central to understanding and utilizing CSI data for diverse applications.

y = Hx+ n

The above equation defines the received signal (y) as the outcome of mul-
tiplying the transmitted signal (x) by the channel matrix (H), and adding the
noise (n). Here, y represents the received signal, x is the signal transmitted, and
n stands for the noise component. The channel matrix (H) comprises 64 sub-
carrier values, each expressed as a complex number, encompassing both ampli-
tude and phase information [11]. Certainly, you can represent each element Hij

in the channel matrix as:

Hij = |Hij | · eiθij

Here, |Hij | represents the magnitude or amplitude of the complex number Hij

and eiθij represents the phase of the complex number Hij . This representation
separates the magnitude and phase components, making it clearer to understand
how the channel affects the transmitted signals in terms of amplitude and phase.
In wireless communication systems, these amplitude and phase values are essen-
tial for signal processing, beamforming, and other operations to optimize the
quality of communication channels.
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The IEEE 802.11n standard employs the Orthogonal Frequency Division
Multiplexing (OFDM) modulation scheme, utilizing a total of 64 sub-carriers
within the signal. However, only 52 of these sub-carriers are operational, while
the remaining 12 are designated as NULL sub-carriers. Among the 52 active
sub-carriers, four are specifically allocated for pilot signals, serving the purpose
of synchronization between the transmitter and receiver. The amplitude and
phase values of each of these sub-carriers can be determined using the following
formulas [12],

Amplitude =
√

imaginary2 + real2

Phase = atan2(imaginary, real)

We considered amplitude data of 52 sub-carriers for further analysis.

3 Methodology

The WiFi sensing-based suspicious activity detection model uses variations
across multiple sub-carriers to detect activities. At first, the raw CSI data is
parsed to extract the amplitude and phase. Then we pre-process the amplitude
data to remove noise and outliers. The essential features are extracted from the
amplitude data for classification using machine learning models. The overview
of the proposed suspicious activity detection workflow is shown in Fig. 1.

3.1 Feature Extraction

In the realm of machine learning, features play a pivotal role. To streamline the
dimensionality of our training input data, we engage in feature engineering. This
process involves extracting crucial statistical features that effectively capture the
variations occurring over specific time intervals. Our emphasis is on lightweight
algorithms, ensuring that these features are suitable for real-time applications.

We implement a sliding window mechanism to pinpoint windows that are
particularly sensitive and encompass specific activities. Among the sub-carriers,
higher variance denotes a greater degree of variation in the dataset over a defined
period, making it more susceptible to disturbances compared to other sub-
carriers. Conversely, lower variance signifies fewer variations, implying a lack
of activity. Five significant statistical features, specifically the mean, variance,
mean absolute deviation, amplitude range, and Interquartile range (IQR), are
extracted from the data [13]. The feature matrix (W ) has dimensions equal to
the number of samples multiplied by 5.

The matrix presented below is a snapshot of data within a specific timeframe.
This window has dimensions of m× n, where m signifies the number of packets
and n denotes the number of sub-carriers. In this matrix, xi,j symbolizes the
amplitude of the ith packet within the jth sub-carrier.

The matrix, W(m,n), encapsulates information about the sub-carriers within
a window of size m.
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CSI DATA COLLECTION

PARSING (AMPLITUDE AND PHASE)

NOISE REMOVAL AND SMOOTHING

FEATURE EXTRACTION

APPLY MACHINE LEARNING MODEL

ACTIVITY CLASSIFICATION

Fig. 1. Proposed architecture for WiFi-based suspicious activity detection system
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We employ a row-wise sliding technique, with a chosen step size, to traverse
the data. With each window’s shift, we measure statistical features, which are
then compared to those of subsequent windows. This process allows us to identify
the specific activity windows necessary for analysis.

Upon the selection of a particular window, we extract a feature matrix, which
encompasses the features related to each activity. In this context, fsk

signifies the
feature vector of the kth sub-carrier. Each feature vector comprises five distinct
values, each corresponding to an extracted feature attribute.

Feature(W ) =
[
fs1 , fs2 , fs3 · · · fsk

· · · fsn

]

3.2 Machine Learning Models

The central objective of this research is classifying the detection of suspicious
activities through the application of machine learning models. In pursuit of this
goal, we have opted for low-complexity machine learning models, specifically
the Support Vector Machine, K-Nearest Neighbor, and Random Forest, for the
purpose of classification. The training data and test data ratio is 90:10. After
a series of exhaistie experiments for the optimal value of hyperparameters for
these machine learning models, the hyperparameters selected for these machine
learning models are presented in Table 1.
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4 Experiment Setup and Data Collection

In this section, we discuss the details of the experimental setup, the devices used,
and the data collection methods.

4.1 Experimental Setup

For the experiment, we have used the ESP32 microcontroller, which is a cost-
effective WiFi-enabled device, as a receiver (Rx). The experiment is conducted
in an ideal home environment. The transmitter (Tx) is placed outside the room,
which is a commodity WiFi router in the corridor fitted to the ceiling, and the
receiver is placed inside the room. The receiver is connected to the computer
system for real-time activity analysis and visualization as shown in Fig. 2. The
distance between the transmitter and receiver is 8m. Each room in the house has
a commodity Wi-Fi router configured as a repeater (RTx). Each RTx is connected
to Rx, and the Fresnel zones FZ1, FZ2, and FZ3 are between the receiver (Rx)
and transmitter (Tx), receiver (Rx), and repeater (RTx) respectively.

4.2 Data Collection

Each activity was performed for 10 s and repeated 60 times with six different sub-
jects (persons) over one week. Each day we conduct the experiments repeatedly
by allowing different persons to perform different types of suspicious activities.
We performed four different types of activities of suspicious nature in the region
of interest. Activities such as leaving the room, entering the room, moving around
in front of the door, and sneaking into the room but not entering are performed.
The data is collected at the receiver end at a sampling rate of 100 packets per
second and transmitted to the computing system for analysis.

Fig. 2. A scenario of an experimental setup for suspicious activity detection
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5 Results and Discussions

Amplitude serves as a primary choice for activity detection, primarily owing
to its capacity to capture variations induced by obstructions in the transmis-
sion path between the transmitter and receiver. In contrast, within a static
environment, the amplitude information exhibits minimal fluctuations. Initially,
our focus revolved around statistical parameters, encompassing measures such
as variance, mean, minimum, maximum, average, standard deviation, range,
interquartile range (IQR), skewness, and kurtosis. Then we selected five essential
features for the suspicious activity analysis. Initially, we performed sub-carrier
and frame-wise analysis on the amplitude part of the CSI data. The phase com-
ponent is not used for activity recognition because the phase values of WiFi sig-
nal are affected by Channel Frequency Off-set (CFO) and Sampling Frequency
Off-set (SFO) [14].

5.1 Sub-carrier Wise Analysis

(a) Person leaving the room (b) Person entering the room

(c) Person sneaking without enter-
ing

(d) Person moving in front of the
room

Fig. 3. Graphs for sub-carrier with highest variance for an activity vs. the correspond-
ing sub-carrier of static state
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Within each frame, there is a total of 52 sub-carriers, and the variance of the data
for each sub-carrier is a key indicator. A higher variance within the data suggests
greater variations among the values across the frames. For each distinct activity,
we computed the variance of each sub-carrier during the activity’s timeframe
and identified the sub-carrier exhibiting the highest variance. This sub-carrier
with the maximum variance signifies heightened sensitivity to environmental
alterations compared to the others. Graphs were generated to illustrate the rela-
tionship between the amplitude of the maximum variance sub-carrier for each
activity and the corresponding sub-carrier for the static state. In Fig. 3(a), which
pertains to leaving the room variations are most prominent within the timeframe
of 600 to 1000. Figure 3(b) depicts entering the room characterized by heightened
variation between the timeframes of 200 to 700. Figure 3(c) showcases sneaking
without entering the room demonstrating activity primarily within the timeframe
of 400 to 600. Finally, Fig. 3(d) illustrates moving around in front of the door
with the maximum variance observed in the timeframe spanning 200 to 1000.

5.2 Frequency Domain Analysis
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(a) Person entering the room
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(b) Person leaving the room

Fig. 4. Frequency domain graphs

We conducted a Fast Fourier Transform (FFT) on the filtered amplitude data
to shift from the time domain to the frequency domain. By utilizing this fre-
quency domain data, we generated spectrograms, which unveil discernible dif-
ferences among activities, particularly during human entries and exits. Figure
4(a) portrays the frequency domain data associated with a person entering a
room, while Fig. 4(b) illustrates the same individual leaving the room. These
graphs shed light on the way intensity (frequency/amplitude) diminishes as fre-
quency increases. Notably, for the human entering the room, there’s a specific
timeframe where density decreases with an increase in frequency, rendering it
notably less dense compared to surrounding timeframes. Conversely, when a
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person is leaving the room, the intensity decreases over a timeframe, but this
graph is the inverse of the entering activity. During entry, CSI attenuation is more
pronounced at the activity’s outset, whereas during exit, attenuation escalates
after a certain duration, pushing the lower-intensity plot to the opposite extreme.
Through frequency domain analysis, we’ve effectively distinguished between a
person entering and leaving a room.

5.3 Machine Learning-Based Activity Classification

A range of machine learning algorithms, including Support Vector Machine,
Random Forest, Gradient Boosting, Extreme Gradient Boosting, and K-Nearest
Neighbor, have been employed to classify the activities. The performance of
all five machine learning models used in this study is summarized in Table 1,
showcasing their accuracy and F1-score values. Notably, the K-Nearest Neighbor
(KNN) model has outperformed the others, achieving an accuracy of 99.1% and
an impressive F1-score of 0.99. The confusion matrix illustrated in Fig. 5 provides
a comprehensive overview of the top 4 classification model’s performance on
the test dataset. They serve as a visual representation of the model’s accuracy,
showcasing both correct and incorrect predictions for each class. Furthermore,
it highlights the specific classes that the model finds challenging to differentiate.
In this context, classes 0, 1, 2, and 3 correspond to distinct activities, namely,
entering the room, leaving the room, sneaking into the room, and moving in
front of the room respectively.

Table 1. Comparison of classification Accuracy and F1-score for machine learning
models

ML Models Hyperparameters Accuracy F1-score

Random Forest n_estimators = 10 83.3% 0.81
XG Boosting default 93% 0.93
Gradient Boosting n_estimators = 3, max_features = 4 83.3% 0.81
SVM kernel = ‘linear’, C = 0.1, degree = 2 97.5% 0.97
KNN K = 3 99.1% 0.99
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(a) Gradient Boosting (b) Extreme Gradient Boosting

(c) Support Vector Machine (d) K-Nearest Neighbor

Fig. 5. Confusion matrices of four top-performing machine learning models

6 Conclusions and Future Work

This research introduces an innovative device-free WiFi-based model for detect-
ing suspicious activities in a smart home environment. By leveraging the channel
variations induced by reflection, scattering, and diffraction, we have created an
efficient detection system capable of monitoring potentially suspicious human
behaviors. The experiments conducted simulate activities such as room entry,
exit, sneaking, and movement within a secure facility. Key to this model’s suc-
cess are the use of low-cost, low-power, easily deployable, and portable WiFi-
enabled ESP-32 devices. For classification, five distinct models such as SVM,
RF, GB, XGB, and KNN have been employed, each capitalizing on statistical
features extracted via a sliding window mechanism. Among these models, KNN
stands out with an outstanding classification accuracy of 99% and an impressive
F1-score of 0.99.

One of the model’s current challenges lies in effectively tracking and detecting
multiple individuals entering or leaving a room simultaneously. To address this
challenge, future enhancements may involve advanced technologies, such as Mul-
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tiple Input, Multiple Output (MIMO) WiFi devices. Additionally, the potential
extension of this model to other commodity WiFi devices is a promising avenue
for further research and development.
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Abstract. In an era characterized by an unprecedented abundance of food-related
content and a growing diversity of user preferences, personalized recommendation
systems play a vital role in enhancing user experiences across various online plat-
forms. This research paper studies multiple single models to be combined within
an Ensemble Model in order to provide more accurate and diversified recommen-
dations in the future works. The primary objective of this study is to evaluate
and compare the performance of four distinct models – SVM, Random Forest,
LSTM RNN, and Collaborative Filtering, considering precision and recall as key
evaluation metrics, in order to identify the most effective approach for enhancing
user experience and increasing customer satisfaction. Through rigorous tests and
performance evaluation, we analyze the strengths and weaknesses of each model
in terms of recommendation accuracy, scalability, and real-world applicability.
Furthermore, this study creates a foundation for upcoming work by proposing the
combination of the most efficient models within an Ensemble Model. By harness-
ing the collective capabilities of these diverse models, we are planning to build a
powerful recommendation system and improve recommendation quality.

Keywords: SVM · LSTM · Collaborative Filtering · Random Forest

1 Introduction

In recent years, the food industry has witnessed a drastic change, primarily due to the
widespread popularity of food delivery and online ordering platforms [1]. The conve-
nience and accessibility offered by these platforms provided consumers with an unprece-
dented range of culinary choices. As a result, the sheer volume of food-related content
and the diversity of user preferences have reached its highest levels. This paradigm
shift in food consumption has not only provided new opportunities but has also created
significant challenges in effectively matching users with the most relevant and appeal-
ing meal options. Several studies and reports have highlighted in popularity of food
delivery and online ordering services. For instance, a report by Statista [2] noted that
the online food delivery worldwide revenue of US$923.1 billion in 2023 is expected to
increase to US$1,465.6 billion by 2027. This growth emphasizes the increasing reliance
of consumers on digital platforms to fulfill their culinary desires. In parallel with the
growth of the food delivery industry, personalized recommendation systems became

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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a critical component in enhancing user experiences on these platforms. Such systems
leverage advanced algorithms to analyze user behaviors, preferences, and item features
to provide tailored customized meal recommendations.

2 Related Works

This section explores some of the key approaches and methods that have been inves-
tigated, with a specific focus on the four models under evaluation in this study: Col-
laborative Filtering (CF), Long Short-TermMemory Recurrent Neural Network (LSTM
RNN), RandomForest (RF), and Support VectorMachine (SVM). CF [3] has been a base
technique refined for years in the field of recommendation systems. CF is based on the
idea that users who have interactedwith similar items in the past are likely to have similar
preferences in the future. User-based CF identifies users with similar behavioral patterns
[4] while item-based CF computes the similarity between items [5]. RF is an ensemble
learning method that combines multiple decision tree classifiers to make predictions [6].
In the context of recommendation systems, RFs can be used to model user preferences
and item features, providing personalized recommendations. SVMs are a supervised
learning method that aims to find an optimal hyperplane in a high-dimensional space
to maximize the margin between different classes [7]. SVMs can be applied to linearly
separable data using a linear kernel [8], but they can also handle non-linearly separable
data by transforming it into a higher-dimensional feature space using kernel functions
such as polynomial, radial basis function (RBF), or sigmoid kernels [9]. LSTM RNNs
have become an architectural innovation in the field of deep learning for sequential data
analysis [10]. LSTMs use a complex gating mechanism that enables them to capture
long-range dependencies and store information over extended time intervals [11]. With
their superior capacity to model sequential data, LSTMs have significantly improved
the state-of-the-art in various applications [12]. Table 1 displays the performance of the
mentioned models.

Table 1. Selected models’ performance in the related works

Model Dataset Task Metric Score

CF Matrix
Factorization [13]

MovieLens Recommendation Recall 72.94

Neural CF [14] Pinterest Recommendation Recall 87.77

RF Random Forest [15] Segment Classification Precision/Recall 97.7/97.7

Extra Trees [16] HCV Classification Precision/Recall 99.8/94

SVM Linear SVM [17] CALTECH Classification Recall 63.2

HFM SVM [18] Aberdeen 2D face Classification Accuracy 98.33

LSTM RNN LSTM RNN [19] Honeycomb-structures
dataset

Classification Recall 96

L Mixed [20] IMDB Movie Reviews Sentiment
Analysis

Accuracy 95.68
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3 Methodology

This study was conducted to estimate the performance of single models listed above. In
later studies selectedmodels would be performing as a part of an EnsembleModel which
will address the drawbacks of each of the models and increase overall performance in
the future studies. This section explains the data prerequisites and chosen architecture
for each model, as well as the evaluation process.

3.1 Data Acquisition and Preprocessing

The utilized real-world dataset for this study is the commercial dataset provided by
a local company. The data was collected from more than 8,000 stores and 220,000
users all over Busan City, South Korea. The raw dataset contained three main cuisine
section sheets that we combined to create a single dataset (Table 2-a). Subsequent data
analysis concluded the list of columns we were able to utilize in the study, while the
rest were dropped or preprocessed. The cuisine category was added to the dataset as a
separate column. The descriptive address column was simplified to the district name.
Order datetime turned into month and hour columns. Selected meals in the raw dataset,
presented by the “◯” sign, were replaced by 1 if purchased and 0 otherwise. Eventually,
categorical data was label encoded to properly train ML models (Table 2-b).

Table 2. Example of raw data provided for the study.

Model Accuracy Precision Recall 

LSTM RNN 0.9272 0.9272 0.8959 

Collaborative filtering 0.9132 0.9281 0.8975 

Random Forest 0.8908 0.9462 0.8579 

SVM 0.7148 0.7148 0.7148 

The second step of the data preprocessing varied depending on the model we evalu-
ated. Data for the Random Forest model was fed without any additional changes. Unlike
Random Forest, the LSTM RNN model requires feature standardization. Therefore,
StandardScaler was applied to the dataset. In addition, the input data was reshaped to
fit the LSTM model format. In the case of the SVM Classifier, we had to transform
our multi-label classification task into multi-class classification. SVMs are primarily
designed for binary and multiclass classification tasks. Hence, we took 10 columns of
target variables consisting of 0s and 1s and turned them into binary numbers. Then con-
verted them into decimal format numbers and fed them to SVM as output. Finally, for
our Collaborative Filtering model, we merged the District, Month, and Time columns
to create a pivot table and dropped the Cuisine column. Originally, we were planning to
build a user-based CF model using user numbers as IDs, but due to data insufficiency
decided to categorize users by District, Month, and Time.
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3.2 Model Architecture

That’s the current architecture for each of our models. Random Forest model consists of
300 decision trees, each with a maximum depth of 25 levels. During the construction of
each tree, only 50% of the available features are considered at each split (max_features
= 0.5), which adds randomness to the mod el and reduces overfitting. This ensemble of
decision trees works together to make predictions, and the final prediction is often based
on a majority vote (for classification tasks) or an average (for regression tasks) from all
the individual trees. The architecture of the SVM classifier is defined by the choice of
a linear kernel, the regularization strength of 1.0 (C), the ‘ovo’ decision function shape
for multiclass classification, and the random seed 42 for reproducibility. The classifier
will learn a decision boundary that best separates the classes in the training data based
on the specified parameters. The RNN model consists of an LSTM layer with 50 units
and ReLU activation [21], followed by a Dense layer with 10 units resulting in 11,510
parameters in total. The model is trained using the Adam optimizer [22] and the Mean
Squared Error loss function for 50 epochs. For the CF model, we calculated pairwise
Cosine Similarities between all samples in our pivot table.

4 Experiments and Results

After defining the model architectures, we split the dataset and trained them on the
training dataset. For most of the models, we used precision, recall, and accuracy as
evaluating metrics during the test phase. The initial results achieved by each model are
displayed in Table 3. The LSTM RNN model showed the highest results because of its
efficiency inworkingwith implicit datasets compared to traditionalmethods. In addition,
the sparse dataset affected the performance of RF and SVM whereas CF managed to
achieve better results. The hyperparameter tuning, however, allowed us to drastically
increase the performance of RF. Eventually, due to inefficiency and poor results for the
current dataset, the SVM model was decided to be omitted in the subsequent research
(Fig. 1).

Table 3. Performance of implemented models on testing data

Model Accuracy Precision Recall

LSTM RNN 0.9272 0.9272 0.8959

Collaborative filtering 0.9132 0.9281 0.8975

Random Forest 0.8908 0.9462 0.8579

SVM 0.7148 0.7148 0.7148
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Fig. 1. Visualized performance comparison of implemented models

5 Conclusion

In this study, we evaluate single models on the commercial menu dataset. Our primary
aim is to establish a solid foundation for future research, particularly the development of
a robust meal recommendation system. The future system will be constructed through
an Ensemble Model, carefully built by combining the best-performing models selected
in this study. Moreover, we are planning to implement the Meta-learner to improve the
predictive performance, address overfitting, and add flexibility to our recommendation
system. The final objective is to create a Novel Meal Recommendation System with
an Ensemble Model that provides accurate and personalized rec- recommendations. We
anticipate that our findings and methodologies will significantly contribute to the devel-
opment of recommendation systems and data-driven decision-making in the culinary
domain.
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Abstract. In complex systems with interactive elements, link prediction
plays an important role. It forecasts future or missing associations among
entities of a complex system using the current network information. Pre-
dicting future or missing links has a wide variety of application areas in
several domains like social, criminal, biological, and academic networks.
This paper presents a novel method for finding missing or future links
that uses the concepts of proximity between the vertices of a network and
the number of associations of the common neighbors. We test the perfor-
mance of our method on four real networks of varying sizes. We tested it
against six state-of-the-art similarity-based algorithmss. The outcomes
of the experimental evaluation demonstrate that the proposed strategy
outperforms others. It remarkably improves the prediction accuracy in
considerable computing time.

Keywords: Link prediction · network features · social network
analysis · similarity-based methods · similarity scores

1 Introduction

The utility of network theory-based techniques has increased in solving real-
world problems in recent years. We can model any complex system as a network
or graph and extract usable information from it using these techniques. Many
physical, social, academic, and biological systems can be modeled as networks.
The persons or entities of such systems are designated as nodes, and their asso-
ciations are modeled as the edges between the nodes. Finding future associations
is one of the usable information in the majority of real-world systems, and the
problem of finding such associations in a complex system is called the link pre-
diction problem. Forecasting probable friends in a social network [1], finding
invisible relationships between the members of a criminal or terrorist network
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[2], suggesting similar products on a product-selling website [3], and recommend-
ing potential experts in an academic network [4] are a few applications of link
prediction.

The popularity of finding probable associations in complex systems is steadily
expanding due to its vast range of applications. As a result, we require a method
for finding probable links that give a sufficient level of accuracy in a reasonable
computing time. Our research proposes a new similarity formula for forecasting
future associations based on two basic network features. It gives better link
forecasting accuracy than other methods within a considerable time.

1.1 Motivation

While designing a similarity formula for link prediction, similarity-based
approaches utilize a few network features. Zhou et al. [1] predicted the rela-
tionship between any two vertices of a graph by measuring the amount of infor-
mation flow via their common neighboring nodes. The Katz index [5] considers
all possible paths of different lengths for computing the similarity scores among
unconnected vertices of a graph. Tong et al. [6] consider a specified count of ran-
dom walks between different node pairs of a network for finding missing links.
Mishra et al. [7] designed a method based on edge relevance and merged node
concepts for predicting missing links. SimRank [8] is a link forecasting technique
that estimates how shortly two random walkers meet who have started from two
different nodes in a network. Local path index [9] has derived from the Katz
index. It is based on the fact that path lengths having a higher value than a
specified length l do not contribute to the similarity scores. So, it only considers
finite length paths for estimating alikeness among the unconnected nodes.

The above techniques are suitable for dealing with link prediction problems
but they have some limitations. Global feature-based methods like Katz take
more time to execute, while local similarity-based approaches have low prediction
accuracy. Hybrid methods like MNERLP-MUL [7] give adequate accuracy within
a considerable time, but they are not appropriate for all categories of datasets.

The observation from the existing literature on similarity-based link predic-
tion techniques motivates us to design a novel similarity-based method that gives
better accuracy in considerable time and also works well for all kinds of networks.
Our proposed formula for calculating alikeness among unconnected node pairs
in a graph has two components. It utilizes two simple structural features of a
network. The first component considers information flow between any two ver-
tices via their common neighbors. And the second one uses the closeness concept
between the nodes for finding probable links. In an input network, we compute
the alikeness scores between the pairs of vertices not currently connected using
the proposed formula. We predict the missing links using these scores.

1.2 Contributions

The main findings of our work are given below:

– We have developed a novel similarity-based technique that forecasts future
or missing links using two simple features in a network.
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– We have conducted the experiments on four datasets of different sizes and
characteristics.

– The proposed method has been compared with local, global, and hybrid
feature-based approaches.

A summary of the remainder work is presented here. Section 2 gives a brief
description of works related to link prediction tasks. Section 3 proposes a new
similarity formula for finding probable associations. Section 4 explains the char-
acteristics of the datasets in brief. Section 5 tells about the evaluation strategy,
and Sect. 6 summarizes the principal findings of this study.

2 Related Work

The available link forecasting methods are classified into similarity and learning-
based approaches. Based on the type of network features used, the similarity-
based techniques may belong to local, global, or hybrid categories. Learning-
based strategies are categorized based on the models used for embeddings. They
generate either node or edge embeddings for the supplied input graph.

Similarity-based algorithms presume that entities get associated with other
similar objects in any complex system [10–14]. These strategies are based on the
fact that there will be a similarity between the pair of vertices of a graph if they
are associated with alike vertices or if they have proximity to each other in a
network. Mostly, we measure the vicinity between an individual pair of vertices
in a network by utilizing some distance function. These algorithms use a simi-
larity formula for determining the similarity scores between every disconnected
node pair in an input graph. They use neighborhood or path-based information
for connection prediction. They are easier to implement than learning-based
strategies. This work focuses only on similarity-based approaches.

Similarity-based approaches that belong to local category methods use con-
fined graph structural features to measure the sameness between the two indi-
viduals in a network. In general, they are more time-efficient than non-local
approaches. Additionally, these methods facilitate the users to efficiently tackle
the problem of finding missing or future links in changing and dynamic net-
works like online social networks. Preferential Attachment [15], Resource Allo-
cation Index [1], and the Adamic/Adar Index [16] are a couple of examples of
local similarity-based approaches. The main problem with these methods is that
they utilize only adjacent node information for link prediction. These approaches
restrict the forecasting of probable links between the set of unconnected nodes
whose path length is more than two. It creates a severe problem in real-world
complex networks, as in such networks various associations exist at distances
greater than two or more, especially in large-size networks.

Unlike local approaches, global techniques employ full topological informa-
tion of the networks to score each link. The Matrix Forest index [17], Katz index
[5], and RWR (Random Walk with Restart) [6] are a couple of examples of
techniques based on global similarity. Most of them are path-based approaches.
Their computational cost might render them impracticable for large networks.
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Hybrid approaches, which strike a balance between local and global
approaches, have lately evolved. These methods are widely used because they
provide more accurate link predictions in considerable time. These methods are
faster to run than global methods and give greater accuracy than other latest
global and local algorithms. Local Path Index [9], ComSim [18], FriendREC [19],
MNERLP-MUL [7], ALP [21], and CCPA [20] are a couple of examples of hybrid
approaches. The newest among them is MNERLP-MUL.

Based on the study of existing link prediction approaches, we identified two
simple features that are most prominent in forecasting the future of missing
links. Additionally, they require less time for execution if we design the similar-
ity formula using these features. The suggested method differs from others in
the following ways: (i) Our method requires lesser execution time than global
approaches; (ii) it captures two structural features in contrast to the existing
local similarity-based algorithms; and (iii) contrary to other hybrid methods,
which use complex features, our method only needs two simple features to per-
form the link prediction task. (iv) We contrasted our approach with the current
similarity-based link prediction methods, and (v) it performs better than others
on all datasets.

3 Defining Proposed Similarity Formula

A simple undirected graph G(V, E) without edge weights and self-loops has been
considered for defining the proposed similarity formula. The graph must not
comprise more than one connected component. We have designed the proposed
formula while keeping two network features in mind. The formation of future
associations between any two unconnected vertices in a network depends on two
prominent characteristics of the nodes: the amount of information that these
nodes can pass coming from each of their adjacent nodes decreases as their degree
increases, resulting in a decrease in their influence on the neighbors; and their
closeness value. The closeness between any two nodes depends on the shortest
path length between these vertices. A lower shortest path length represents more
closeness between the nodes, while a longer shortest path length represents less
closeness between the nodes.

The resource allocation index served as the source for our first feature [1].
According to this index, a higher possibility of future connection development
is inferred by the large amount of information flow between any two vertices
via their shared neighbors. The second feature is inferred from the closeness-
centrality [22]. It depends on the shortest path length between an individual
pair of vertices. It implies that if two objects in a complex system are similar in
some way, the shortest distance between them will be shorter.

With the aid of these ideas, we explicitly establish the following new similarity
measure for determining similarity scores between any two vertices:

RSimpq = μ.RA + (1 − μ)
N

shpq
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Where RA is determined by the formula
∑

x∈τ(p)∩τ(q)
1

|τ(x)| . p and q are the
vertices of the input network, τ(p) is a set of nodes adjacent to p, N is the counts
of nodes in a network, and shpq is the length of the shortest path between the
vertices p and q. Parameter μ ∈ [0, 1] is a variable to be set by the user and is
used to regulate the relative weight and influence of the two components of the
similarity formula.

4 Datasets

All methods, including the suggested approach, have been implemented using
Python programming language. The effectiveness of all the algorithms has been
evaluated using four real-world datasets.

Table 1. A summary of the datasets used for comparison

Name Type Nodes Edges Description

Dolphin Undirected 62 159 A dataset of associations among dolphins

Football Undirected 115 613 A dataset of football games played in USA

fb-pages-food Undirected 620 2102 A dataset of food related pages

arenas-email Undirected 1133 5451 A dataset of email communications

Dolphin: This dataset [23] contains a public network of bottlenose dolphins
inhabiting New Zealand’s Doubtful Sound. The behavioral information on 62
dolphins has been captured from the years 1991 to 2004. In this network, a single
node represents a dolphin, and links represent frequent connections between
dolphins.

Football: This network [24] was created by compiling data on games played
throughout the regular season between US college football teams. Links between
the teams through which they are connected symbolize games, while nodes in
the network stand in for teams (designated by university name).

fb-pages-food: This network [25] was created by gathering data on associations
between the 621 blue-tick official food-related pages from the Facebook website.
The connections between the food pages are shown by the links in this network.

arenas-email: The associations established between the users due to email com-
munications between them at a university in southern Catalonia, Spain, are rep-
resented as a dataset [26]. An individual user is represented by a node in the
network, and an edge denotes that an email was sent from one node to the
other. The frequency of email communications between any two individuals and
the direction of communications is not recorded.
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5 Performance Evaluation

This part of our work compares the effectiveness of the suggested approach to
other link prediction techniques. We have calculated the AUC and accuracy
values for all algorithms on four real-world datasets to check the effectiveness of
each method.

5.1 Evaluation Strategy

We took the same evaluation strategy for all the algorithms. Self-loops and multi-
edges have been eliminated after reading the dataset as a graph. For positive
sample generation, we arbitrarily pruned 30% of the graph’s links. Similarly,
we have taken 30% of the input graph’s disconnected node pairs to generate
negative samples.

We calculated the similarity scores between the given network’s disconnected
node pairs using all the algorithms used for comparison on the deleted graph. The
existence or non-existence of an association between a specific pair of vertices is
determined by the mean similarity score. An association with a similarity score
higher than the mean value between the two individuals is forecasted to be the
future link between these nodes.

5.2 Performance Evaluation of the Suggested Strategy
in Comparison to Others

As evaluation metrics, we employed AUC and accuracy. We took the Resource
Allocation Index as a local approach; and Katz, RWR, and SimRank as global
approaches. In the hybrid category, we have taken LPI and MNERLP-MUL.
The MNERLP-MUL is the newest among all the methods. While comparing
the suggested technique, we employed the mono-layer version of the MNERLP-
MUL. For checking the effect of μ used in the proposed method, we have tried
all possible values of this parameter to get its optimal value. The suggested
approach performs optimally when μ is set at 0.8. We also used the best value
for each parameter supplied by other techniques as well.

Table 2. AUC values for all the methods

Dataset/Algorithm Dolphin Football fb-pages-food arenas-email Average

RA 0.7139 0.8254 0.8513 0.7847 0.7938

Katz 0.7748 0.8255 0.9265 0.8588 0.8464

RWR 0.5953 0.5225 0.5668 0.5454 0.5575

MNERLP-MUL 0.7171 0.8631 0.8228 0.7984 0.8004

SimRank 0.4839 0.5156 0.4627 0.5272 0.4974

LPI 0.7121 0.8250 0.8353 0.7785 0.7877

RSim 0.8167 0.8303 0.9504 0.8746 0.8680
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Fig. 1. Average AUC values of all the methods

Fig. 2. Average accuracy values of all the methods

We have listed the AUC values for each approach on four datasets in Table 2.
If we consider global similarity-based methods, Katz gives the best AUC values
compared to others on all the datasets. However, it takes a very high execu-
tion time compared to other global approaches. Global approaches like RWR
and SimRank take very little time to execute compared to Katz, but their AUC
results are quite low on all the datasets compared to Katz. Even their perfor-
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Table 3. Accuracy results for all the methods

Dataset/Algorithm Dolphin Football fb-pages-food arenas-email Average

RA 0.7021 0.7650 0.7159 0.7220 0.7263

Katz 0.6809 0.7568 0.6850 0.7021 0.7062

RWR 0.5745 0.5301 0.5375 0.5336 0.5439

MNERLP-MUL 0.7021 0.7842 0.7384 0.7352 0.7400

SimRank 0.5000 0.5137 0.4697 0.4920 0.4939

LPI 0.6596 0.7568 0.6451 0.6581 0.6799

RSim 0.7021 0.7541 0.8955 0.7709 0.7807

mance is lower than other local and hybrid similarity-based approaches. In the
hybrid category, MNERLP-MUL performs better on the Football dataset. The
designed technique produces better outcomes on the rest of the three datasets.
Overall, the suggested strategy outperforms all other methods on three networks
and is the second-best performer on the Football dataset. The MNERLP-MUL
method gives the best result only for the Football dataset, but it does not per-
form well on the rest of the datasets. Hence, MNERLP-MUL is suitable for only
a few datasets. Even Katz and RA perform better than MNERLP-MUL on the
rest of the three datasets.

Here, it is to be noted that the majority of the existing similarity-based
methods used for link forecasting perform better on some datasets, while the
same approaches do not perform well on other datasets. However, the proposed
method performs well on average for all the datasets in terms of AUC. The
last column of Table 2 contains average AUC values for each approach. Figure 1
shows a histogram of the average AUC results of all the strategies presented in
the last column of Table 2. These AUC results indicate the proposed method as
the best-performing technique.

Table 3 comprises the accuracy values of all the methods on four datasets.
Among global similarity-based approaches, the Katz method outperforms Sim-
Rank and RWR on all the datasets. In the hybrid similarity-based category,
MNERLP-MUL produces the best accuracy value on the Football network, but
for the other three datasets, our strategy gives the best performance. Altogether,
the proposed method gives the best accuracy values on Dolphin, fb-pages-food,
and arenas-email networks. For the Football dataset, MNERLP-MUL gives the
best accuracy value.

We have recorded the average accuracy values of each approach in the last
column of Table 3. Figure 2 shows a histogram of the average accuracy values for
all the approaches presented in the last column of Table 3. The average accuracy
results indicate our strategy is the best-performing technique.

The discussion above shows how effective the suggested strategy is. On aver-
age, it outperforms all other similarity-based approaches on AUC and accuracy
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metrics. Another important conclusion about our method is that it works well
with larger datasets. So, it is appropriate for real-world networks because they
tend to be vast in size.

6 Conclusion

In this paper, we have presented a new similarity formula for link prediction.
The suggested approach outperforms previous cutting-edge similarity-based link
prediction approaches on AUC and accuracy metrics. We drew comparison algo-
rithms from all three categories of similarity-based methods. All the algorithms
have been evaluated on four different sizes of real datasets. The experimental
outcomes reveal that the suggested strategy surpasses other existing approaches
on AUC and accuracy across all datasets. Therefore, the proposed method is
suitable for forecasting missing or probable associations in large-size real net-
works.
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Abstract. Content-Based Image Retrieval (CBIR) leveraging semantic
segmentation integrates semantic understanding with image retrieval,
enabling users to search for images based on specific objects or regions
within them. This paper presents a methodology for constructing image
signatures, a pivotal element in enhancing image representation within
a CBIR system. The efficiency and effectiveness of a CBIR system sig-
nificantly hinge on the quality of the image signature, which serves as a
compact and informative representation of raw image data. Our proposed
methodology begins with emphasizing clear object or region boundaries
through pixel-level semantic segmentation masks. A pretrained seman-
tic segmentation model, such as DeepLab v3+, is employed to generate
pixel-wise object class predictions, yielding the necessary segmentation
masks. Subsequently, each image is segmented into meaningful regions
based on these masks, and relevant features are extracted from each seg-
mented region using a pre-trained Deep Convolutional Neural Network
(DCNN) models AlexNet, VGG16 and ResNet-18. During the retrieval
phase, when a user queries the system with an image, the query image
is segmented using the pre-trained semantic segmentation model, and
features are extracted from the segmented regions of the query image.
These query features are utilized to search the database for the most
similar regions or images. Similarity scores, calculated using Euclidean
distance, are used to rank the database entries based on their similar-
ity to the query, allowing for efficient retrieval of the top-k most similar
regions or images. We found that for some classes semantic segmented
based retrieval better performance in comparison to image based.

Keywords: CBIR · Semantic Segmentation · DeepLabV3+ ·
Euclidean distance

1 Introduction

In today’s digital age, the vast growth of images has revolutionized the way
we communicate, learn, and share information. With the rise of social media,
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e-commerce platforms, and the internet at large, billions of images [2,8] are
uploaded, shared, and stored daily. This exponential growth in visual data has
led to an increasing need for efficient and effective methods to retrieve and
organize these images. This is where the field of image retrieval [2,5,24] comes
into play.

Image retrieval [18] is a fundamental area of computer vision and information
retrieval that deals with the task of searching for and retrieving relevant images
from a large collection based on user-defined queries or similarity criteria. In
essence, it seeks to bridge the semantic gap [22] between the high-level concepts
that humans associate with images and the low-level pixel data that computers
can process.

The primary goal of image retrieval is to enable users to find images that
match their information needs, whether for personal use, professional research,
or commercial applications. This can include finding similar images to a given
query image, searching for images containing specific objects or scenes, or even
identifying images with particular aesthetic qualities.

To achieve these goals, image retrieval systems employ a wide range of tech-
niques and methodologies, often combining computer vision, machine learning,
and information retrieval principles. These systems must address the challenges
of scalability, efficiency, and accuracy, given the immense volume of visual data
available.

Image retrieval indeed encompasses various approaches, with two prominent
categories being tag-based image retrieval (TBIR) and content-based image
retrieval (CBIR). These two methods utilize different aspects of images and
metadata to retrieve relevant images based on user queries. Let’s delve into each
of these approaches: First, TBIR relies on metadata or textual annotations, often
in the form of keywords or tags, associated with images. These annotations are
typically added by users or generated through automated processes like image
tagging algorithms or crowd-sourcing. The primary idea is to use these tags
to index and retrieve images. Tag-based retrieval leverages human-generated
descriptions, making it intuitive for users to find images using familiar keywords.
In TBIR mainly two challenges: Ambiguity and Tagging Effort. In ambiguity,
different users may use different tags for the same image, leading to ambiguity
and potential retrieval issues. While in tagging effort, manually tagging images
can be time-consuming and may result in incomplete or inaccurate annotations.
So, CBIR become to address the challenges of ambiguity and tagging effort in
image retrieval, offering a more efficient and accurate way to search and retrieve
images from large collections.

CBIR focuses on the visual content of images, such as colors, textures, shapes,
and other low-level features. Instead of relying on textual annotations, CBIR sys-
tems analyze the pixel data within images to determine similarity and retrieve
relevant images. CBIR systems are not dependent on human-generated tags,
making them more objective and potentially more accurate in retrieving visu-
ally similar images. But this also have two major challenges: semantic gap and
feature extraction. The “semantic gap” refers to the disparity between low-level
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image features and high-level human perception. This gap arises because comput-
ers typically process images based on numerical features like color histograms,
texture, shape, and spatial relationships, while humans understand images in
terms of objects, scenes, emotions, and context. Bridging this gap remains a
significant challenge in CBIR. In feature extraction, extracting meaningful and
discriminative features from images requires sophisticated algorithms and tech-
niques.

2 Related Work

CBIR has been a subject of extensive research and development in the field of
computer vision and information retrieval. Over the years, various techniques
and approaches have been proposed to address the challenges and improve the
effectiveness of CBIR systems. Here is an overview of some key research areas
and contributions related to CBIR.

In early CBIR systems often used color histograms [11,21] to represent image
content. These histograms capture the distribution of colors in an image. In
texture analysis methods [9], such as Gabor filters and local binary patterns
[16], have been employed to capture textural information in images, and shape
descriptors [4] techniques like shape context and contour-based representations
help in identifying objects based on their shapes. IBM introduced the initial
commercial CBIR system, known as the “Query by Image Content system” [7].
This system utilizes color percentage, color layout (including RGB and YIQ), and
Tamura texture features for retrieving images. MIT’s Media Laboratory [17] was
introduced first academic CBIR system, “Photobook”. It incorporates color, tex-
ture, and shape features for image retrieval. It uses word components for texture
features and shape boundaries for shape features. Bag of Visual Words(BoVW)
[25] models have been employed to bridge the semantic gap by clustering and
quantizing local features such as Scale-Invariant Feature Transform (SIFT) and
Speeded Up Robust Features (SURF) and building histograms of visual words
were used and it was further customised with unique characteristics.

Deep Learning have revolutionized CBIR by learning hierarchical features
directly from image data. Models like AlexNet, VGG, and ResNet have been
adapted for image retrieval tasks. A novel image retrieval method was demon-
strated, utilizing neural codes [3] extracted from a pre-trained Convolutional
Neural Network (CNN) model, which was subsequently fine-tuned on diverse
datasets. Principal Component Analysis (PCA) was uses to compress neural
codes, and the compression procedure produced encouraging outcomes. To enrich
feature representations, CNN features from various layers were concatenated to
create new feature vectors, as proposed in a prior study [14]. To improve retrieval
performance, this method further included a retraining mechanism using signif-
icant feedback [23]. In order to provide an efficient image description for both
the classification problem and image retrieval system, [19] suggested combining
machine learning and deep learning methods. This approach integrated the LBP,
HOG, and enhanced AlexNet (CNN) descriptors. Using the PCA technique, [13]
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suggested modifying the VGG16 model for better feature representation and
dimension reduction. Distributed frameworks like Hadoop and Spark have been
applied to process and retrieve images from massive datasets [15].

The field of CBIR continues to evolve, driven by advances in deep learn-
ing, the availability of large-scale image datasets, and the increasing demand for
efficient and effective image retrieval solutions in various domains, including e-
commerce, healthcare, and multimedia management. Researchers are continually
exploring new techniques and methodologies to further enhance the performance
and usability of CBIR systems. But bridging the semantic gap remains a funda-
mental challenge in CBIR.

3 Background

3.1 Deep Convolutional Neural Network

A Deep Convolutional Neural Network (CNN) [12], often referred to simply as a
ConvNet, is a specialized type of artificial neural network designed for process-
ing and analyzing visual data, particularly images and videos. Deep CNNs have
revolutionized computer vision tasks, such as image classification, object detec-
tion, and image segmentation, by significantly improving accuracy and reducing
the need for manual feature engineering. CNNs consist of multiple convolutional
layers. Each layer applies convolutional operations to the input image to extract
features. Convolutional filters or kernels slide over the input image, performing
element-wise multiplications and summing the results to create feature maps.
These layers can capture patterns like edges, textures, and shapes. Activation
functions like ReLU (Rectified Linear Unit) are applied element-wise to the fea-
ture maps after convolutional layers. ReLU introduces non-linearity and helps
the network learn complex representations. After activation function, pooling
layers are often used to reduce the spatial dimensions of feature maps, making
the network more computationally efficient. Common pooling operations include
max-pooling, which retains the maximum value in a local region, and average-
pooling, which calculates the average. Convolutional layers are usually followed
by one or more fully connected layers. These layers perform traditional neural
network operations and are responsible for making high-level decisions, such as
classifying objects in an image.

Deep CNNs have shown to perform very well in a range of computer vision
applications, including image classification, object detection, facial recognition,
medical image analysis, and more. They have become a cornerstone technology
in the field of artificial intelligence and have enabled breakthroughs in visual
understanding and analysis. DCNN based CBIR approaches have shown good
results in recent research and have grown more famous than handcrafted feature
extraction techniques.

3.2 Semantic Segmentation

Semantic segmentation [6] is a computer vision task that involves classifying each
pixel in an image into a specific object class or category. Unlike image classifi-
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cation, which assigns a single label to the entire image, semantic segmentation
provides a fine-grained understanding of the image by segmenting it into regions
and assigning a class label to each pixel within those regions. This technique
is crucial for various applications, including autonomous driving, medical image
analysis, and scene understanding in robotics.

The primary objective of semantic segmentation is to perform pixel-wise clas-
sification. Each pixel in the input image is assigned a label corresponding to the
object or category it belongs to. Common classes include “car,” “tree,” “road,”
“building,” and more. Deep neural networks, particularly Convolutional Neural
Networks (CNNs), are commonly used for semantic segmentation tasks. These
networks are designed to learn hierarchical features and spatial relationships
within the image. Many semantic segmentation models adopt an encoder-decoder
architecture. The encoder extracts features from the input image using convolu-
tional layers and downsampling operations (e.g., max-pooling). The decoder then
upscales the feature maps to the original image resolution using techniques like
transposed convolutions or bilinear interpolation. This process helps in capturing
both local and global contextual information. Skip connections or skip connec-
tions are often employed to preserve fine-grained details during the upsampling
process. These connections allow the network to combine low-level features (from
the encoder) with high-level features (from the decoder) to improve segmentation
accuracy.

DeepLab v3+ [6] is a state-of-the-art deep learning model for semantic seg-
mentation that builds upon the DeepLab family of models. It is known for its high
accuracy and has been widely used in various computer vision tasks, including
object segmentation, autonomous driving, and scene understanding. DeepLab
v3+ utilizes a convolutional neural network (CNN) architecture. Typically, a
pretrained CNN like ResNet, MobileNet, or Xception is used as the backbone
network. ASPP is a module that captures multi-scale contextual information
from different regions of the image. The decoder module upscales the feature
maps to the original image resolution, and skip connections are used to fuse
information from different scales. The final layer produces per-pixel class predic-
tions. DeepLab v3+ is a powerful tool for semantic segmentation tasks, but it
may require significant computational resources for training. Utilizing pretrained
models and transfer learning can help reduce the training time and resource
requirements while still achieving excellent segmentation results.

4 Methodology

Content-Based Image Retrieval (CBIR) using semantic segmentation combines
the power of semantic understanding with image retrieval to enable users to
search for images based on the objects or regions within those images. In this
approach, each image is segmented into meaningful regions, and these regions
are used to index and retrieve images.

In this section, we will discuss the proposed method for image signature
construction, which plays a crucial role in improving image representation within
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a CBIR system. The efficiency and effectiveness of a CBIR system heavily rely
on the quality of the image signature. The signature construction technique is
a methodology used to convert raw image data into a compact and informative
representation that can be efficiently used for retrieval and comparison in a CBIR
system. Image signature is crucial due to following reason:

– Fast Retrieval: A well-constructed image signature allows for quick and
efficient retrieval of similar images from a large database.

– Compact Representation: The signature is typically much smaller in size
compared to the raw image data, making it more manageable for storage and
processing.

– Discriminative Power: A good image signature retains essential informa-
tion about the image content, ensuring that similar images are accurately
matched during retrieval.

– User Experience: The quality of the image signature directly impacts the
user experience by providing relevant and accurate search results.

The image signature construction is a critical component of a CBIR sys-
tem, as it transforms raw image data into a compact, informative, and efficient
representation that plays a fundamental role in the system’s efficiency and effec-
tiveness. Properly designed image signatures are key to achieving accurate and
fast image retrieval in CBIR systems.

In the proposed methodology, firstly gather a dataset of images with associ-
ated pixel-level semantic segmentation masks. Ensure that each image contains
clear object or region boundaries with corresponding class labels. We use a pre-
trained semantic segmentation model (e.g., DeepLab v3+) to segment objects or
regions within the images. This model should provide pixel-wise object class pre-
dictions, resulting in semantic segmentation masks. For each image, segment the
objects or regions of interest based on the semantic segmentation masks. After
that, extract relevant features from each segmented region. Here we also use
pre-trained DCNN model to extract high-level features specific to each region.

These extracted feature organize with image filename in which each seg-
mented region should be linked to its corresponding image and class label. When
a user queries the system with an image then segment the query image using the
pre-trained semantic segmentation model. Extract features from the segmented
regions of the query image. Use these query features to search the database for
the most similar regions or images. For extracting the most similar images, we
calculate the similarity scores (Euclidean distance) between the query features
and the features of regions or images in the database. Then rank the database
based on their similarity scores to query. Retrieve the top-k most similar regions
or images. Figure 1, illustrate the proposed methodology in which firstly make
the feature dataset using semantic segmentation of each images. Then perform
retrieval task with respect to the query image. Algorithm 1, illustrate the feature
extraction and retrieval process.
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Fig. 1. Proposed methodology

5 Experimental Result and Discussions

In this study, we use CamVid [1] dataset which is a popular computer vision
dataset for semantic segmentation tasks, it consists of 701 images, each with
corresponding masks for semantic segmentation. The CamVid dataset contains
4 classes. These classes typically represent common objects or regions of interest
that you need to segment within the images. All images in the dataset have a
resolution of 960 pixels in width and 720 pixels in height. These are relatively
high-resolution images. The images are in the RGB color space. This means that
each pixel in the images is represented as a combination of red (R), green (G),
and blue (B) color channels. There is a corresponding mask for each image in
the dataset. These masks are also of the same size (960× 720) as the original
images. In semantic segmentation, masks are typically grayscale images where
each pixel corresponds to a class label. Each pixel in a mask indicates the class
of the corresponding pixel in the original image.

This study compares the query’s image feature vector and the indexed feature
vector datasets using the Euclidean distance metric. Finding the images that
are most pertinent to the query image is the goal of query matching. As a
consequence of the retrieval, images of feature vectors with the smallest euclidean
distance to the query feature vector are presented. This is how the Euclidean
distance is calculated:
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Algorithm 1. Image Retrieval

Require: Image source folderandQimage

Ensure: N no. of image relevant to Qimage

1: Total number of image N in DBimages.
2: net = Load pre-trained network.
3: for i = 1 to N do
4: image ← I ∈ R

N×M×3

5: C = semanticseg(I, net);
6: Image_features ← layer activation(C).
7: end for
8: DBF = [Image_features label]
9: Qimage ← I ∈ R

N×M×3

10: C = semanticseg(Qimage, net);
11: Image_features ← layer activation(C).
12: QF ← [Image_features label]
13: Ri ← Euclidean(QF , DBF )
14: Display top N images ← Ri

D (Q, I) =

√
√
√
√

n∑

i=1

(FQi
− FIi)

2
, (1)

In the given Eq. 1, the notations used are D (Q, I) represents the Euclidean
distance between the query image feature vector FQ and the dataset image
feature vector FI . n denotes the total number of images in the dataset.

On the basis of precision Eq. 2 and recall Eq. 3 this approach is evaluated on
a CamVid dataset.

Precision(P ) =
A

B
, (2)

Recall(R) =
A

C
, (3)

where, A represent “retrieved relevant images”, B represent “total number of
retrieved images” and C represent “total number of relevant images in the
database”.

In this study, we conducted an experiment to curate a comprehensive feature
dataset through both pre- and post-processing application of semantic segmen-
tation. To facilitate our descriptive analysis, we employed all available images
as queries, with a retrieval limit set at 20 images. For quantifying image simi-
larity, we utilized the Euclidean distance metric, which gauges the resemblance
between the feature vector of the query image and that of the feature vector
dataset. Tables 1 and 2 provide insights into class-wise average precision and
average recall, respectively. Feature extraction was conducted using AlexNet
[12], VGG16 [20], and ResNet-18 [10] with and without semantic segmentation,
incorporating overlay images for enhanced understanding. An overlay image is
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created by superimposing or combining a segmented image on top of the orig-
inal image. This is often done to highlight or visually represent the regions or
objects of interest that have been identified through the segmentation process.
The result is an image where the segmented areas are overlaid onto the original
image to provide a clear visual representation of the segmentation results.

Table 1. Class-wise Average Precision for CamVid

Dataset Model
Class AlexNet VGG16 ResNet18

Image 1 96.89 99.11 98.46
2 74.85 78.91 70.29
3 86.09 83.01 85.90
4 77.88 76.91 80.08

Segmented image 1 88.42 84.19 86.81
2 60.09 57.12 59.95
3 80.24 85.18 86.24
4 61.67 56.50 61.41

Overlay image 1 97.50 97.17 95.88
2 59.10 68.61 74.80
3 81.59 82.54 83.57
4 77.58 72.73 77.26

Table 2. Class-wise Average Recall for CamVid

Dataset Model
Class AlexNet VGG16 ResNet18

Image 1 15.62 15.98 15.88
2 14.82 15.62 13.92
3 5.64 5.44 5.63
4 9.16 9.04 9.42

Segmented image 1 14.26 13.57 14.00
2 11.90 11.31 11.87
3 5.26 5.58 5.65
4 7.25 6.65 7.22

Overlay image 1 15.72 15.62 15.46
2 11.70 13.58 14.81
3 5.35 5.41 83.57
4 9.12 8.55 9.08
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6 Conclusion

In this study, we have presented a methodology for CBIR utilizing semantic
segmentation for image representation and facilitate image retrieval based on
specific objects or regions of interest within images. The core of our approach
lies in the construction of image signatures, which are compact, informative rep-
resentations of raw image data. By leveraging pixel-level semantic segmentation
masks generated through a pretrained model DeepLab v3+, we achieve precise
segmentation of objects or regions within images. Subsequent feature extraction
using a pretrained Deep Convolutional Neural Network (DCNN) enables us to
capture high-level features specific to each segmented region. These features,
organized alongside image filenames and class labels, compose the image signa-
ture, serving as a fundamental tool for efficient retrieval and comparison in a
CBIR system.

During the retrieval phase, user queries are processed by segmenting the
query image using the pre-trained semantic segmentation model and extracting
features from the segmented regions. This proposed methodology emphasizes
the significance of a well-designed image signature in achieving image retrieval
within CBIR systems. Based on the information presented in Table 1, it can be
inferred that prior to semantic segmentation, the performance of three classes is
superior in AlexNet and VGG16 models, whereas ResNet-18 performs better for
two classes. However, after applying semantic segmentation, there are notable
shifts in performance, indicating some changes for the respective classes. Future
research focus on optimizing the methodology further, exploring feature extrac-
tion techniques, and evaluating the approach on diverse datasets to enhance its
applicability and efficiency in real-world scenarios.
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Abstract. Every year, a large number of companies are created, most of them
never succeed or even survive. Although many startups receive enormous invest-
ments, it is still unclear which startups will receive funding from venture capital-
ists. Understanding what factors contribute to corporate success, and predicting a
company’s performance, are of utmost importance. Recently, methods based on
machine learning have been employed for accomplishing this task. This paper
presents an ensemble machine learning method for predicting startup unicorns
that are likely to be successful in their future ventures. This research show-
casesmachine learning algorithms capabilities in improving the effectiveness with
regard to early stage startup prediction. The results show that the proposed ensem-
ble machine learning algorithm outperforms traditional machine learning algo-
rithms in terms of various performancemetrics thereby demonstrating its potential
in predicting startup unicorns that are likely to be successful and competitive in
the global market.

Keywords: Ensemble Learning · Early stage startup prediction · Performance
metrics

1 Introduction

The success of startups is a vital aspect of any economy, as they can create significant
employment opportunities and contribute to economic growth. However, predicting the
success of startups remains a challenging task for investors and entrepreneurs. Machine
learning has emerged as a powerful tool in the field of startup prediction, with various
algorithms and techniques being developed for this purpose. Therefore, there is a need
formore robust and accuratemethods that can generalizewell on the newdata. This paper
aims to develop an ensemble learning based method for predicting successful startup
unicorns. The paper highlights the importance of predicting a startup’s success, given
that many startups fail to survive or succeed despite receiving enormous investments.
The proposed method combines the predictions of multiple machine learning models to
improve the generalizability of the methodology. The proposed methodology will help
the users to predict the success of the startup and assist in their business investment
decision making.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Several machine learning based techniques have focused on predicting the suc-
cess of startups, businesses and early stage companies [1–6]. Though machine learning
techniques such as such as Decision Trees (DT ) [7], Logistic Regression (LR) [8], K-
Nearest Neighbor (KNN) [8], Multinomial Naive Bayes (MNB) [9], MultiLayer Percep-
tron (MLP) [10], Support vector Machine (SVM) [11], Extremely Randomized Trees
(ERT ) [12], Random Forest (RF) [13] and Gradient Boosting(GB) [15] have been able
to achieve satisfactory results, they have certain limitations such as low bias and high
variance in predicting rare events such as unicorns. This necessitates a need for more
robust and accuratemethods that can generalize well on new data instances. In this paper,
an attempt has been made to use a novel tried ensemble of SVM, ERT and GB, referred
hereinafter as ESEG, for predicting success rate of a startup unicorns. Dataset obtained
from Kaggle [14] has been used in this study. The proposed ensemble based machine
learning technique is compared with the traditional machine learning techniques on
performance metrics such as Accuracy, Precision, Recall and F1-score [15].

The paper is organized as follows: A literature review discussing existing works
in the area of startup prediction is given in Sect. 2. Section 3 focuses on the proposed
ensemble based technique ESEG. Experimental results are given in Sect. 4 followed by
conclusion in Sect. 5.

2 Literature Review

A brief literature review in regard to existing works in the area of startup prediction is
given in Table 1. This review provided a summarized glimpse of various research stud-
ies and their respective purposes, focusing on predicting the success of startups, busi-
nesses and early stage companies using machine learning and cognitive decision making
models. Each study employs different methods, metrics, and algorithms to achieve its
objectives.

Table 1. Literature Survey

Reference Focus Methods Metrics Findings

[1] Predicting success of
early stage startups

Hybrid intelligence
method combining
machine and collective
intelligence; Machine
learning algorithms
including LR, MNB,
SVM, ANN and RF

Mathew correlation
coefficient

Hybrid approaches give
better results than machine
only or human only
predictions. Combining the
strengths of both machines
and humans can lead to
more precise predictions of
early-stage startup success

(continued)
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Table 1. (continued)

Reference Focus Methods Metrics Findings

[2] Understanding the
complex and uncertain
decision making context
of early stage ventures

– – The findings of the
research highlight that
decision-making within a
given context is confronted
with significant uncertainty
stemming from
information asymmetry
and the presence of
unknowable risks.
Consequently, accurately
predicting outcomes
becomes a formidable task

[3] Predicting success of
early stage companies in
venture capital
investments

Multiclass approach;
Machine learning
algorithms including
SVM, DT, RF and ERT

Accuracy, precision,
recall, F1-score

SVM and ERT performed
the best overall, with SVM
outperforming the other
algorithms in the time
aware analysis

[4] Creating classification
models from textual
descriptions of companies

Multi-label text
classification approach;
Machine learning
algorithms including
MNB, SVM, and Fuzzy
Fingerprints

Accuracy, precision,
recall, F1-score

Support Vector Machines
achieved the best
performance, with an
accuracy above 65% using
a multiclass approach. This
suggests that machine
learning algorithms can be
effective in classifying
companies based on their
textual descriptions, and
can provide valuable
insights for investors,
entrepreneurs, and
researchers

[5] Predicting business
success of companies

Supervised models
using machine learning
algorithms including
LR, RF, and KNN

F1-score KNN gave the highest F1
score, suggesting it is the
most effective algorithm
for predicting the success
of companies based on
revenue growth and
profitability

3 Proposed Algorithm ESEG

The proposed algorithm ESEG amalgamates the outcome of three different Machine
Learning algorithms SVM, ERT, and GB on a startup success prediction dataset [14].
Figure 1 explains the structure of the ESEG (ensemble of SVM, ERT, GB) algorithm.

In the proposed algorithm ESEG, prior to analysis, a systematic process of feature
selection and engineering is conducted. The feature selection phase involves using R
regression to obtain scores for each feature. The selection of the R regression method
for feature selection is based on the findings and recommendations discussed in [16].
It is suggested that R regression is suitable for scenarios where the input features and
the output variable are both numerical. In this particular context, the input data consists
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Fig. 1. Structure of the algorithm ESEG

of numerical values, and the objective is to predict a numerical output variable. These
scores are determined by considering the absolute values of the feature scores from
each algorithm. From these feature scores, the top features, out of 48 features in the
Startup Success Prediction dataset, having feature score greater than 0.1 were identified
and selected for further analysis. As a result, 13 features were selected and these are
is_otherstate, is_enterprise, avg_participants, has_roundC, has_roundB, has_roundA,
funding rounds, age_first_milestone_year, age, is_top500, age_last_milestone_year,
milestones and norm relationships. These features have been deemed relevant and
important for the subsequent steps in the algorithm.

Since the Startup Success Prediction dataset is labelled, the proposed ESEG algo-
rithm is used to predict the startup success rate. The dataset is divided into training
and testing dataset. The training data is used to train the model using ESEG algorithm.
The trained model is, thereafter, tested using the testing dataset. The results produced is
used to arrive at a confusion matrix using which various performance metrics such as
Accuracy, Precision, Recall and F1-score are evaluated.

The pseudocode for the ensemble prediction methodology using three different
machine learning algorithms: ERT, SVM and GB is given as under:

Step 1: Send the train data to ERT, SVM, and GB Algorithms
# Train the Extremely Randomised Tree model
# Train the Support Vector Machine model
# Train the Gradient Boosting model
Step 2: Send the test data to all three algorithms
# Make predictions using the Extremely Randomised Tree model
# Make predictions using the Support Vector Machine model
# Make predictions using the Gradient Boosting model
Step 3: Take the predictions from all three algorithms and store them in dictionary
Step 4: Iterate over the dictionary
# Count of 1’s in the predictions for
model, pred in predictions.items(): if pred
is 1 then ones_count increases by 1
Step 5: If there are two or more 1’s, then give final prediction as 1 if
ones_count is greater than or equals to 2: then final_prediction = 1
else:
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# Step 6: Else give final prediction as 0 final_prediction
= 0
Experimental results are discussed next.

4 Experimental Results

As part of experimentation, the performance of the proposed algorithm ESEG is eval-
uated on various performance metrics such as accuracy, precision, recall and F1score.
The proposed model ESEG along with traditional machine learning models such as DT,

Fig. 2. Confusion Matric for Machine Learning Models under Consideration
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LR, KNN, MNB, MLP, SVM, ERT, RF and GB were implemented and applied on the
startup success prediction dataset. Based on the results, a confusion matrix is arrived at
and is shown in Fig. 2.

Based on the confusion matrix, the Accuracy, Precision, Recall and F1-score values
are computed and are shown in Table 2.

Table 2. Accuracy, Precision, Recall and F1-Score values of theMachine LearningModels under
Consideration

Accuracy Precision Recall F1-Score

DT 0.779553 0.723684 0.533981 0.614525

LR 0.801917 0.766234 0.572816 0.655556

KNN 0.798722 0.763158 0.563107 0.648045

MNB 0.667732 0.493151 0.349515 0.409091

MLP 0.753994 0.685714 0.466019 0.554913

SVM 0.782748 0.739726 0.524272 0.613636

ETC 0.789137 0.740259 0.553398 0.633333

RF 0.744409 0.676923 0.427184 0.523810

GB 0.690090 0.80000 0.077660 0.141590

ESEG 0.824281 0.833333 0.582524 0.685714

Thegraphs, basedonTable 2, are plotted forAccuracy, Precision,Recall andF1-score
and are shown in Fig. 3, Fig. 4, Fig. 5 and Fig. 6 respectively.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Ac
cu

ra
cy

DT        LR     KNN    MNB    MLP    SVM    ERT    RF       GB      ESEG

Fig. 3. Accuracy based comparison of Machine Learning Models under Consideration
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It can be inferred from the bar graphs shown in Fig. 3, Fig. 4, Fig. 5 and Fig. 6
that the proposed ensemble algorithm ESEG performs comparatively better than the
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traditional algorithms DT, LR, KNN, MNB, MLP, SVM, ERT, RF and GB on all per-
formance metrics. ESEG achieves an Accuracy as 0.824281, Precision as 0.833333,
Recall as 0.582524 and F1-SCORE as 0.685714. Thus, it can be stated that the use of
ensemble technique ESEG has led to improvement in the prediction ability and thereby
has capability of predicting the success of a startup at an early stage.

5 Conclusion

Predicting startup success is a challenging task, and the proposedESEGAlgorithmaimed
to combine the strengths of SVM, ERT and GB in order to improve the predictive capa-
bility in terms of predicting the success rate of startups so that better funding decisions
can be taken at early stages. The proposed model first identifies relevant and important
features in the startup success prediction dataset and then use the data instances, with
these features, to train and test the model. Experiment based comparison of the proposed
model ESEG with the traditional machine learning models DT, LR, KNN, MNB, MLP,
SVM, ERT, RF and GB show that the ESEG outperforms the traditional models on all
performance metrics such as accuracy, precision, recall and F1-score.

Thoughmachine learning is a useful solution, techniques for handling extreme uncer-
tainties should also be considered. This paper lays the foundation for future studies to
improve the performance with respect to various metrics. Overall, the proposed solution
may assist angel investors in making better investment decisions while reducing the
instances of bad investment decisions.

The primary concern that needs to be addressed revolves around the availability and
collection of data pertaining to startups. Conducting individual interviews and surveys
with startups consumes substantial time and resources, while also lacking reproducibil-
ity. Moreover, this approach can introduce a response bias. This study has demonstrated
that utilizing reproducible models, that train on readily available data, without detailed
information about the entrepreneur’s personality or the management team’s characteris-
tics. However, it is important to note that the dataset used in this research lacks crucial
information concerning the personality traits of the entrepreneur and the management
team. Incorporating these essential features has the potential to further enhance the
performance of the model.

There are several potential enhancements that can be made to improve the accuracy
of startup success prediction models. Firstly, establishing a standardized framework for
gathering data that is rich in information and, therefore, would be crucial for building
robust prediction models. Furthermore, incorporating widely recognized features such
as the personality traits of the entrepreneur and the characteristics of the management
team can significantly contribute to improved performance of the model. Secondly, the
utilization of longitudinal metrics such as growth rate and changes in the number of
employees can provide valuable insights and enhance the accuracy of the predictions.
Thirdly, by defining success and failure in a much more specific and nuanced manner,
it is possible to mitigate class imbalance issues and improve the overall reliability of
the predictions. Fourthly, exploringmodel selection techniques through the implementa-
tion of cost functions or matrices could open a fruitful pathway for further investigation.
Lastly, narrowing the research focus to a particular industry or subcategory within indus-
tries can offer valuable insights into the key drivers of its specific success and facilitate
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more accurate predictions of business success. These proposed improvements have the
potential to augment the predictive capability of quantitativemodels in predicting startup
success and in identifying future high performing ventures.
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