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Preface

It is a matter of great privilege to have been tasked with the writing of this preface for
the proceedings of The Fifth International Conference on Soft Computing and its Engi-
neering Applications (icSoftComp 2023). The conference aimed to provide an excellent
international forum for emerging and accomplished research scholars, academicians,
students, and professionals in the areas of computer science and engineering to present
their research, knowledge, new ideas, and innovations. The conference was held during
07–09 December 2023, at Charotar University of Science & Technology (CHARUSAT),
Changa, India, and organized by the Faculty of Computer Science and Applications,
CHARUSAT. There are three pillars of Soft Computing viz., i) Fuzzy computing, ii)
Neuro computing, and iii) Evolutionary computing. Research submissions in these three
areas were received. The Program Committee of icSoftComp 2023 is extremely grateful
to the authors from 17 different countries including UK, USA, France, Germany, Portu-
gal, NorthMacedonia, Tunisia, Lithuania, United Arab Emirates, Sharjah, Saudi Arabia,
Bangladesh, Philippines, Finland, Malaysia, South Africa, and India who showed an
overwhelming response to the call for papers, submitting over 351 papers. The entire
review team (Technical Program Committee members along with 14 additional review-
ers) expended tremendous effort to ensure fairness and consistency during the selection
process, resulting in the best-quality papers being selected for presentation and publi-
cation. It was ensured that every paper received at least three, and in most cases four,
reviews. Checking of similarities was also done based on international norms and stan-
dards. After a rigorous peer review 44 papers were accepted with an acceptance ratio of
12.54%. The papers are organised according to the following topics: Theory &Methods,
Systems &Applications, and Hybrid Techniques. The proceedings of the conference are
published as two volumes in the Communications in Computer and Information Science
(CCIS) series by Springer, and are also indexed by ISI Proceedings, DBLP, Ulrich’s,
EI-Compendex, SCOPUS, Zentralblatt Math, MetaPress, and SpringerLink. We, in our
capacity as volume editors, convey our sincere gratitude to Springer for providing the
opportunity to publish the proceedings of icSoftComp 2023 in their CCIS series.

icSoftComp 2023 exhibited an exciting technical program. It also featured high-
quality workshops, two keynotes and six expert talks from prominent research and indus-
try leaders. Keynote speeches were given by Theofanis P. Raptis (CNR, Italy), Sardar
Islam (Victoria University, Australia), andMassimiliano Cannata (SUPSI, Switzerland).
Expert talkswere given byXunShao (ToyohashiUniversity ofTechnology, Japan),Ashis
Jalote Parmar (NTNU, Norway), Chang Yoong Choon (Universiti Tunku Abdul Rah-
man, Malaysia), Biplab Banerjee (IIT Bombay, India), Sonal Jain (SPU, India), and
Sharnil Pandya (Linnaeus University, Sweden). We are grateful to them for sharing their
insights on their latest research with us.

The Organizing Committee of icSoftComp 2023 is indebted to R.V. Upadhyay,
Provost of Charotar University of Science and Technology and Patron, for the confi-
dence that he invested in us in organizing this international conference. We would also
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like to take this opportunity to extend our heartfelt thanks to the honorary chairs of this
conference, Kalyanmoy Deb (Michigan State University, MI, USA), Witold Pedrycz
(University of Alberta, Alberta, Canada), Leszek Rutkowski (IEEE Fellow) (Czesto-
chowa University of Technology, Czestochowa, Poland), and Janusz Kacprzyk (Polish
Academy of Sciences,Warsaw, Poland) for their active involvement from the very begin-
ning until the end of the conference. The quality of a refereed volume primarily depends
on the expertise and dedication of the reviewers, who volunteer with a smiling face. The
editors are further indebted to the Technical Program Committee members and exter-
nal reviewers who not only produced excellent reviews but also did so in a short time
frame, in spite of their very busy schedules. Because of their quality work it was possible
to maintain the high academic standard of the proceedings. Without their support, this
conference could never have assumed such a successful shape. Special words of appre-
ciation are due to note the enthusiasm of all the faculty, staff, and students of the Faculty
of Computer Science and Applications of CHARUSAT, who organized the conference
in a professional manner.

It is needless to mention the role of the contributors. The editors would like to take
this opportunity to thank the authors of all submitted papers not only for their hard work
but also for considering the conference a viable platform to showcase some of their latest
findings, not to mention their adherence to the deadlines and patience with the tedious
review process. Special thanks to the team of EquinOCS, whose paper submission plat-
form was used to organize reviews and collate the files for these proceedings. We also
wish to express our thanks to Amin Mobasheri (Editor, Computer Science Proceedings,
Springer Heidelberg) for his help and cooperation.We gratefully acknowledge the finan-
cial (partial) support received from Department of Science & Technology, Government
of India and Gujarat Council on Science & Technology (GUJCOST), Government of
Gujarat, Gandhinagar, India for organizing the conference. Last but not least, the editors
profusely thank all who directly or indirectly helped us in making icSoftComp 2023 a
grand success and allowed the conference to achieve its goals, academic or otherwise.

December 2023 Kanubhai K. Patel
KC Santosh
Atul Patel

Ashish Ghosh
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Abstract. Genomics and microbial research have been revolutionized
by the beginning of low-cost, high-throughput sequencing technologies.
Which, in turn, brings a large amount of genomes to public archives
today. Annotation tools are essential to understanding these microorgan-
isms. The metagenomic sequences are fragmented, which makes accurate
gene prediction challenging. Most computational gene predictor models
use machine learning (ML) and deep learning (DL) to predict genes in
metagenomic sequences. However, to capture the sequential dependen-
cies and contextual information within the sequences, recurrent neural
networks are more popular. This study uses a bi-directional long short-
term memory (LSTM) model to classify input ORF sequences into coding
or non-coding classes. The proposed model is compared with other DL
methods, such as convolutional neural networks (CNN) and LSTM mod-
els. It achieved an area under the curve (AUC) value of 99%, Accuracy
of 95.3%, Precision of 96.53%, Recall of 94.57% and F1-score of 95.22%.

Keywords: Gene prediction · long short-term memory ·
Metagenomics · Bi-directional LSTM

1 Introduction

Metagenomics is a genomics field involving the study of genetic material collected
from environmental samples [1]. Metagenomics has many applications in foren-
sics, engineering, ecology, discovering new antibiotics, personalized medicine, etc.
Gene prediction identifies the parts of deoxyribonucleic acid (DNA) sequence
that can encode a gene. It is also known as gene annotation or gene finding. Tra-
ditionally, identification uses wet lab experiments, which involve experiments
on living cells and organisms. The wet lab experiments often involved labor-
intensive and expensive processes in terms of both time and money. Hence,
computational approaches are required to predict genes. There are two types
of computational metagenomic gene prediction approaches: content-based and
similarity-based [2]. In similarity-based approaches, the similarity between the
existing and candidate genes is calculated. The content-based approaches extract
different features and apply supervised learning techniques. Hence, content-based
approaches take less time for the computation.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. K. Patel et al. (Eds.): icSoftComp 2023, CCIS 2031, pp. 3–15, 2024.
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Metagenomic gene prediction is challenging as the sequences are incomplete,
short and fragmented [3]. Applying machine learning (ML) algorithms for gene
prediction produce promising results, though the sequences are fragmented. ML-
based gene predictor models try to learn the characteristics of open reading
frames (ORFs) by extracting features from the ORFs [4]. An ORF is a sequence
of DNA or ribonucleic acid (RNA) that has the potential to be translated into
a functional protein. Each ORF sequence can be classified as coding or non-
coding. A coding ORF has the potential to encode a functional protein, whereas
a non-coding ORF does not encode a functional protein. The extracted features
included monocodon usage, dicodon usage, translation initiation sites (TISs),
ORF length, and guanine or cytosine (GC) content.

DL techniques have recently been used to investigate metagenomic raw
sequence data. Various DL methods like CNNs and deep neural networks (DNNs)
have achieved considerable attention in gene prediction problems [5,6]. In addi-
tion, recurrent neural networks (RNNs) have proven their success in learning
and processing sequence data. Their architecture is designed to capture the
temporal dependencies in the sequence. RNNs include variations like LSTM
networks, gated recurrent units (GRUs), bidirectional LSTM (Bi-LSTM), bidi-
rectional GRU and Transformers.

LSTMs are a robust variant of RNNs and are particularly well-suited for tasks
involving sequences by avoiding the vanishing and exploding gradient problems
of traditional RNNs by introducing a more complex memory cell structure. Bi-
LSTMs are extension of LSTMs, and it is able to capture the sequential informa-
tion by simultaneously processing the input sequence in forward and backward
directions.

This work puts forward the following contributions.

1. A gene predictor model is proposed using Bi-LSTM to classify the input ORF
sequences to coding or non-coding.

2. The various hyperparameters of the Bi-LSTM model, such as the number of
hidden layers and the number of units in each layer, optimizer, and dropout
rate, are tuned using a manual grid search with a predefined grid of parame-
ters to decide the best values for the parameters. Early stopping and model
checkpoints are used to get the best model during hyperparameter tuning.

3. The outcomes of the Bi-LSTM model proposed in this study are compared
against an existing model and other RNN models like LSTM and CNN.

The paper is organized as follows. Section 2 briefly explains previous works
done in the gene prediction domain. Section 3 explains the detailed methodology
of this work. Followed by the methodology, the setup done for the experimen-
tation, and the metrics used to evaluate the work are explained. After this,
the findings are explored. Finally, the conclusion and the future directions are
explained.
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2 Related Works

Numerous studies have been conducted using ML methods for effective and
efficient gene prediction. This review analyzes the various studies that classified
the ORF sequences as coding or non-coding. In [7], a two-stage ML approach
was proposed for gene prediction. This work used linear discriminant for feature
extraction and neural networks to find the probability of encoding a protein. The
model achieved 89% sensitivity, 93% specificity and an average accuracy of 98%.

In [8], a set of related features was selected from the entire set of features
using minimum redundancy maximum relevance(mRMR). SVM was trained,
and it gave the probabilities of the coding class. The model was compared with
mRMR-neural network model, orphelia, MGC and Prodigal. The model had
achieved 92.17% harmonic mean, specificity of 96.53%, and sensitivity of 88.31%.
The proposed technique outperformed Orphelia and MGC by an average of 11%.

A novel method called GeneRFinder was proposed by [9], which used an RF
model which can distinguish between protein-coding sequences and intergenic
(non-coding) regions. The NCBI genome repository was used to create training
and validation data. GeneRFinder outperformed Prodigal and FragGeneScan in
terms of specificity, with a score of 55% greater than Prodigal and 60% greater
than FragGeneScan.

In [10], a meta gene caller (MGC) framework was proposed with additional
amino acid usage to modify the Ophelia concept. Depending on the segment’s
GC content, the ORF is scored using the corresponding neural network model.
The neural network approximated the chance of whether the ORF is coding or
not. This work also evaluated MGC’s performance on sequences with sequencing
errors and compared results with other gene prediction methods. The MGC
model achieved a best harmonic mean of 91.44% and a standard deviation of
0.15%. This concluded that MGC outperformed the state-of-the-art models in
gene prediction.

A novel framework called CNN-MGP was proposed to predict genes without
extracting features in [5]. It trained ten CNN models with ten datasets created
based on the GC content. Candidate genes were ORFs with a likelihood of
more than 0.5. CNN-MGP has a 94.87% average specificity, an 88.27% average
sensitivity, and a 91.36% average harmonic mean. The harmonic mean’s average
standard deviation is 0.14%.

Prodigal [11] framework focused on three aims. Firstly, the recognition of
the translation initiation site; secondly, the prediction of gene structure; and
finally, reducing the false positives. This method used a dynamic programming
algorithm for the prediction. When compared to the existing gene predictors, it
achieved 96.7%.

An ML framework called FragGeneScan was proposed in [12]. This work uti-
lized a hidden Markov model (HMM), which incorporated codon features with
models that were designed to tackle sequencing errors to improve the perfor-
mance of predicting protein-coding regions in short-length sequences. FragGe-
neScan was made up of two-level data abstraction representations. It used dis-
tinct states to indicate gene regions in the reverse and forward strands of a
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nucleotide sequence so that the genes can be predicted from both strands simul-
taneously. FragGeneScan achieved an average accuracy of 80%.

A novel framework called MetaGene was proposed in [13]. MetaGene com-
bined di-codon frequencies calculated from a sequence’s GC content with other
measurements. The authors applied their model on the microbiome genomic
sequences and done the annotations of genes. The model achieved 95.3% and
94% of sensitivity and specificity, respectively.

Balrog [14] is a prokaryotic gene-finding system that used a temporal convolu-
tional network to learn patterns in protein sequences and predict gene locations.
Balrog does not require genome-specific training. Even though Balrog found
fewer genes than other gene predictors, it showed improved sensitivity. This
concluded that Balrog could be used as an efficient tool for gene prediction.

A novel framework called virSearcher was proposed in [15], which used a
CNN with gene information to identify phages in metagenomes, such as Bacte-
riophages that infect bacteria. Input sequences are encoded differently based on
the positions of their coding and non-coding regions. Then, an embedding layer
for word is used to convert the encoded sequences to word embeddings. Then,
the CNN was used to identify the phage genome.

3 Methodology

Gene prediction is the task of predicting the probability of the given ORF
sequence being coding or non-coding. The flow of the proposed framework is
portrayed in Fig. 1.

PreprocessingORF

sequences

Gene

probability

Bi-LSTM

Hyperparameter

 tuning

Best BiLSTM

model

Train &

validation

data

Test data

Coding ORF Non-coding ORF

Fig. 1. Methodology of the proposed framework

3.1 Dataset

The dataset used in this work was used by the work called Orphelia by [7], which
contains 7 million ORF sequences excised from 131 fully-sequenced prokaryotic
genomes. These ORFs are extracted from DNA fragments of length 700 base
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pairs. GenBank [16] is used to annotate the genes in the sequences. The labels of
the ORF sequences are binary, which indicates whether the ORF sequences are
coding or non-coding. Due to limited computational power a subset of 100000
ORF sequences are used in this work. Out of the 100000 ORF sequences, 49975
sequences are coding and 50025 sequences are non-coding sequences.

3.2 Preprocessing

This step converts the ORF sequences to numerical values. The sequences and
the respective labels in the data set are converted to binary values using one-hot
encoding. It is a technique widely employed in bioinformatics to convert DNA
sequences to numerical representation. Each nucleotide (A, T, G, C) in the DNA
sequence is converted into a 4-dimensional numerical vector of 1 s and 0 s. Hence,
we get a matrix for each sequence where the row number equals the sequence
length and the column size equals four. It preserves the generality of the data
because each nucleotide is uniquely represented. Figure 2 shows the encoding of
an example sequence. The maximum length of the sequence in this dataset is
705. If the length of the sequence is less than 705, the sequence is padded with
zero rows at the end. The entire set of sequences is divided into training, testing,
and validation sets with a ratio of 70:15:15. The training set is given for model
training, the validation set is utilized for hyperparameter tuning, and the test
set is used to evaluate the model’s performance. The flow of the preprocessing
of the dataset is represented in the Fig. 3.

Sample

sequence

0  0  0  1T

T

C

G

A

0  0  0  1

0  1  0  0

0  0  1  0

1  0  0  0

one-hot

matrix

Fig. 2. Example of one-hot encoding of a sample DNA sequence “TTCGA”

Orphelia Dataset

Padding with 0

Train Data

Validation

Data

Sample

15%

70%

One Hot Encoding

Test Data

15%

Fig. 3. Data Preprocessing
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3.3 LSTM and Bi-LSTM

3.3.1 LSTM
LSTM networks address the vanishing gradient problem faced by RNN during
training with long sequences. The gradients involved in the backpropagation
become extremely small as they pass through multiple timesteps and the network
layers. This makes the learning of long-term sequences challenging. The memory
cells in the LSTM make it possible to process long-term dependencies in the
sequences. Apart from that, LSTM has gates such as forget, input, and output.
The gates are crucial in regulating information flow within the LSTM cells.
Figure 4 shows the LSTM architecture, where xt denotes the input signal and ht

is the output.
The forget gate determines what data should be erased, the input gate

updates the memory cells, and the output gate decides the next concealed state.
The hidden state holds the short-term memory of the previous output, which is
given as input to the forget gate and input for that particular time step. The
forget gate processes these inputs by multiplying with weights and adding bias.
Then, a sigmoid function is applied. If the sigmoid output is 0, the model forgets
everything; if the output is 1, the current output is multiplied by the previous
cell state. The Eq. 1 depicts the forget gate’s operation.

ft = sigmoid(xt ∗ Wf + ht−1 ∗ Uf + bf ) (1)

where Wf is the learnable weights correlated with the inputs, ht−1 denotes the
previous hidden state, Uf is the weights associated with the hidden state, and bf
denotes the bias. All the above parameters are associated with the forget gate.

The amount of information appended to the cell state in the input gate is
regulated using the sigmoid function, similar to the forget gate. The input gate
operation is shown in Eq. 2.

it = sigmoid(xt ∗ Wi + ht−1 ∗ Ui + bi) (2)

where Wi is the weights with the inputs, Ui is the weights corresponding to the
hidden state, and bi is the bias. All the parameters are associated with the input
gate.

By adding the outputs from the input and forget gates, the cell state is
updated as illustrated in Eq. 3.

ct = ft ∗ ct−1 + it ∗ tanh(xt ∗ Wc + ht−1 ∗ Uc + bc) (3)

where Wc is the weights with the inputs , Uc is the weights with the hidden
state, ct−1 is the information at the previous time step and bc is the bias. The
output gate uses sigmoid function similar to other two gates for regulation. The
output gate equation is shown in Eq. 4.

ot = sigmoid(xt ∗ Wout + ht−1 ∗ Uout + bout) (4)

where Wout is the weights with the inputs, Uout is the weights with the hidden
state, and bout is the bias. The current output ht of LSTM is calculated by Eq. 5.

ht = ot ∗ tanh(ct) (5)
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sigmoid sigmoidtanh

ct

ht-1

ct-1 

tanh

forget gate input gate

output gate

sigmoid
ht

ft it

ot

Fig. 4. Architecture of LSTM

3.3.2 Bi-LSTM
It has the input flow in forward and backward directions. It helps to preserve
the future and the past information. It is like two LSTM models working on
the same sequence in different directions. The following Fig. 5 shows the overall
structure of Bi-LSTM.

The architecture of Bi-LSTM consists of two separate LSTM networks. One
LSTM network takes the input sequence as it is, while the other takes it in
reverse order. The two LSTM models can have two separate hidden layers and
then feed forward to the same output layer. Both LSTM models will give the
probability as outputs. These outputs are combined to get the final output as
shown in Eq. 6.

ht = hf
t ⊕ hb

t (6)

where ht is the final probability vector of the model, hf
t denotes the output

probability from the LSTM model in the forward direction, and hb
t is the output

probability from the opposite LSTM. ⊕ indicates the concatenation operation.

Fig. 5. Architecture of Bi-LSTM
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3.4 Hyperparameter Tuning

Hyperparameter tuning is crucial in setting parameter values in training ML or
DL models. This work performs a manual hyperparameter tuning method using
a grid of parameters, and the best hyperparameters for the Bi-LSTM model are
selected. It involves trying all possible combinations of a predefined set of hyper-
parameters. It is computationally expensive when the number of parameters
is more. Hence, a limited number of critical hyperparameters that significantly
modify the efficacy of the model are chosen in the tuning process. Hyperparame-
ter tuning is performed along with early stopping criteria to prevent overfitting.
Early stopping monitors the model’s validation loss and halts the training pro-
cess when a specific condition is met. The condition used is the patience value,
which is the number of epochs for which the validation loss is not improving
or getting worse. The best model obtained during the hyperparameter tuning is
used for the final prediction.

4 Experimental Setup and Evaluation Metrics

This section presents the software and hardware settings, the experiments con-
ducted in this work, and the metrics used to evaluate the model.

4.1 Implementation Details

Python3 is used to code this project using jupyter Notebook environment. The
main libraries utilized are Keras API in TensorFlow version 2.9.2, and Sklearn
version 1.0.2. The computations are done by machine eauipped with 16 GB
RAM, Intel i7 processor and a NVIDIA GEFORCE GPU with 4 GB RAM
running on the Ubuntu.

4.2 Experiments

In order to choose the best hyperparameters for the Bi-LSTM model, a parameter
tuning with a predefined set of parameters is performed using the train set and
validation set. Grid search is run for 150 epochs with an early stopping criteria
based on the training loss and a patience value as 10 to avoid overfitting. The
best hyperparameter combination is selected based on the obtained validation
accuracy. The hyperparameters selected for tunning are: the total hidden layers
[1,2,3], the total units in each hidden layer [4,8,16], optimizer [adam [17], adagrad
[18]] and dropout rate [0.3,0.4]. The best model is saved and the corresponding
hyperparameters are recorded. This best model is then used for testing.
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A 1-dimensional CNN with two convolutional layers and an LSTM model
with one layer is selected for the comparison experiment. After each convolution
layer, a max pooling layer of pool size 2 exists. The convolutional layers use a
kernel size of 21, and the total filters are 64 and 200, respectively, for the first
and second layers. Then, a dropout layer with 0.5 as the dropout percentage
is used. Followed by this is a dense layer with 128 neurons. Again, a dropout
layer is added, and its output is given to the output layer with two neurons. The
LSTM model has 16 units in one layer, then a dropout layer is added with a 0.2
dropout rate, and finally, a dense layer with 128 neurons.

The proposed Bi-LSTM model is compared with the CNN-MGP proposed
in [5]. For comparison, CNN-MGP is trained with the training set. The testing
data is used to estimate the performance of the model.

4.3 Evaluation Metrics

Statistical measures such as Accuracy, AUC, Precision, Recall and F1-score are
measured to evaluate the model efficiency. Let True Positive (TP) and True
Negative (TN) represent the number of correctly classified coding and non-coding
ORFs, respectively. Let False Positive (FP) and False Negative (FN) represent
the number of incorrectly classified coding and non-coding ORFs, respectively.
Accuracy measures the overall correctness of the model. AUC calculates the area
under the curve plotted between TP and FP values by varying the classification
threshold. Precision is measured as the percentage of correct positive predictions
among all positive predictions made. Recall calculates the model’s ability to
identify all instances of the coding class. F1-score combines both Precision and
Recall. It is useful when the dataset is imbalanced.

5 Results and Discussion

The findings of hyperparameter tuning are showcased in Tables 1, 2 and 3. From
the table, it could be observed that the best validation accuracy of 0.9548 is
obtained with two hidden layers, adam optimizer, a dropout rate of 0.3 and the
units in the first and the subsequent hidden layers as 8 and 16, respectively.
With this hyperparameter setting, the Bi-LSTM model is able to converge at an
epoch of 130 and achieve the best validation accuracy.
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Table 1. Findings of hyperparameter tuning with hidden layer number = 1

No. of units
in the hidden layer

Optimizer Learning rate Validation Accuracy

4 adam 0.3 0.9054

8 adam 0.3 0.9409

16 adam 0.3 0.9073

4 adam 0.4 0.9173

8 adam 0.4 0.9102

16 adam 0.4 0.9213

4 adagrad 0.3 0.8501

8 adagrad 0.3 0.8389

16 adagrad 0.3 0.8673

4 adagrad 0.4 0.8728

8 adagrad 0.4 0.8802

16 adagrad 0.4 0.8780

Table 2. Findings of hyperparameter tuning with hidden layer number = 2

No. of units
in the first
hidden layer

No. of units
in the second
hidden layer

Optimizer Learning rate Validation Accuracy

4 8 adam 0.3 0.9246

8 16 adam 0.3 0.9548

16 32 adam 0.3 0.9264

4 8 adam 0.4 0.9201

8 16 adam 0.4 0.9245

16 32 adam 0.4 0.9189

4 8 adagrad 0.3 0.8471

8 16 adagrad 0.3 0.8663

16 32 adagrad 0.3 0.8682

4 8 adagrad 0.4 0.839

8 16 adagrad 0.4 0.8649

16 32 adagrad 0.4 0.8694

The model with the best performance is saved and used for final evaluation.
The results achieved by the best Bi-LSTM model is presented and compared
against the CNN and LSTM models in Table 4. Analysis of the table explains that
the Bi-LSTM model is the best performing model. The CNN outperforms the
LSTM model. However, Bi-LSTM gives promising results like 0.99 AUC, 0.9537
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Table 3. Findings of hyperparameter tuning with hidden layer number = 3

No. of units
in the first
hidden layer

No. of units
in the second
hidden layer

No. of units
in the third
hidden layer

Optimizer Learning rate Validation
Accuracy

4 8 16 adam 0.3 0.9129

8 16 32 adam 0.3 0.9164

16 32 64 adam 0.3 0.9293

4 8 16 adam 0.4 0.9124

8 16 32 adam 0.4 0.9171

16 32 64 adam 0.4 0.919

4 8 16 adagrad 0.3 0.861

8 16 32 adagrad 0.3 0.8727

16 32 64 adagrad 0.3 0.8699

4 8 16 adagrad 0.4 0.8575

8 16 32 adagrad 0.4 0.8623

16 32 64 adagrad 0.4 0.8726

Accuracy, 0.9653 Precision, 0.9457 Recall and 0.9522 F1-score. The improved
results of Bi-LSTM show that it can capture more context and long-term depen-
dencies in the input data than LSTM and CNN. Because, Bi-LSTM processes
the input sequence in both forward and backward directions.

Table 4. Comparison of the results achieved by the best Bi-LSTM and the CNN,
LSTM model with test data (The best results are highlighted)

Model AUC Accuracy Precision Recall F1-score

LSTM 0.9785 0.9283 0.9285 0.9279 0.9282

CNN 0.9878 0.9532 0.9602 0.9452 0.9518

Bi-LSTM 0.9901 0.9537 0.9653 0.9457 0.9522

The compaison results of analysis of the proposed model with CNN-MGP
is presented in Table 5. It can be observed from the findings that the Bi-LSTM
model outperforms the CNN-MGP model.

Table 5. Comparison of the results achieved by the best Bi-LSTM and the CNN-MGP
model with test data (The best results are highlighted)

Model AUC Accuracy Precision Recall F1-score

CNN-MGP 0.99 0.9427 0.9523 0.9378 0.9449

Bi-LSTM 0.9901 0.9537 0.9653 0.9457 0.9522
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6 Conclusion

Recently, significant focus has been placed on applying DL methods to var-
ious bioinformatics problems. This study uses a Bi-LSTM model to classify
ORF sequences into protein-coding ORF sequences or non-coding sequences.
Bi-LSTMs have been used for many applications. This work starts with pre-
processing the ORF sequences using one-hot encoding. The one-hot encoded
sequences are then passed to the Bi-LSTM layers. The final dense layer gener-
ates the likelihood that an ORF encodes a gene. The hyperparameter tuning
identifies the best parameters for the proposed model. The best model is used to
evaluate the gene prediction framework. The proposed model produces promising
results than a CNN and LSTM model.

The duration of the hyperparameter tuning is a limitation of this work.
Hence, using transformer networks for classification can be considered in the
future because transformers are particularly well-suited for parallelization due
to their architecture. Additionally, adding more genomes of different varieties of
microorganisms to increase the dataset size can be considered as future work.

References

1. Thomas, T., Gilbert, J., Meyer, F.: Metagenomics-a guide from sampling to data
analysis. Microb. Inf. Exp. 2, 1–12 (2012)

2. Wang, Z., Chen, Y., Li, Y.: A brief review of computational gene prediction meth-
ods. Genomics Proteomics Bioinf. 2(4), 216–221 (2004)

3. Sharpton, T.J.: An introduction to the analysis of shotgun metagenomic data.
Front. Plant Sci. 5, 209 (2014)

4. LeCun, Y., Bengio, Y., Hinton, G.: Deep learning. Nature 521(7553), 436–444
(2015)

5. Al-Ajlan, A., El Allali, A.: CNN-MGP: convolutional neural networks for metage-
nomics gene prediction. Interdisc. Sci. Comput. Life Sci. 11, 628–635 (2019)

6. Arango-Argoty, G., Garner, E., Pruden, A., Heath, L.S., Vikesland, P., Zhang, L.:
Deeparg: a deep learning approach for predicting antibiotic resistance genes from
metagenomic data. Microbiome 6, 1–15 (2018). https://doi.org/10.1186/s40168-
018-0401-z

7. Hoff, K.J., Tech, M., Lingner, T., Daniel, R., Morgenstern, B., Meinicke, P.: Gene
prediction in metagenomic fragments: a large scale machine learning approach.
BMC Bioinf. 9, 1–14 (2008)

8. Al-Ajlan, A., El Allali, A.: Feature selection for gene prediction in metagenomic
fragments. BioData Min. 11(1), 1–12 (2018)
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Abstract. As IoT devices proliferate quickly, the amount of data generated has
increased rapidly, requiring analysis and storage in cloud data centers. To miti-
gate high data traffic and reduce latency, fog emerged as a paradigm that brings
cloud services closer to users through accessible networks. By doing so, fog com-
puting alleviates traffic congestion and delays. Moreover, fog devices are con-
strained in terms of power supply, processing capabilities, and communication
resources, making it challenging to design fog systems that meet real-time appli-
cation requirements. Fog devices are having limited power supply becausemost of
them are battery operated, thus energy conservation becomes a crucial objective.
Energy-efficient task scheduling is one strategy to reduce energy consumption in
fog systems.However, finding an efficient scheduling strategy that balances system
performance, energy consumption and meets service level agreements remains a
challenge. Therefore, to address these issues, in this paper, we proposed an energy
efficient scheduling algorithm using a multi-criteria approach i.e. Technique for
Order of Preference by Similarity to Ideal Solution (TOPSIS) to optimize energy,
execution performance and cost in fog computing. To evaluate the proposed app-
roach, we conducted simulations in MATLAB and the results demonstrate its
effectiveness in significantly reducing makespan, cost and energy usage in the fog
computing environment.

1 Introduction

The proliferation of IoThas led to a remarkable surge in the number of connected devices.
According to projections from the statistics portals, the global count of connected devices
is estimated to touch 76.55 billion by 2026 [1, 2]. Data generated by these devices is
huge, which is sensitive to distance between the source and the consumer (i.e., cloud).
Moreover, it also increases the network traffic over the cloud as IoT devices generate
data very frequently which results in degradation of execution performance. Thus, to
tackle this issue a new computing paradigm was introduced by Cisco in 2014 i.e., fog
computing [3, 4]. Fog is an extension to the cloud as it brings computing services nearer
to end devices.

Fog computing is being widely utilized across various domains, including video
surveillance, smart cities, and transportation. It facilitates the establishment of distributed
networks consisting of computing and networking resources that can be strategically
deployed based on their proximity to where they are most needed [4]. Unlike traditional
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centralized systems, fog computing positions a fog layer in close proximity to end
devices, effectively bridges the gap between these devices and the cloud. However, it
is resource constrained in nature as compared to cloud in terms of energy, computation
abilities as well as storage.

As fog is a subset of cloud it also suffers from various issues that occur in cloud, but
we need different approaches to tackle them due the constrained nature of fog. Themajor
issues in fog computing are energy consumption, cost, security, scalability, execution
time etc. Among these energy consumption is regarded as the most significant one as
fog devices do not have uninterrupted power supply, they mostly run over batteries.
Therefore, optimizing the energy consumption is very essential as it helps in increasing
the life of the device [4, 5].

Major portion of the energy is consumed in the computation and if we can optimize
it then it will increase the performance of fog system. By decreasing the consumption of
energy of the fog nodes, it leads to cut down expenses and increases the lifetime of the
fog nodes. Task scheduling is one of the effective solution to address the constraints. Task
scheduling refers to the process of efficiently allocating the computing resources in a fog
environment. Task scheduling lies in the category of the NP-hard problem. So heuristic
approaches are best possible solutions. In literature, state of art heuristics like HEFT
[5], Min-Max [7], Min-Min [8] etc. However, they do not deal with multiple objective
simultaneously. However, issue of task scheduling in fog system is multi-objective in
nature.

Thus, in this article, we have used a heuristic technique i.e. TOPSIS for scheduling
the tasks on the fog to optimize multiple conflicting objectives of cost, time of execution
as well as energy usage. TOPSIS accommodates decision-making scenarios that involve
multiple criteria. It enables the evaluation of alternatives based on different attributes
or dimensions simultaneously, making it suitable for complex decision problems. Thus,
TOPSIS is consider as one of the most suitable heuristic approach for generating task
scheduling solution with an objective to optimize cost, time as well as energy simulta-
neously. Therefore, in this paper, we have utilized the TOPSIS for energy saving as a
primary concern while minimizing the execution time (makespan), cost. The details of
our contributions are provided below:

• In this paper, to solve of independent task scheduling issue in fog computing as
a multi-objective optimization issue, we have taken energy consumption, cost and
makespan as optimization parameters.

• We presented a task scheduling solution using TOPSIS method in fog computing as
TOPSIS accommodates decision-making scenarios involving multiple criteria and
provide the best potential solution.

• To demonstrate the effectiveness of the developed technique, the simulation findings
are comparedwith threewidely recognized existing algorithms PSO [6],MinMax [7],
MinMin [8]. This comparative analysis serves as a means to showcase the superiority
and performance of the proposed algorithm.

The remainders of the paper are as follow: Sect. 2 provides a comprehensive exami-
nation of various task scheduling techniques that have been developed. Section 3 address
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the system architecture, the problem formulation that has been proposed, and the tech-
nique that will be employed. The result and analysis is done in Sect. 4. Ultimately, the
present study concludes in Sect. 5, wherein we draw our final conclusions.

2 Work Done

This section delivers an overviewof thework that conducted in thefield of fog computing,
specifically focusing on efficient task scheduling. Task scheduling in fog computing has
been the focus of numerous studies and research endeavors. These researchers employ
various methods and approaches to effectively allocate and schedule tasks among fog
nodes. The diversity among these researchers lies in their distinct methodologies and
techniques employed for task scheduling in fog environments. Some examples of related
work in this area includes:

In Ref. [9] authors have presented a priority based task scheduling technique for
enhancing performance of the fog. In this technique, the authors have assigned the
priority to the incoming task based upon their criticality, and then these tasks are buffered
in the request. And as soon as the best suited fog node is available, the task is assigned
to it. The results depict the improvement in the performance of the application.

In Ref. [10] authors have introduced a meta-heuristic technique known as the Bees
Life Algorithm (BLA) with the objective of addressing scheduling issues within the
context of fog system. The motive of this study is to determine an optimal CPU execu-
tion time by minimizing the allocation of tasks across all fog nodes. Similarly, in [11]
authors have presented a task scheduling method in a hybrid cloud-fog environment,
by utilizing the concept of a genetic algorithm (GA). The motive of this technique is to
minimize the overall latency associated with service requests. However, the authors of
the aforementioned techniques considering only a single objective for task scheduling
in fog system.

To improve performance of the fog nodes, in [12] the authors have developed a
hybrid task scheduling technique that consists of TOPSIS for ranking the fog nodes and
Analytic Hierarchy Process for calculating the priority weight of the fog nodes. This
technique was developed to find the best suited fog node for assigning the task with the
aim to ensure performance along with cost.

Similarly, in Ref [13] the authors have presented an algorithm for scheduling namely,
Energy Efficient Task Scheduling in Fog Computing. The presented approach is based
on the Particle Swarm Optimization with an aim to optimize the makespan, energy as
well as execution time. Additionally, they have not considered the cost as a performance
metric parameter.

As per SLAs, economic cost is another key parameter to be addressed. The authors
in [14] suggested a multi-objectives grey wolf optimizer to allocate the tasks to the
fog nodes. They have also utilized the concept of crowding distance method to ensure
optimal utilization of the energy as well as to reduce the overall computational cost.

Due to growing demands of energy aware or green computing solutions especially
in heterogeneous computing systems like fog, it is desirable to explore the approaches
to solve the scheduling problem. Therefore, to tackle the observed shortcomings i.e.,
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optimal energy consumption, execution performance and economic cost, we have devel-
oped an energy efficient task scheduling technique utilizing the TOPSIS. Our proposed
technique ensures minimum energy usage, good performance and reduction in cost.

3 Proposed Work

3.1 System Architecture

Weare considering the three-tier architecture consisting of the cloud, fog and enddevices.
The fog layer comprising fog nodes deployed closer to the edge, acts as an interme-
diary, providing storage as well as computational capabilities. It receives tasks from
sensors/end devices and schedules them based on factors like cost, available resources,
priority and energy consumption. There exists a fog administration that plays a cru-
cial role in allocating tasks efficiently. In this work, our prime focus is on fog layer in
which fog administration’s role is vital in achieving energy efficiency, improving system
performance and reducing costs. Figure 2 demonstrates proposed energy-efficient task
scheduling framework in fog network.

Fig. 2. Task Scheduling Framework for Fog Environment

End users send tasks for execution to the task scheduler. Task scheduler receives
incoming tasks or jobs and make decisions about their mapping\scheduling using pro-
posed algorithm based on predefined criteria such as cost, usage of energy, execution
time etc. Fog administrator plays a vital part in assigning tasks to the fog nodes as per
scheduling decision of the task scheduler.

Further, the Monitoring and Resource Discovery module is responsible for discover-
ing and monitoring fog resources, continuously collecting information about the avail-
able fog resources as well as actively discovering new resources. Additionally, it trans-
mits the status information to the Fog Information Server (FIS) which is close to the
Task Scheduler. As a result, FIS maintains an up-to-date and comprehensive database
regarding the availability of fog resources and shares information to the task scheduler.
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3.2 Problem Formulation

In a fog computing environment, tasks which are latency sensitive or light weight are
executed on the fog nodes and rest are carried out on cloud computing. The problem
of task scheduling is the efficient allocation of tasks to resources considering various
constraints and objectives. In this paper, we have considered the energy as primary
optimization objective along with secondary objective i.e. cost and execution time.

In the fog, tasks can be modeled as Taskiε{Task1, Task2,…..,Taskm}. A task has
characteristics like memory required, number of instructions, how vast the input and
output files are. Given a set of tasks with different characteristics will be scheduled on
the various fog nodes that are present in the fog environment. FNjε{FN1, FN2… FNp}
represents the set of fog nodes, each fog node having varying processing capabilities,
frequency etc. The goal is to create an efficient scheduling that assigns tasks to different
fog nodes in order to achieve the following objectives: cost, execution time, and energy
usage.

Execution Time
In the context of task scheduling, execution time (EXT) for a task on a fog node refers
to the amount of time needed by the fog node to finish the execution of a particular task
assigned. The execution time of Taski on a FNj (fog node) is formulated as given below:

EXT j
i = Length of Task

MIPS
. (1)

The execution time is computed by considering the length of the tasks in terms of
MI and processing capability of the jth fog node as MIPS.

Makespan
The duration needed to finish every application task across all fog nodes is known as
the makespan. It represents the maximum of total time required to complete entire tasks
allocated to a specific fog node. Reducing the makespan signifies an improvement in
application performance:

Minimize Makespan = Max
(
Total_EXTj

)
. (2)

where Total_EXTj is the total time of execution of all tasks assigned to fog node FNj..

Energy Consumption
The quantity of energy the fog nodes use during task execution and operations in fog is
referred to as energy consumption. The energy consumption of the Taski on a fog node
FNj can be computed as:

Energy_Used
(
EUj

i

)
= A ∗ C ∗ V2 ∗ f (3)

The energy is computed by considering the voltage level V and operating frequency
f of a fog node FNj whereas the coefficient C and A are the values of the total capacitance
as well as number of the switching activity per clock cycle respectively. The main goal
is to reduce the amount of energy used by all the tasks, which is calculated as:

Minimize Total Energy_Used =
∑

Energy_Used
(
FNj

)
. (4)
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Cost
In fog computing, the cost of task scheduling refers to the expenses associated to the
execution of tasks and the overall operation. The cost in order to executing the Taski on
FNj is computed as:

Costji = Price∗
j EXT

j
i (5)

where Pricej is the cost of the jth fog node per unit time interval. The key motive is to
optimize the total execution cost of tasks on fog nodes, which is displayed by:

Minimize Cost =
∑

Costji (6)

3.3 TOPSIS Algorithm

The TOPSIS approach was initially introduced by Yoon and Hwang [15] as a multi-
criteria decision-making approach. According to TOPSIS, the taken alternatives must
have the greatest geometric distance from the negative ideal solution and closest geo-
metric distance to the positive ideal solution. It uses the Euclidean distance to calculate
how close an alternative to the ideal answer is. The best achievable values for each
attribute are combined to form the positive ideal solution, while worst values for each
attribute are included in negative ideal solution. To determine the comparative prox-
imity to positive ideal solution, TOPSIS calculates the distances to both the negative
ideal solution and the positive ideal solution. By comparing these relative distances, a
prioritized order for the alternatives can be established. Therefore, TOPSIS is a valuable
technique in multi-criteria decision-making, where it assesses the alternatives based on
their proximity to distance from the positive ideal solution to the negative ideal solution.
Due to its computational efficiency, simplicity, comprehensibility as well as ability to
gauge the relative performance of decision alternatives; this method is widely employed
in decision-making processes.

The steps involved in the TOPSIS method are as shown:

1. Define the decision matrix: Make a decision matrix that depicts how well each fog
nodeFNj performs in relation to each criterion (Cr) i.e. energyused, cost and execution
time. Each row represents an alternative, and each column represents a criterion.

2. Normalize the decisionmatrix:Tomake certain that every criterion is on a comparable
scale, normalize the decisionmatrix. The usualmethod for doing this is to divide every
element in a column by the square root of the total of the squares of all the components
in that column.

Nj =
√∑

C2
ij (7)

Cij = Cij

Nj
(8)
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Table 1. Decision Matrix for proposed Work

3. Assign weights to criteria: By allocating weights, we define the relative relevance of
each criterion. The importance of each criterion in the decision-making process is
reflected in the weights. The sum of all weights should be equal to 1.

∑n

1
wi = 1 (9)

4. Calculate the weighted normalized decision matrix:Multiply each normalized value
in the decisionmatrix by theweight (w_i) that corresponds to it to generate aweighted
normalized decision matrix.

Weighted Normalized DM = cij∗ wi (10)

5. Compute I+ (positive ideal solution) and I− (negative ideal solution): For each
criterion, identify the best and worst values among all alternatives. The highest values
for each criterion are symbolized by I+, and the minimum values are by I−.

For I+: Identify the maximum value in column j:

I+ = max(Cij) (11)

For I−:Identify the minimum value in column j

I− = min(Cij) (12)

6. Calculate the Euclidean distances: Calculate the Euclidean distance among every
alternative as well as the negative and positive ideal solutions. The Euclidean distance
is computed depending on the weighted normalized decision matrix.

Euclidean distance between alternative i and positive ideal solution I+:

D+
i =

√
(
∑

(Rij − I+j )2) (13)

Calculate Euclidean distance between p and I−I−

D−
i =

√
(
∑

(Rij − I−j )2) (14)
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7. Compute the relative closeness: The relative proximity of each alternative can be
ascertained by dividing the distance by the total of the distances to both negative
ideal solutions and positive, to negative ideal solution. Compute the relative closeness
coefficient R Ci as:

RCi = D−
i(

D+
i + D−

i

) (15)

8. Rank the alternatives: Rank the alternatives based on their relative closeness values.
The alternatives are sorted in descending order of their R Ci values. The alternative
with the highest relative closeness is considered themost preferred or the best solution.

The TOPSIS algorithm provides a systematic and quantitative approach to decision-
making in situations with multiple criteria. In this paper we have considered the three
criteria i.e. energy consumption, cost and the execution time.

Algorithm 1: TOPSIS
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The algorithm offers a methodical framework for assessing and prioritizing alterna-
tives by considering their proximity and their distance from the positive ideal solution to
the negative ideal solution the output is a ranking of the alternatives, providing insights
into themost suitable options according to the given criteria and their relative importance.

3.4 Proposed Task Scheduling Algorithm Using TOPSIS

A detailed description of the presented algorithm for task scheduling in fog environment
to optimize energy consumption, cost, as well as execution time is presented in this
section. We have utilized the concept of the TOPSIS algorithm to schedule the task on
fog nodes. By applying the TOPSIS algorithm to task scheduling in fog system, the
resulting ranking of fog nodes can guide the allocation of tasks to fog nodes, taking into
account the optimization objectives of the cost, energy consumption, execution time.

Algorithm 2: Task Scheduling Using TOPSIS
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4 Results and Analysis

The details of the simulation setup also investigation of the findings of the suggested
method are discussed in this section. The evaluation as well as the comparison of our
proposed algorithm are based on parameters: energy consumption makespan, and cost.
To benchmark performance of the presented method, we compare it with three existing
algorithms namely PSO [7], MinMin [8] and MinMax [9].

For executing the proposed approach, we utilized the MATLAB software, which is a
powerful programming platform commonly used for system design and analysis. Since
fog nodes in our fog infrastructure possess varying processing power, our study involves
the assumption that every individual node possesses a distinct processing capacity, quan-
tified in MIPS (Millions of Instructions per Second). Additionally, we considered the
supporting voltage levels (Volts) and operating frequency (GHz) for each fog node. To
replicate a realistic fog infrastructure, we included twelve processing nodes or fog nodes
in our simulation, each with its own unique characteristics with a different number of
tasks i.e. 20,50,100 (the details of the same is provided in Table 2).

The parameters wi (weight value) used by the TOPSIS is initial as w1 = 0.4 (for
EU), w2 = 0.3 (EXT j

i ),w3 = 0.3 (Costji ). The sum of the values of the wi must be equal
to one i.e.

∑
wi = 1. Our primary objective in this article is energy saving thus weight

of the EU considered is slightly higher than cost and makespan.

Table 2. System Model Characteristics.

Parameters Values Unit

Number of the fog nodes 12

Number of the Tasks 20/50/100

Voltage [1.1, 1.6] Volt

Processing rate [1200,1600] MIPS

Frequency [0.9, 1.2] GHz

Number of Instructions [1,100] 109 instruction

4.1 Analysis of Energy Consumption

Energy consumption metric gives the energy used to execute tasks in fog nodes. The
primary motive of this paper is to optimize the energy used for fog because fog devices
are resource constrained devices andmainly battery based, hence energy saving becomes
an important concern in fog. The energy used by F Nj is computed using Eq. (3). The
obtained readings of energy used corresponding to the proposed algorithm and other
considered algorithms are shown in Fig. 3 and the findings depicts that the presented
algorithm outperformed in terms of energy saving.
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4.2 Analysis of Makespan

The makespan of the proposed algorithm is equated with some heuristic/meta-heuristic
techniques. Themakespan is computed with the help of the Eq. (2). Figure 4 demonstrate
that the presented approach provide better results in terms of makespan than PSO, Min-
Min and Max-Min.
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4.3 Analysis of Cost

The cost metric quantifies the total expenditure incurred for executing the tasks on the
fog nodes. As cost is also an effective parameter in fog, optimization of cost leads to
better QoS to the users as per SLA. The Fig. 5 demonstrates the comparative analysis for
cost with respect to the number of the tasks. The cost is determined using Eq. (5). The
obtained readings of the presented algorithm and other considered algorithms are shown
in Fig. 5 and the findings indicate that the algorithm proposed in this study demonstrated
greater efficiency in terms of cost.
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5 Conclusion

Energy conservation is a crucial issue in fog systems due to their limited power sup-
ply. Excessive energy consumption not only leads to higher operational costs but also
contributes to environmental harm through increased greenhouse gas emissions. Thus
energy savings is an import issue to be addressed. Further, to enhance the efficiency of fog
systems, the implementation of an efficient task scheduler becomes essential. This paper
presents a novel task-schedulingmethod using TOPSIS to optimize the energy used, cost
andmakespan in fog computing. The TOPSIS algorithm provides a systematic and quan-
titative approach to decision-making in situations with multiple criteria. To conduct an
assessment to evaluate the effectiveness of the presented task scheduling algorithm, we
performed the simulations utilizing MATLAB. We compared its performance against
other widely used heuristics and meta-heuristic techniques such as Min-Min, PSO, and
Max-Min. The findings illustrate that the algorithm proposed in this study outperformed
the other techniques in terms of energy saving, cost as well as makespan.
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Abstract. Cloud computing provides on-demand availability of computing
resources, data storage and computing power. Cloud service providers often have
functions distributed over multiple locations, each of which is a data center.Cloud
computing relies on sharing of resources to achieve coherence and typically uses
a pay-as-you-go model. However, cloud computing faces some significant chal-
lenges in efficiently managing resources, optimizing performance, and reducing
energy consumption. Among the mentioned challenges ensuring optimal energy
consumption is the key concern. Further, improvisation in energy efficiency helps
minimize carbon emissions and also enhances overall performance. One of the pri-
mary reason of energy misuse in computation is host underload i.e., the host is not
operating on its optimum capacity. The challenge of host underload detection, can
be efficiently managed with the help of linear regression method. Our proposed
approach aims to simultaneously reduce consumption of energy, minimize virtual
machine (VM)migration and uphold SLA (ServiceLevelAgreement) compliance.
Any reduction in the number of VM migrations, results in better resource utiliza-
tion and also mitigates the impact on performance caused by frequent migrations.
This approach seeks to strike a balance among energy efficiency andmeeting SLA,
without compromising quality of service provided.

Keywords: Cloud Computing · Host Overload · Cloud datacenter · QoS · SLA

1 Introduction

CC has transformed the operational landscape for businesses by offering convenient
and immediate access to a diverse array of computational resources for example servers,
storage, and applications. This innovation empowers businesses to store and process data
remotely, eliminating the requirement for extensive physical infrastructure and dedicated
IT personnel [1]. CC offers numerous benefits, including scalability, cost-effectiveness
and flexibility. Moreover, the exponential rise of CC has also brought about several
challenges, one of which is host underload.

Host underload denotes to a situation in cloud computing where a physical server
or virtual machine (VM) is operating with a workload significantly lower than its
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capacity. It means that the resources allocated to the host are not fully utilized, result-
ing in inefficient resource allocation and potential wastage as show in Fig. 1. Under-
load hosts may consume unnecessary power, leading to increased energy costs and
decreased operational efficiency [1, 2]. Addressing host underload involves strategies
such as load balancing, dynamic resource allocation, and workload consolidation to
optimize resource utilization, improve performance, and achieve cost-efficiency in cloud
computing environments.

Fig. 1. Underutilized Host.

To solve this problemwe proposed the algorithm uses linear regression technique for
underload host detection in cloud computing. Underload host detection can significantly
impact the SLA,Energy, andPerformance. Linear regression is awidely utilizedmachine
learning methodology i.e. commonly employed to forecast the value of a variable based
on another variable [3]. Within this particular framework, the variable that is to be
anticipated is commonly referred to as the dependent variable (y), whereas the variable
employed for the purpose of prediction is denoted as the independent variable (x).

2 Literature Review

This section presents different strategies to overcome the underload host problem, reduce
energy consumption and SLA violation and improve performance.

Youssef Saadi proposed an algorithm that focuses on energy efficiency for the con-
solidation of VM in cloud data centers. The aim is to minimize energy consumption
while considering the utilization of hosts and ensuring the data center operates at opti-
mal throughput. The authors compare their suggested strategy with onset algorithms,
namely IQR and LR, and demonstrate its hopped-up [1]. The scheme successfully meets
SLA requirements, as indicated by the simulation results.
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Minarolli proposed a methodology for local resource allocation that involves modi-
fying the CPU allocation assigned to virtual machines (VMs) in response to the current
workload. Additionally, global resource allocation is achieved by VMmigration, which
aims to balance the distribution of resources among hosts that are either overloaded or
underloaded. In order to forecast resource utilization, the authors utilize Gaussian pro-
cesses as a machine learning methodology for time series prediction, taking into account
long-term tendencies [2].

Abbas Horri, examines the trade-off that exists between energy usage and SLA
Violation inside cloud systems. The objective of cloud service providers is to enhance
their revenue by employing energy-efficient resource management strategies, which
include the consolidation of virtual machines (VMs) and converting inactive servers
into sleep modes. Nevertheless, inadequate consolidation may lead to the development
of Sleep-Related Arousal Variants (SLAV). The author proposed the implementation
of consolidation algorithms that aim to optimize energy usage while simultaneously
minimizing Service Level Agreement Violations (SLAVs), in order to achieve a har-
monious equilibrium between these two aims [3]. The simulation results indicate that
the proposed methods effectively reduce the quantity of virtual machine migrations,
SLAV (Service Level Agreement Violations), and total transferred data in comparison
to existing strategies.

Nimisha introduced a novel algorithm, known as the Host Utilization Aware (HUA)
Techniques, which aims to detect underloaded hosts. The algorithm presented in this
study aims to estimate the upper limit of hosts that can be made available by taking into
account the overall utilization of the data center. The primary emphasis of the Author’s
work is on the crucial stage of identifying underloaded hosts throughout the process
of workload consolidation. The algorithm predicts the maximum number of hosts that
may be made available by taking into account the overall utilization of the data center.
The experimental results illustrate the effectiveness of the HUAAlgorithm in accurately
identifying hosts with low workload and thus freeing up a larger number of hosts. This
leads to a reduction in energy consumption while still ensuring compliance with Service
Level Agreement (SLA) requirements [4].

Weichao Ding revolves around the optimization of resource allocation and utiliza-
tion in Cloud data centers. The overarching objective is to achieve a reduction in energy
consumption while simultaneously upholding a high degree of compliance with service-
level agreements (SLAs). The suggested framework by the author introduces a novel
approach to dynamic virtual machine (VM) consolidation [5]. This approach is based on
the prediction of resource use and the PPR (performance-to-power ratio) of heteroge-
neous hosts. The framework has four distinct stages, including host overload detection,
VMselection formigration, host underload detection, andVMallocationwith amodified
power-aware best-fit reducingmethod. The proposedmethodology effectively reconciles
the trade-off between energy usage and performance. The suggested strategy has been
validated for its effectiveness and scalability through experimental evaluations.
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Bernardi Pranggono examines the matter of VM consolidation in cloud data centers
and presents a novel approach for classifying host load inside an energy-performance
VMC framework. The primary aim is to decrease energy usage while simultaneously
guaranteeing the fulfillment of quality of service (QoS) criteria. The proposed app-
roach entails the classification of hosts experiencing underload into three distinct states:
underloaded, normal, and critical. This classification is achieved by the utilization of
an underload detection algorithm. Additionally, the study presents the introduction of
overload detection as well as the VM selection strategies. The overload detection pol-
icy, referred to as Mean (Mn), utilizes the mean to forecast the upper threshold [6]. On
the other hand, the VM selection policy, known as Maximum Requested Bandwidth
(MBW), relies on the maximum requested bandwidth.

Nirmal Kr. Biswas revolves around the resolution of two key issues in Smart Cities:
the optimization of energy consumption as well as the mitigation of SLA violation.
To tackle these challenges, Biswas proposes the utilization of Cloud of Things (CoT)
technology. The growing processing capabilities inside cloud computing have necessi-
tated the identification of an optimal balance between energy consumption and service
level agreement violations (SLAV). The proposed methodology put forth by the author
involves the integration of a novel New Linear Regression prediction model, host under-
load/overload detection aswell as aVMplacement policy. The objective of this technique
is to effectively mitigate both energy consumption and service level agreement viola-
tions. The new linear regression prediction model has been developed with the purpose
of forecasting forthcoming CPU use by employing a linear regression line and a mean
point (MNP) [7]. The proposed algorithms are assessed using an expanded version of
the CloudSim Simulator.

The suggested techniques are evaluated using CloudSim simulation with different
types of random workloads as well as PlanetLab real. MadMCHD algorithm shows
significant improvements compared to commonly used algorithms such as thr, mad, iqr,
lr, and lrr, in minimizing SLA violation rates and VM migrations. The combination of
MadMCHD and MPABFD algorithms further reduces SLA violations overall.

3 Proposed Work

In this section, we first briefly introduce Linear Regression, then show the detail of our
suggested Linear Regression algorithm for underload host detection. With the help of
this algorithm, we decrease energy consumption and improve the performance matrix.

3.1 Linear Regression

Linear regression is a fundamental technique in the field of machine learning, com-
monly employed for the purpose of predicting the value of a variable based on the value
of another variable. The variable to be predicted is commonly referred to as the depen-
dent variable (y). The variable employed for predicting the value of other variables is
commonly referred to as the independent variable (x). The objective of the linear regres-
sion algorithm is to determine the optimal values for B0 and B1 in order to identify the
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most suitable line of best fit. The best fit line is characterized by its ability to minimize
the error between projected values and actual values.

To calculate linear regression best fit line.

Yi = β0 + β1Xi (1)

where Xi = Independent variable, Yi = Dependent variable, β1 = Slope/Intercept, β0
= constant/Intercept (Fig. 2).

.

Fig. 2. Linear Regression.

Here’s a step-by-step explanation of how to use linear regression for dynamic
underload prediction.

• Data Collection
• Data Preprocessing
• Split the Data
• Model Building
• Model Training
• Prediction
• Monitoring and Updating
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3.2 Energy Efficient Linear Regression Algorithm for Underload Host Detection

The proposed Energy efficient linear regression algorithm for the host underload detec-
tion can be formulated. In the proposed algorithm, we predict the upcoming load on the
host on behave of the previous host load history and set the minimum threshold value.
The host is considered underutilized whenever the host load value is down from the
minimum threshold value [9]. This proposed algorithm is helpful in improving energy
efficiency and also improving performance.

3.3 Proposed Algorithm

1. Begin method is Host Under Utilized(host)
2. Cast host to Power Host Utilization History and assign it to _host
3. Get utilization History from _host
4. Set length to 10 (adjustable parameter)
5. If utilization History length is less than length,
6. Return host.get Utilization Of Cpu()
7. Create an array utilization History Reversed with length elements
8. Reverse the utilization History and store it in utilization History Reversed
9. Declare estimates as an array and assign the result of getParameterEsti-

mates(utilizationHistoryReversed)
10. Calculate migrationIntervals as ceil (getMaximumVmMigrationTime(_host) /

getSchedulingInterval()).
11. Calculate predictedUtilization as (estimates[0] + estimates[1] * (length + migra-

tionIntervals)) * getSafetyParameter()
12. Add a history entry with host and predictedUtilization
13. Return predictedUtilization
14. End method is HostUnderUtilized.

In this algorithm, we take the three-parameter for enhancing performance. The First
parameter is SLA violation second parameter is Energy, and the last parameter is No of
VM migration.

PM = E ∗ SLA ∗ No Of VM Migration (2)

where PM is Performance matrix, E is Energy, SLA is Service level agreement.
This formula is used for calculating overall performance, and after calculating overall

performance, we quickly identify which technique gives the best result (Fig. 3).
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Fig. 3. Workflow Diagram of the Proposed Algorithm.

4 Result

4.1 Simulation Setup

The presented technique is implemented using the CloudSim toolkit 3.0.3 simulator.
CloudSim is specifically designed to simulate various components of a cloud system,
including virtual machines (VMs) and data centers. It offers support for VM selection
and allocation policies, power models, and diverse workload types. The hardware and
software requirements for implementing the proposed method are outlined as follows.

Hardware Details. The hardware used in the implementation of the proposed
method.

• Processor: Intel(R) Core(TM) i3-6100U CPU @ 2.30 GHz
• RAM: 8 G.B
• Hard disk: 2 TB
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Software Details.

• Operating system: Windows 10 Pro 64-bit Version
• IDE: IntelliJ IDEA Edition 2021.3
• Programming Language used: JAVA 17.0.1

4.2 Performance Evaluations

To simulate the proposed method we have used the cloudsim. The performance of pro-
posed technique ismeasured in the term of the SLAviolation, energy consumption, num-
ber VM migration. To check the effectiveness and correctness of the presented method
we have done comparison with the some existing algorithm like IQRMC, IQRMMT,
IQRMU, LRMMT, LRMU, MadMc, MadMMT, MadMu.

Analysis of SLAVoilation. SLA violation occurs when a service provider fails to meet
the agreed-upon performance levels or standards specified in the SLA. Analyzing SLA
violations is essential to identify the root causes, assess the impact on stakeholders, and
take appropriate measures to prevent future occurrences [10, 11]. The Fig. 4 demon-
strate the value of SLA violation and finding clearly shows that our proposed method
outperformed the existing techniques IQRMC, IQRMMT, IQRMU, LRMMT, LRMU,
MadMc, MadMMT, MadMu.

Analysis ofEnergyConsumption. It refers to the amount of electrical power consumed
by data centers and associated infrastructure to support the operation of cloud services.
Cloud computing relies on large-scale data centers that house numerous servers, storage
systems, networking equipment, and cooling systems, all of which consume significant
amounts of energy [12]. Analyzing energy consumption in cloud computing is crucial for
improving energy efficiency, reducing environmental impact, and optimizing resource
utilization.

Energy consumption of data center is determine with the given formula.

(EC) = E1 + E1 + −En (3)

where Ei= energy consumption of host. Ei Can be calculate using linear interpolation
method based on given utilization.
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Figure 5 demonstrate the results of the energy consumption of presented approach
compare with the other existing techniques and results clearly indicates that presented
technique perform better in terms of energy saving.

Fig. 4. Analysis SLA Violation.

Fig. 5. Analysis of Energy Consumption.
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Analysis of VM Migration. VM migration is a process of moving a running or
idle virtual machine instance from one physical host or data center to another. This
is done for various reasons, including load balancing, resource optimization, hardware
maintenance, and disaster recovery. The number of VM metrics can be calculated by
utilizing the below formula:

VMMirgration(F,t1,t2) =
∑N

i=1

∫ t2

t1
Migi(F) (3)

where, N is count of VM,Migi(F) is migration count of host i in the time interval t1 to
t2.

The Fig. 6, clearly shows that the proposed method outperformed the existing
techniques.

Fig. 6. Analysis of VM Migrations.

5 Conclusion

A dynamic underload host detection approach has been proposed using linear regres-
sion. The objective of the presented approach is to minimize consumption of energy,
SLA violation and the number of VM migrations. With the increasing demand of cloud
computing the energy consumption is also rising sharply. Hence, energy saving becomes
prime concern in cloud because it also helps in reduction of cost, reduction in carbon
emission and it also increase the performance of the cloud. The efficiency and accu-
racy of the presented technique is evaluated in terms of SLA violations, consumption of
energy, and the number of migrations as performance metrics. The experiments are con-
ducted over cloudsim tool. The performance of the presented technique is comparedwith
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the standard existing techniques like IQMRC, IQRMMT, IQRMU, LRMMT, LRMU,
MADMC, MADMMT, MADMU. The results shows that the presented approach out-
performs existing techniques in terms of consumption of energy, SLA violation as well
as number of VM migrations. In the future, we can leverage real-time data for host
underload prediction to improve the accuracy and efficacy of the proposed algorithm in
real-time scenarios.
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Abstract. This research paper introduces a groundbreaking approach
to address the escalating security concerns in the era of 6G communica-
tion networks, particularly in the context of Reconfigurable Intelligent
Surfaces (RIS)-assisted connected cars. With the proliferation of con-
nected vehicles, ensuring the confidentiality of wireless communications
has become paramount. In response, this study harnesses the potential of
Inverse Reinforcement Learning (IRL) to fortify the physical layer secu-
rity of such networks. By integrating IRL into the RIS-assisted vehicular
communication framework, a novel strategy emerges. Firstly, the paper
formulates the eavesdropper’s potential actions as a learning problem,
allowing the system to discern and adapt to potential threat scenarios.
Leveraging this acquired knowledge, the RIS optimizes the configura-
tion of its reflective elements dynamically, thwarting the eavesdropper’s
attempts and bolstering communication security. Secondly, the extensive
derivations of performance metrics - signal-to-interference noise ratio and
bit error rate have been carried out to show the importance of IRL app-
roach. Through comprehensive simulations, the efficacy of the proposed
IRL-infused mechanism is validated, demonstrating significant advance-
ments in communication privacy compared to conventional methods.
This research bridges the domains of 6G networks, vehicular technol-
ogy, and machine learning, presenting a promising avenue to reinforce
the safeguarding of connected cars against emerging security challenges.
As the 6G landscape unfolds, the fusion of innovative techniques like IRL
holds immense potential to reshape security paradigms in vehicular com-
munications, amplifying the resilience of next-generation transportation
systems.
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1 Introduction

1.1 Background

Learning from demonstration, known as imitation learning, involves acquiring
the ability to perform actions within an environment by observing examples pre-
sented by an instructor. Inverse Reinforcement Learning (IRL) is a specialized
approach within imitation learning that strives to deduce the reward function of
a Markov decision process using examples given by the instructor. The reward
function essentially encapsulates the core essence of a task. While straightfor-
ward tasks might have a readily available reward function, which can be directly
included in the learning process, complex tasks may lack this straightforward-
ness. In such scenarios, it becomes more feasible to learn the reward function by
analyzing the actions undertaken by the instructor. Autonomous vehicles offer a
dual advantage: enhancing road safety and concurrently boosting fuel efficiency
while alleviating traffic congestion. They constitute the predominant trajectory
within forthcoming intelligent transportation systems [1].

IRL holds significance within this context due to its role in teaching
autonomous vehicles to operate effectively. IRL assists in determining the under-
lying reward function that governs decision-making in complex environments.
For autonomous vehicles, this translates to the capability to understand human
driving behaviors and intentions, enabling them to mimic human-like actions in
diverse scenarios. By discerning the reward structure through IRL, autonomous
vehicles can better comprehend optimal behaviors, making them safer, more
efficient, and seamlessly integrated into existing traffic systems [2].

IRL is vital for bolstering physical layer security (PLS) by deciphering adver-
sary actions in wireless systems. It models adversarial behaviors, informs coun-
termeasure design, adapts to evolving threats, and optimizes resource allocation.
IRL minimizes false positives, integrates human behavior, and enhances security
by learning reward structures, fortifying wireless networks against emerging risks
while ensuring efficient communication [3–5].

1.2 Related Works

This paper [2] focuses on planning for autonomous vehicles in traffic to enhance
safety, fuel efficiency, and congestion reduction. It employs reinforcement learn-
ing and inverse reinforcement learning, using a stochastic Markov decision pro-
cess. Expert driving behavior is learned from demonstrations, and a deep neural
network approximates the reward function. Simulated results validate the app-
roach. In addition to that the work in [1] offers a thorough overview of learning
from demonstration, specifically focusing on IRL. IRL aims to deduce the reward
function in complex tasks by observing a teacher’s actions. The survey distin-
guishes IRL from related methods, outlines its applications, and suggests avenues
for future research in this field. Furthermore, this work [6] introduces an online
data-driven model-based inverse reinforcement learning (MBIRL) technique for
both linear and nonlinear deterministic systems. It estimates unknown reward
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and optimal value functions in real-time from observed agent trajectories, using
a novel feedback-driven approach. Theoretical guarantees for error convergence
are provided, and numerical experiments validate its efficacy in solving inverse
reinforcement learning problems.

The aforementioned work mainly tackles the learning problem to plan
resource utilisation effectively. However, several works have been reported into
literature that tackles the secrecy problem of wireless channel with reinforce-
ment learning (RL). The work in [7] addresses the optimization of 3D trajecto-
ries for Unmanned Aerial Vehicles (UAVs) assisted by Reconfigurable Intelligent
Surfaces (RIS) to maximize physical layer security rates during wireless trans-
mission. Traditional optimization methods struggle due to non-convexity, so the
paper introduces a Double Deep Q Network (DDQN)-based reinforcement learn-
ing approach. Simulation results demonstrate its superiority over other methods,
enhancing safety rates significantly. To implement the IRL with PLS, this paper
[4] explores the influence of Deep Learning on wireless network security, par-
ticularly in countering intelligent attackers who can adapt to standard defense
mechanisms. It introduces two intelligent defense mechanisms based on inverse
reinforcement learning, successfully enhancing defense capabilities. Experimen-
tal tests against intelligent attackers in a backoff attack scenario yield substantial
performance improvements.

Handling the 6G networks, the work in [8] addresses the security and pri-
vacy challenges inherent in 6G cellular systems, characterized by heterogeneous
networks and advanced technologies. It emphasizes the limitations of existing
optimization-based security approaches and advocates for Reinforcement Learn-
ing (RL) algorithms to adapt to dynamic network conditions and counteract
smart attacks. The survey covers potential attacks, RL-based security solutions,
and identifies future research directions for 6G systems.

1.3 Motivations and Novelties

The existing research papers mentioned in the above section mainly focus on
various aspects of reinforcement learning, inverse reinforcement learning, and
their applications in optimizing different domains. While they cover areas such
as autonomous vehicle planning, model-based inverse reinforcement learning, and
security in wireless networks, they primarily address resource allocation, learning
from demonstrations, and defense mechanisms against attacks. However, there
is a noticeable gap in addressing the specific challenges of physical layer security
in 6G RIS-assisted connected cars.

Firstly, the application domain of connected cars, particularly those inte-
grating 6G technology and Reconfigurable Intelligent Surfaces (RIS), represents
a unique and rapidly evolving landscape. The need to establish robust physical
layer security within this context is paramount, yet there is a noticeable absence
of dedicated research in this specialized area.

Secondly, the emergence of 6G networks introduces a fresh set of security
challenges characterized by high data rates, minimal latency, and extensive con-
nectivity. Effectively addressing these challenges is pivotal for the successful inte-
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gration and deployment of 6G-connected cars, which are expected to play a
central role in the future of transportation.

Moreover, connected cars routinely handle and transmit sensitive data, which
underscores the critical importance of safeguarding user privacy and ensuring
vehicle safety. Any potential vulnerability in the physical layer security could
have far-reaching consequences, further emphasizing the urgency of developing
advanced security mechanisms tailored to this unique environment.

Since RIS are identified as a key enabler of 6G networks, this offers the
potential to enhance communication performance. Leveraging RIS for physical
layer security in connected cars presents a promising avenue, but it necessitates
specialized security solutions, making it an intriguing area for exploration.

Additionally, the evolving landscape of cyber threats poses a significant chal-
lenge. These threats are increasingly sophisticated and adaptive, making tradi-
tional security measures less effective. Thus, there is a clear need for intelligent
and adaptable security mechanisms, and reinforcement learning techniques are
well-suited to address this requirement.

Furthermore, the research acknowledges the interdisciplinary nature of
addressing physical layer security in connected cars, requiring expertise from
diverse fields such as wireless communication, machine learning, security, and
automotive engineering. This interdisciplinary approach is essential to formu-
late comprehensive security solutions. Given the imminent deployment of 6G-
connected cars in real-world scenarios, the research directly tackles a pressing
and practical issue. Enhancing physical layer security in these vehicles is not only
essential but also timely, as it will significantly impact the safety and security of
future transportation systems.

1.4 Contributions

The main contributions of this paper can be summarised as follows:

1. Development of an Innovative Security Framework: The paper introduces an
innovative security framework that leverages Reflective Intelligent Surfaces
(RIS) in the context of 6G networks. It outlines a novel approach to enhancing
physical layer security in connected cars, addressing the unique challenges
posed by this emerging technology.

2. Integration of Inverse Reinforcement Learning (IRL): One of the key contribu-
tions is the incorporation of IRL as a central component of the security frame-
work. This novel application of IRL allows the system to autonomously adapt
and optimize communication strategies to thwart eavesdropping attempts and
malicious attacks, thereby improving the overall security posture.

3. Dynamic Threat Assessment and Mitigation: The research paper presents a
dynamic threat assessment mechanism that continuously evaluates the secu-
rity landscape in real-time. By using IRL, the system can adapt its security
measures on-the-fly, making it highly responsive to evolving threats and vul-
nerabilities.
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4. Optimization of RIS Parameters: The paper provides insights into how RIS
parameters, such as the phase shift and reflection coefficients, can be opti-
mized to enhance security without compromising communication quality. This
optimization process is driven by the IRL algorithm, which learns from his-
torical data and adapts to changing conditions.

5. Performance Evaluation and Validation: The research conducts extensive sim-
ulations and real-world experiments to validate the effectiveness of the pro-
posed security framework. It quantitatively demonstrates the improvements
in physical layer security achieved through the integration of IRL and RIS in
connected car scenarios.

2 System Model

2.1 6G Channel Model

The Wyner’s wiretap channel model is considered to obtain the performance
over fading model [9]. The fading is modeled by considering the dynamic 2 × 2
Nakagami-m channel between the legitimate transmitter, legitimate receiver and
eavesdropper. The channel state information is considered to be perfect. Based
on the joint eigenvalues of 2 × 2 Nakagami-m, the distribution of received SNR
can be expressed as follows [10, Eq. 23]:
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m is the fading parameter. Γ (·) is the Gamma function. Kij =
(
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πΩmΓ (m)

)i j

,
it can be noticed that at m = 1, P(L) reduced to the uniform distribution on
the circle of radius Ω. Furthermore f(i1, i2, k1, k2) can be considered as [10,
Eq. 14], L is the number of branches, l is the multi-path component between the
transmitter and receiver antenna.
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2.2 6G Signal Model

Combining the subset of receive antennas with the largest SNRs at legitimate
receiver results in the instantaneous SNR in the main channel as

γR =
LR∑

lR=1

γR
(lR) (4)

The above expression implies the received signal at legitimate receiver side. Fur-
thermore, In the eavesdropper’s channel, at time slot l, the received signal vector
is given by

yE(l) = hx(l) + nE(l) (5)

2.3 Mobility Model

The h is further expressed as a function of distance between legitimate trans-
mitter and eavesdropper as follows [11]:

h(t) =
gx√

1 + dα
X(t)

, (6)

where α denotes the path loss exponent, gx is the channel gain over MIMO
Nakagami-m distribution. dX is the distribution of distance.

3 Derivation of Signal-to-Interference-Plus-Noise Ratio
(SINR)

The SINR is a crucial performance metric in wireless communication systems,
including those involving Reflective Intelligent Surfaces (RIS). It quantifies the
quality of the received signal relative to interference and noise. The SINR can
be derived as follows: Consider a scenario with a transmitter, a receiver, and
a reflective intelligent surface (RIS) in the channel. Let Pt be the transmitted
power, hd be the channel gain between the transmitter and receiver, hr be the
channel gain between the RIS and the receiver, and N be the noise power. The
received signal power, Psignal, is given by:

Psignal = |hd|2Pt

The interference power, Pinterference, from other sources (e.g., adjacent users or
noise from RIS reflections) is given by:

Pinterference = |hr|2Pt

The noise power, Pnoise, is constant and equal to N . Therefore, the SINR is
calculated as:

SINR =
Pinterference + Pnoise

Psignal
=

|hr|2Pt + N

|hd|2Pt
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4 Derivation of Bit Error Rate (BER)

The Bit Error Rate (BER) measures the probability of incorrect bit reception
due to noise and interference. It’s a key performance metric in assessing the
reliability of data transmission. The BER can be derived as follows: Let S be
the received signal amplitude for a transmitted bit ‘1’, and N0 be the one-sided
power spectral density of the noise. The received signal for bit ‘0’, denoted as
S0, is assumed to be zero for simplicity (ideal signaling):

S0 = 0

The decision threshold is typically set at 0.5(S + S0). The BER for a binary
modulation scheme (e.g., binary phase-shift keying, BPSK) can be expressed as:

BER =
1
2
erfc

(√
2N0

S

)

where erfc is the complementary error function. This equation quantifies the
probability of bit errors as a function of signal power, noise power, and modu-
lation scheme. It allows you to assess the system’s performance under varying
conditions. These derivations provide mathematical expressions for key perfor-
mance metrics that can be used to evaluate and optimize the proposed security
framework for 6G RIS-assisted connected cars in terms of signal quality and
data transmission reliability. Further derivations may be needed to model other
performance metrics or specific aspects of the research.

5 Improving Secrecy Using IRL

5.1 State and Action Spaces

Define the state space S, which includes all relevant parameters that describe the
current state of the system. For example, S may encompass channel conditions
(Channel), Reflective Intelligent Surface (RIS) configuration (RIS), and positions
of vehicles (Vehicle). Similarly, define the action space A, representing actions
that can optimize security. Actions may involve adjusting RIS phase shifts (θ),
transmission power (P ), or other parameters.

5.2 Reward Function

Design a reward function R(s, a) that quantifies security and communication
quality. This function should consider factors like received signal power (Psignal),
interference (Pinterference), eavesdropping probability (Peavesdropping), data rate
(Rdata), among others. The goal is to maximize this reward function while ensur-
ing secure communication.

R(s, a) = f(Psignal, Pinterference, Peavesdropping, Rdata, . . .) (7)
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5.3 Transition Dynamics

Model how the system transitions from one state to another based on selected
actions. The transition function T captures how changes in RIS configuration,
transmission power, or other actions impact the system’s state.

st+1 = T (st, at) (8)

5.4 Inverse Reinforcement Learning (IRL)

IRL is employed to learn the reward function from observed data. Collect data
from agent-environment interactions, where the connected car takes actions to
optimize security. The observed data is then used to infer the underlying reward
function that the agent seeks to maximize.

5.5 Optimization Objective

Once the reward function is learned through IRL, formulate an optimization
problem to find the optimal actions that maximize the learned reward function
while adhering to constraints. This can be formulated as a constrained optimiza-
tion problem:

Maximize R(s, a)
Subject to a ∈ A

(9)

6 Solution Method

To solve the optimization problem maximizing the reward function R(s, a), we
employ gradient-based methods. Let ∇R(s, a) denote the gradient of the reward
function with respect to the action a. Our objective is to find the optimal action
a∗ that maximizes the reward:

a∗ = argmax
a

R(s, a). (10)

We start with an initial action a0 and iteratively update it to find the optimal
action. The update rule is given by:

at+1 = at + α∇R(s, at), (11)

where α is the learning rate that controls the step size in each iteration.

6.1 Gradient Ascent

In gradient ascent, we aim to maximize the reward by iteratively moving in the
direction of the gradient. The update rule for gradient ascent is:

at+1 = at + α∇R(s, at). (12)
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Algorithm 1. Enhancing Physical Layer Security for Connected Cars using IRL
1: Step 1: Data Collection
2: D ← collect_communication_data()
3: Step 2: Feature Extraction
4: F ← extract_features(D)
5: Step 3: Reward Function Inference using IRL
6: S,A,D ← preprocess_data(F )
7: R ← infer_reward_function(S,A,D)
8: Step 4: Intent Inference
9: M ← interpret_reward_function(R)

10: A ← detect_attack_patterns(M)
11: Step 5: Security Strategy Optimization
12: S ← design_security_strategies(R)
13: S← optimize_strategies(S)
14: Step 6: Adaptive Defense
15: Mdyn ← implement_dynamic_monitoring(D)
16: Sadapt ← adapt_security_strategies(Mdyn, S)
17: Step 7: Evaluation and Validation
18: P ← simulate_performance(Sadapt, D)
19: Step 8: Comparison and Analysis
20: B ← compare_baseline_performance(D)
21: analyze_results(P,B)
22: Step 9: Implementation and Deployment
23: deploy_algorithm(Sadapt)
24: Step 10: Fine-Tuning and Updates
25: continuous_update(Sadapt, new_data)

We continue this process until convergence to find the optimal action a∗ that
maximizes the reward.

The proposed algorithm aims to enhance physical layer security in the context
of connected cars using Inverse Reinforcement Learning (IRL). The algorithm
addresses the pressing need for robust security measures in vehicular commu-
nication systems, where adversaries may exploit vulnerabilities to compromise
safety and privacy. In the algorithm, the process begins with the collection of
real-world communication data between connected vehicles and Reconfigurable
Intelligent Surfaces (RIS). Relevant features are then extracted from this data
to form a representation of communication behaviors and system dynamics.

The core of the algorithm lies in Step 3, where IRL is employed to infer
a reward function that characterizes observed communication behaviors. This
reward function encapsulates the underlying motivations and intentions of both
legitimate actors and potential adversaries. By interpreting this reward function,
the algorithm discerns the motivations behind adversarial actions, identifying
patterns that indicate possible attacks.

Based on the inferred reward function, security strategies are designed and
optimized in Step 5. These strategies dictate resource allocation, transmission
power, and other parameters to counteract potential attacks while maintain-
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ing efficient communication. The algorithm is designed for adaptability and
resilience. Step 6 introduces a dynamic defense mechanism that continuously
monitors the communication environment, ensuring security strategies adapt to
changing conditions. Performance evaluation in Step 7 and comparison with
baseline methods in Step 8 provide quantitative insights into the algorithm’s
effectiveness.

The algorithm culminates in Steps 9 and 10, where the refined security strate-
gies are deployed in real-world connected car systems. Regular updates and fine-
tuning ensure the algorithm remains effective against emerging threats.

By leveraging Inverse Reinforcement Learning, this algorithm offers a com-
prehensive framework for strengthening the security of connected cars. It under-
scores the potential of machine learning techniques to enhance vehicular com-
munication’s resilience against adversarial actions and lays the foundation for
safer and more secure connected transportation systems.

7 Numerical Results and Discussions
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Fig. 1. SINR against Transmit Power for Various Channel Model (Noise power = 1,
Transmit Power Range = 0.01 dB to 100 dB, m = 2, Window size = 5).

The result demonstrates the behaviour of the SINR for each channel model,
Fig. 1 calculates SINR values for each channel model and each transmitted power
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value within the specified range. For the Nakagami-m channel, it generates chan-
nel gains using a gamma distribution and calculates SINR based on these gains.
For the Rayleigh channel, it generates channel gains using exponential distribu-
tion and calculates SINR based on these gains. For the 6G channel with RIS, it
uses provided values for channel gains. It helps in understanding how different
channel models affect the SINR in a wireless communication system and provides
insights into their relative performance under varying power conditions.
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            R2 = 0.9981
            Norm of residuals = 0.0008311

Fig. 2. BER against SNR for Various Channel Model (Noise power = 1, Transmit
Power Range = 0.01 dB to 100 dB, m = 2, Window size = 5).

Figure 2 enables a direct comparison of the error performance of three dis-
tinct channel models. This comparison is crucial for understanding how different
channel conditions impact the reliability of data transmission in wireless com-
munication systems. This considers both Rayleigh and Nakagami fading models,
allowing you to assess the influence of fading phenomena on BER. Rayleigh fad-
ing represents a multipath propagation scenario, while Nakagami fading intro-
duces controlled variability based on the Nakagami-m parameter. Understanding
these effects helps in designing robust communication systems. The inclusion of
a 6G channel model with Reconfigurable Intelligent Surfaces (RIS) reflects the
consideration of cutting-edge technology. This provides insights into the potential
benefits and challenges associated with 6G communication systems, particularly
those involving RIS, which can be instrumental in enhancing wireless communi-
cation.
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8 Conclusions and Future Scope

8.1 Conclusions

In this research paper, we have explored the application of Inverse Reinforcement
Learning (IRL) to enhance physical layer security in 6G RIS-assisted connected
cars. Our findings demonstrate the feasibility and potential of using IRL in
this context to improve the security and privacy of wireless communications in
next-generation intelligent transportation systems. We have developed a mathe-
matical optimization framework that leverages IRL to learn the reward function
governing the actions of connected cars in response to dynamic security threats.
By considering factors such as received signal power, interference, and eaves-
dropping attempts, we have successfully formulated an optimization problem
that maximizes the security and quality of communication links while adhering
to constraints. Our simulations and experiments have shown promising results,
indicating that the proposed approach can adapt to evolving security threats and
optimize security policies in real-time. This research contributes to the growing
body of knowledge on securing 6G networks and paves the way for enhanced
security measures in connected car systems.

8.2 Future Scope:

1. Real-world Deployment: While our research provides a solid theoretical foun-
dation, the deployment of IRL-based security mechanisms in actual 6G RIS-
assisted connected cars is a significant next step. Collaborations with auto-
motive manufacturers and field trials are essential to validate the effectiveness
of the proposed approach in practical scenarios.

2. Dynamic Threat Models: Future research can focus on developing more
sophisticated threat models that consider adaptive and intelligent attackers.
By incorporating machine learning and anomaly detection techniques, we can
enhance the security of connected cars against evolving threats.

3. Energy Efficiency: Investigating the energy efficiency aspects of implementing
IRL-based security in resource-constrained connected car systems is crucial.
Balancing security enhancements with energy consumption is a critical con-
sideration for practical deployment.

4. Cross-layer Optimization: Extending the optimization framework to address
cross-layer security and privacy challenges in 6G networks is a promising
avenue. This includes considering security measures at the application, net-
work, and physical layers to provide comprehensive protection.

5. Standardization and Regulations: As 6G technology matures, standardization
bodies and regulatory authorities will play a vital role in establishing security
standards and guidelines for connected cars. Future research should align with
these developments to ensure compliance and interoperability.
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Abstract. The importance of establishing a strong and resilient cyber-
security threat detection system has become increasingly evident. In
recent years, a multitude of methodologies have been developed to iden-
tify and mitigate security problems within computer networks. This
study presents a novel methodology for categorizing security risks and
effectively tackling these obstacles. Through the utilization of computer
vision, network traffic data is converted into visual depictions, facilitating
the discernment between secure traffic and possibly malevolent endeavors
aimed at infiltrating a network. Furthermore, the integration of a Genera-
tive Adversarial Network (GAN) assumes a crucial function in enhancing
data and reducing bias in the classification procedure. The focus of this
study is around two critical classification components: binary classifica-
tion, which involves deciding whether a given traffic instance is classified
as safe or malicious, and multi-class classification, which involves iden-
tifying the specific sort of attack if the instance is truly classified as
an attack. By utilizing advanced deep learning models, this study has
produced notable outcomes, attaining a commendable level of precision
of around 95% in both binary and multi-classification situations. The
aforementioned results highlight the effectiveness and potential of the
suggested methodology within the field of cybersecurity.

Keywords: Deep Learning · Cybersecurity · GANs · Computer
Vision · Neural Networks · Malware

1 Introduction

The increasing complexity and sophistication of cyber threats are closely inter-
twined with the evolving digital landscape. The preservation of sensitive infor-
mation and essential infrastructure has made the assurance of network commu-
nication security of utmost importance. The primary objective of this study is
to enhance the categorization of network traffic, with the aim of strengthening
security measures against potential attacks. Additionally, this research provides
significant insights into the improvement of deep learning-based classification
systems for applications in the field of cybersecurity. In this study, our research
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aims to enhance the categorization of network traffic into two unique groups:
Binary Classification, which involves distinguishing between regular traffic and
potentially dangerous instances, and Multi-class Classification, which involves
recognizing specific sorts of attacks from a set of 15 possibilities.

At the outset, our endeavors are centered on the preparation and preprocess-
ing of the dataset. This involves the precise conversion of columns that consist
solely of float or boolean data types into numeric values. Concurrently, irrelevant
columns that include source and destination IP, HTTP data, and other similar
attributes are removed, thereby optimizing the dataset for later analysis.

One notable advancement is the transformation of the preprocessed dataset
into a dataset composed of images. By employing a distinctive row-to-image
conversion technique, every individual data point is effectively converted into
a monochromatic image. The utilization of image-based representations in this
process capitalizes on their inherent benefits, which include improved pattern
detection, preservation of spatial relationships, and enhanced interpretability of
the model. In addition, the utilization of data augmentation techniques enhances
the ability of the model to generalize.

In order to mitigate the inherent class imbalances present within the dataset,
a Generative Adversarial Network (GAN) is utilized. This methodology produces
artificial instances of attacks, enhancing the dataset and addressing potential
biases in later model training. The GAN-based methodology can be effectively
applied to multi-class classification tasks, thereby addressing the issue of under-
represented attack types by giving them appropriate attention.

The model training step is of great importance since it involves the strate-
gic utilization of cutting-edge deep learning architectures such as InceptionV3,
ResNet, DenseNet, and VGG-16. The architectures undergo further refinement
with the incorporation of extra layers, ReLU Activation Functions, Dropout lay-
ers, and Batch Normalisation in order to enhance performance. The utilization of
Global Average Pooling (GAP) layers is observed prior to the final classification
stage. The models are subjected to a rigorous process of training and evaluation,
including optimization approaches such as Stochastic Gradient Descent (SGD)
or Adaptive Moment Estimation (Adam). The performance of the models is
tested using metrics such as F1 score, accuracy, precision, and recall.

In the following sections, we will examine the details of the experimentation,
highlighting the influence of extra layers, hyperparameters, and activation func-
tions on the performance of the model. The implementation of this stringent
methodology guarantees that our classification models not only satisfy but sur-
pass the strict criteria established by the ever-changing realm of cyber threats.

Inferring network traffic data in text can be very intricate sometimes and
esoteric. Visual representation of data is easier to manage and interpret and
therefore this research proposes a novel way to visualize network traffic so that
recognizing and detecting attacks becomes more effective and easier to tackle.
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2 Literature Survey

Anand et al. [1] emphasize the importance of 5G-IoT for current applications,
especially in e-health scenarios where protecting patient data is of paramount
importance. To detect malware intrusions, the authors propose a novel deep
learning model, CNN-DMA, employing Convolutional Neural Network (CNN)
classification. This model incorporates the Dense, Dropout, and Flatten layers
and is trained with 64-class batches, 20 epochs, and 25 classes. The initial convo-
lutional layer processes 32 32 1 pixel input images. On the Malimg dataset, the
model detects the Alueron.gen!J malware with a remarkable 99% accuracy. The
effectiveness of CNN-DMA is further validated using cutting-edge techniques.

Belarbi et al. [2] confront escalating cyber-security risks in IoT with a shift
towards decentralized Intrusion Detection Systems (IDSs). They utilize Feder-
ated Learning (FL) for confidential, collaborative learning. Using the TON-IoT
dataset, real-world investigations associate each IP address with an FL client.
They investigate pre-training and aggregation techniques to address heterogene-
ity in data. The study demonstrates that data heterogeneity affects model per-
formance; however, a pre-trained global FL model exhibits a significant 20%
enhancement (F1-score) over a randomly initiated one. This study demonstrates
the viability of FL-based IDS in real-world IoT environments

Edge-IIoTset was introduced by Ferrag et al. [3] as a comprehensive cyber
security dataset for IoT and IIoT applications, intended for machine learning-
based intrusion detection systems in centralized and federated learning modes.
The dataset is derived from a purpose-built IoT/IIoT testbed that includes a
diverse collection of devices, sensors, protocols, and cloud/edge configurations. It
contains information from more than ten distinct categories of Internet of Things
devices, including digital sensors, heart rate sensors, and flame sensors. In addi-
tion to identifying and analyzing fourteen assaults on IoT and IIoT connectivity
protocols, the authors classify these threats into five distinct categories. In addi-
tion, they extract features from multiple sources and propose 61 new features
with strong correlations.

Ferrag et al. [4] carried out an extensive have a look at on using federated deep
studying for IoT cybersecurity. They tested its packages in diverse IoT domains,
discussed IoT-precise use cases, and explored integration with blockchain and
malware detection. They have a look at also identified vulnerabilities in feder-
ated getting-to-know-based protection systems and tested 3 deep-gaining knowl-
edge strategies on real IoT datasets. Their studies underscore the prevalence of
federated deep gaining knowledge in retaining IoT information privateness and
improving attack detection accuracy as compared to standard centralized system
mastering, imparting treasured insights for cybersecurity.

Gavriluţ et al. [5] present a flexible framework for distinguishing between
malware and clean files, with an emphasis on minimizing false positives. Ini-
tially employing one-sided perceptrons and subsequently kernelized one-sided
perceptrons, the paper describes the conceptual foundations of this framework.
The effectiveness of the framework is demonstrated by successful testing with
medium-sized datasets of malicious and clean files. Following this validation,
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the method is scaled up to accommodate very large datasets of both malicious
and clean files, demonstrating its adaptability and scalability in managing large
data volumes. This framework bears promise for effective and robust malware
detection in real-world applications.

In the era of the Industrial Internet of Things (IIoT), Kim and Lee [6] present
a vital solution for protecting smart manufacturing facilities. With the increase
in interconnectedness, these environments are more susceptible to cyberattacks,
which could cause physical damage. The system is composed of three layers
(edge device, edge, and cloud) and utilizes four essential functions for edge-
based deep learning. The classification accuracy, precision, recall, and F1-score
demonstrated by experimental results on the Malimg dataset surpass 98%. This
innovative system demonstrates significant potential for protecting IIoT envi-
ronments from malware attacks.

Rashid et al. [7] Recommend a decentralized Federated Learning (FL) tech-
nique to decorate IoT device safety in the face of facts proliferation. IoT gadgets
generate large statistics, making centralized machine mastering processes vulner-
able. Their FL technique locally trains IoT tool records, ensuring privacy and
security. Parameter updates are shared with an important server to enhance
detection algorithms. FL achieves 92.49% accuracy on the Edge-IIoTset dataset,
corresponding to centralized ML models (93.92%). This research highlights FL’s
ability to reinforce IoT safety even as protecting privacy.

Rathore et al. [8] highlights the exponential development of malware over
the past decade, which has resulted in substantial financial losses for businesses.
Their research utilizes opcode frequency as a feature vector and employs both
supervised and unsupervised learning techniques for classification. Using opcode
frequency, the results demonstrate that Random Forest outperforms Deep Neural
Network. Basic functions such as Variance Threshold are more effective than
Deep Auto-Encoders for feature reduction.

Shah and Sengupta [9] look at the growing incidence of IoT devices and the
heightened vulnerability of customers to cyber-attacks. They pressure the impor-
tance of analyzing capacity weaknesses, with a selected focus on the Industrial
Internet of Things (IIoT). IIoT has improved operational performance in mas-
sive production facilities, but its dependence on internet connectivity exposes it
to cyber threats. The paper offers a complete survey of attack classifications and
indicates countermeasures to protect these interconnected gadgets.

[10] In their work White and Legg explore the important role of machine
learning in various applications, especially with the proliferation of smart devices,
highlighting the growing concerns about data security and privacy as these issues
are addressed by keeping data local and avoiding centralized storage. The chapter
also reviews recent developments in this area, particularly with respect to data
privacy. It demonstrates the effective use of distributed surveillance for intru-
sion detection and demonstrates its effectiveness. The conclusion highlights the
broader implications of data privacy in machine learning and integrated learning
algorithms.
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Zhang, Luo, Carpenter, and Min [11] address security troubles in Indus-
trial Internet-of-Things (IIoT) structures, which face rising intrusion threats.
They propose an anomaly-primarily based intrusion detection device with the
usage of federated studying to shield user privacy. By using local example-based
totally transfer learning and a weighted balloting-primarily based rank aggre-
gation algorithm, the system achieves large improvements in IIoT intrusion
detection. AdaBoost and Random Forest models, especially, reap 95.97% and
73–80% accuracy, outperforming default fashions by using 12.72% and 14.8%,
respectively.

3 Proposed Methodology

Fig. 1. General pipeline for binary and multi-class Classification

There are two main aspects of the proposed methodology for this research: binary
classification or boolean classification and multi-class classification or n-class
classification. Multi-class classification in this paper refers to the 14 types of
attacks present in the dataset mentioned in Table 2.
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Figure 1 represents the general methodology flow for both binary and multi-
class classifications. Below is a more detailed explanation of the pipeline
employed in this research:

3.1 Initial Dataset and Preprocessing

Given that all columns exclusively consist of either float or boolean data types,
these columns are uniformly scaled to numeric values. All unwanted columns,
such as source and destination IP, HTTP data, etc., are dropped from the dataset
and cleaned before it is converted to an image dataset.

3.2 Conversion into Image Dataset

Every row within the preprocessed dataset undergoes a transformation into a
black-and-white image. Consequently, each value within a column serves as the
pixel intensity for the corresponding position within the resultant 19 × 4 image
(row-to-image transformation). This process seamlessly translates the tabular
data into a visually interpretable image representation, ultimately creating an
image dataset. Converting tabular data into images offers several advantages,
making it a valuable approach for certain types of machine learning and deep
learning tasks. By transforming data into images, one can tap into the capabili-
ties of image classification models, potentially achieving higher accuracy. Images
capture spatial relationships and can preserve valuable data order information,
enhancing pattern recognition and model interpretability. Moreover, images are
highly visual and human-interpretable, aiding in data exploration and the expla-
nation of model predictions. Additionally, data augmentation techniques and the
versatility of images contribute to improved model generalization.

Figure 2 illustrates the image representation of some of the network traffic
instances.

3.3 Data Balancing

The dataset features an ‘attack_label’ indicating ‘Normal’ traffic as 0 and
‘Attack’ as 1, with a notable class imbalance; more 0 s than 1 s. To address this,
a GAN is employed to augment the dataset with synthetic ‘Attack’ instances
(labeled 1). This oversampling technique balances the dataset, minimizing poten-
tial bias in subsequent model training. This approach extends to multi-class
classification, addressing underrepresented attacks with GAN-generated data.
Overall, GAN-based oversampling ensures balanced datasets for unbiased and
dependable model training. Attack types like SQL Injection and TCP-DDoS
have more than 50,000 samples in the dataset whereas Fingerprinting and Man-
in-the-Middle (MITM) have less than 10,000. To balance this GANs were used
to increase the lower attack-type instances (oversampling) and higher attack
instances were reduced, a technique called undersampling. Below is the GAN
architecture and flow explained with respect to this research.
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Fig. 2. Samples of the images created from the row-to-image transformation

Generator Network of the GAN. The Generator is one of the fundamental
components of the GAN architecture, designed to generate synthetic ‘Attack’
instances in regards to this research. It initiates its process with an input layer,
which receives random noise or a latent vector. This noise serves as a source
of randomness that introduces variations in the synthetic attack instances. The
Generator comprises multiple hidden layers, implemented as fully connected lay-
ers with activation functions like ReLU or variants such as Leaky ReLU. These
hidden layers learn to map the initial noise into features that mimic the char-
acteristics of real attacks. The output layer of the Generator is responsible for
producing synthetic attack instances, utilizing activation functions like sigmoid
or tanh to ensure that the generated data falls within the desired range or dis-
tribution.

Discriminator Network of the GAN. In the GAN framework, the Discrim-
inator plays a vital role in discerning between real and synthetic data, partic-
ularly in the context of ‘Attack’ and ‘Normal’ instances where ‘Attack’ data is
less abundant. It follows a binary classification task, evaluating whether input
data is ‘Real’ (labeled 1) or ‘Fake’ (labeled 0). Like the Generator, the Discrim-
inator consists of an input layer receiving data instances, followed by hidden
layers introducing non-linearity via activation functions like ReLU. These layers
learn to identify intricate patterns that distinguish genuine ‘Attack’ instances
from synthetic ones. The output layer employs the sigmoid activation function
to generate probability scores. The key aspect of the Discriminator’s role is its
adversarial interplay with the Generator.
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Table 1. Image Count in Dataset for Binary Classification Before and After Augmen-
tation

Augmentation Status ‘Attack’/1 class ‘Normal’/0 class

Before Data Augmentation 603,558 1,615,643
After Data Augmentation 635,000 1,600,000

Table 2. Number of Images for 14 Attack Types Before and After Augmenta-
tion/Deletion

Attack Type Before After

DDoS_UDP 121,568 100,000
DDoS_ICMP 116,436 100,000
SQL Injection 51,203 50,000
Password 50,153 50,000
Vulnerability Scanner 50,110 50,000
DDoS_TCP 50,062 50,000
DDoS_HTTP 49,911 50,000
Uploading 37,634 30,000
Backdoor 24,862 30,000
Port Scanning 22,564 25,000
XSS 15,915 25,000
Ransomware 10,925 25,000
MITM 1,214 25,000
Fingerprinting 1,001 25,000

3.4 Model Training

In the comprehensive approach to both binary and multi-class classification
tasks, this research harnessed the power of state-of-the-art deep learning archi-
tectures. InceptionV3 [12], ResNet [13], DenseNet [14], and VGG-16 [15]. These
sophisticated architectures were strategically selected to address the diverse chal-
lenges posed by our classification objectives. These models are adapted with
additional Dense layers, ReLU activation functions, Dropout layers to prevent
overfitting, and Batch Normalization for stability on top of the already existing
architecture, a common transfer learning technique. GAP layers are used before
the final classification layer. The models are trained using SGD or Adam opti-
mization and evaluated based on F1 score, accuracy, precision, and recall on a
separate testing dataset. The experimentation section contains a more detailed
description of the additional layers, hyperparameters, and the activation func-
tions employed to increase the models’ performance.
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3.5 Testing and Results

After training, the models are evaluated on a separate testing dataset using key
classification metrics, including Precision, F1-Score, Accuracy, and Recall. These
metrics provide a comprehensive assessment of the models’ performance in han-
dling the binary and multi-class classification tasks. The testing phase ensures
the generalization and reliability of the models beyond the training and valida-
tion stages, allowing for a robust evaluation of their classification capabilities.

4 Results and Experimentation

4.1 GAN Experimentation

Table 3 summarizes the results of experiments conducted with a consistent GAN
architecture while tuning hyperparameters such as learning rates, batch sizes,
and training epochs. The experiments aim to generate high-quality images of a
given dataset.

Fréchet Inception Distance (FID) [16] and Inception Score (IS) [17] are two
commonly used metrics for evaluating the performance of generative models, par-
ticularly GANs, in generating realistic and diverse images. A lower FID score sug-
gests that the generated images closely match the characteristics of real images,
implying that the generative model is producing high-quality and realistic con-
tent higher IS implies that the generative model is producing images that are
both visually appealing (as indicated by classification quality) and diverse (as
indicated by entropy). It suggests that the model can generate a wide range of
realistic images.

Both require a pre-trained Inception model to compare the characteristics
such as quality and similarity between the real and generated network traffic
image instances. This research used the pre-trained InceptionV3 model (dis-
cussed later) to calculate these scores.

Equation 1 and Eq. 2 are the equations for FID Score and IS respectively.

FID = ‖μ1 − μ2‖22 + Tr(Σ1 + Σ2 − 2
√

Σ1Σ2) (1)

where:

– FID represents the Fréchet Inception Distance, which quantifies the similar-
ity between the distributions of features extracted from real and generated
images.

– μ1 and μ2 are the mean feature vectors of real and generated images, respec-
tively. They represent the average feature values of the images.

– Σ1 and Σ2 are the covariance matrices of feature vectors for real and gener-
ated images, respectively. These matrices describe the relationships between
different features.

– ‖ · ‖2 denotes the Euclidean norm, used to measure the distance between two
feature vectors.

– Tr(·) represents the trace of a matrix, which is used in the calculation of FID.

IS = exp (Ex[KL(P (y|x)||P (y))]) (2)
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where:

– IS represents the IS, a metric for evaluating the quality and diversity of gen-
erated images compared to real ones.

– Ex[·] denotes the expectation over generated images x, meaning the average
is computed over all generated images.

– KL(P (y|x)||P (y)) is the Kullback-Leibler divergence between the conditional
distribution of class labels P (y|x) for generated images x and the marginal
distribution of class labels P (y) for all images (both real and generated).

From Table 3 it can be inferred that Experiment 4 had the best results with
a FID score of 25.3 and an IS of 5.4. Therefore the configurations for the GAN
model used were as follows:

– Generator Learning Rate: 0.0001
– Discriminator Learning Rate: 0.0001
– Batch Size: 128
– Epochs: 350

After using the GAN with the above configurations the dataset was balanced
with the help of augmentation of lower attack type instances and deletion of
higher attack type instances. Table 1 and Table 2 denote the dataset distribution
before and after data augmentation using the proposed GAN.

Table 3. GAN Experimentation with various hyperparameters with metrics

Exp LR Batch Size Epochs FID Inception Score

1 0.0002, 64 200 35.2 4.8
2 0.0002 64 250 28.6 5.2
3 0.0001 128 300 42.8 4.5
4 0.0001 128 350 25.3 5.4
5 0.0002 64 200 52.1 4.0

4.2 Binary Classification Results

Table 4 summarizes the performance metrics for binary classification tasks such
as F1-Score, Precision, Recall, and Accuracy using four well-known deep neural
network architectures with additional layers, hyperparameters, and activation
functions: VGG-16, InceptionV3, ResNet, and DenseNet. From the table, it can
be inferred that DenseNet performed the best with an accuracy of 95% for binary
classification.

4.3 Multi-class Classification Results

Table 5 and Table 6 present a comparison of key performance metrics for the
four deep neural network architectures before and after the addition of extra
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Table 4. Model Performance Metrics for Binary Classification

Model F1 Score Precision Recall Accuracy

VGG-16 0.85 0.87 0.83 0.90
ResNet 0.88 0.89 0.87 0.92
InceptionV3 0.89 0.90 0.88 0.93
DenseNet 0.90 0.92 0.89 0.95

layers. The results demonstrate that adding extra layers significantly improved
the model’s ability to classify data into multiple classes. F1 scores and accuracy
values increased across all models, indicating better performance in correctly
identifying and classifying data instances. The out-of-the-box performance for
multi-class classification was the best for DenseNet, but after adding additional
classification layers ResNet outstripped the accuracy given by DenseNet which
did not improve much after the inclusion of the additional layers.

Table 5. Comparison of Model Metrics for Multi-Class Classification (Before)

Metric VGG-16 InceptionV3 ResNet DenseNet

F1 Score (macro) 0.85 0.89 0.88 0.90
Precision (macro) 0.87 0.90 0.89 0.92
Recall (macro) 0.83 0.88 0.87 0.89
Accuracy 0.87 0.89 0.93 0.94

Table 6. Comparison of Model Metrics for Multi-Class Classification (After)

Metric VGG-16 InceptionV3 ResNet DenseNet

F1 Score (macro) 0.90 0.92 0.91 0.93
Precision (macro) 0.92 0.93 0.92 0.94
Recall (macro) 0.91 0.91 0.91 0.92
Accuracy 0.90 0.91 0.96 0.94

Figure 3 represents the correlation matrix generated for test data by ResNet
for multi-class classification. It can be interpreted in this manner with the follow-
ing example: Out of the 410 Port_Scanning attack instances, one was classified
as a Backdoor attack instance, 149 were classified as a DDoS_TCP attack and
the remaining 255 instances were correctly classified.



Computer Vision-Based Cybersecurity Threat Detection System 65

Fig. 3. Correlation Matrix for Multi-class classification

5 Conclusion

A novel methodology for creating an image of network traffic instances was
proposed in this research. This research introduced an innovative approach to
address data imbalance and potential bias in network traffic instance datasets.
To tackle these challenges, a GAN was implemented to create synthetic images,
effectively augmenting specific data instances. After rigorous experimentation,
an optimal configuration for the GAN was identified, enabling it to generate
realistic synthetic images. Furthermore, four cutting-edge neural network archi-
tectures, namely DenseNet, ResNet, InceptionV3, and VGG-16, were adapted
and employed for both binary and multi-class classification tasks. Among these
models, DenseNet achieved outstanding performance in binary classification,
boasting an impressive accuracy of 95%. On the other hand, ResNet excelled
in multi-class classification, achieving an accuracy rate of 96%. These results
highlight the efficacy of the proposed methodology and the promising capabili-
ties of the chosen neural network architectures.

The future trajectory of this research is oriented towards enhancing the aug-
mentation and classification models. Simultaneously, there is a vision to trans-
form this research into a practical application, with a focus on deploying it on
edge devices. This deployment will enable real-time detection of network attacks.
These advancements hold significant promise in the field of information security
and have the potential to offer invaluable benefits in safeguarding digital assets.
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Abstract. Prior to classification, Polarimetric Synthetic Aperture
Radar (PolSAR) research emphasizes the selection of polarimetric
parameters for each land cover class. Polarimetric parameters are crucial
to the identification of a target as each parameter has varied capability
for target determination. By selecting optimal parameters, classification
process can be improved. It is suggested that optimal parameters for
each class be selected, to enhance classification accuracy. In this paper, a
separability analysis is conducted to determine the optimal polarimetric
parameters for distinguishing between various categories of land cover.
In the case of hybrid polarimetric data, although only two scattering
elements (RH and RV) are used, twenty polarimetric parameters are
determined. Jeffries-Matusita distance is used to identify the most sep-
arable bands for each land cover type. Selected bands are then used for
classification, and visual analysis reveals that the classification precision
computed using selected bands is high.

Keywords: Compact polarimetric data · Separability Analysis ·
Jeffries-Matusita Distance · Polarimetric parameters

1 Introduction

Remote sensing is where various types of data are captured and analyzed for
various processing tasks. Major applications of remotely sensed data are urban
scattering analysis, land use/land cover classification, crop monitoring, disaster
management, etc. Full polarimetric data in Synthetic Aperture Radar (SAR)
remote sensing has various decomposition techniques that yield different param-
eters from the scattering information. Authors of [23] and [24] worked on vari-
ous decompositions and identified suitable polarimetric decompositions for for-
est regions. Similarly, different decomposition parameters have characteristics
suitable for various land covers. Land cover classification is a challenging task
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in remote sensing when scattering information is less and target orientation
misleads the identification of the target. [10] determined important parame-
ters which are orientation-independent from various decompositions for urban
region classification. Considering the curse of dimensionality, all features in the
dataset should not be used as input when applied for classification. Various fea-
ture selection and extraction techniques can be used, and specific features are
considered as input. Separability analysis is also useful when multiple parame-
ters are involved in classification tasks. Through separability analysis, one can
find the set of parameters that, on average, is most effective at differentiating
between the different classes [22]. In the case of hybrid polarimetry, circular
transmission and linear reception polarizations occur, resulting in RH and RV
scattering elements. From hybrid polarimetric data, stokes vectors are generated,
and other child stokes parameters are computed, thus generating various polari-
metric parameters, which can be useful for different land cover classes. When
input data is represented through multiple bands/channels, it becomes neces-
sary to identify useful bands. Feature extraction and feature subset selection
techniques help determine important features for classifying all target classes.
However, when features depend on the target class, an additional task is required
to select features important for a particular class. This paper aims to determine
important bands from hybrid polarimetric data for the identification of different
land covers. This paper considers twenty parameters/bands from hybrid polari-
metric data for performing separability analysis. The major contribution of this
paper is:

1. Determine the separability of different polarimetric parameters between
classes using a suitable distance measure.

2. Identify optimal polarimetric parameters for each land cover class and param-
eters common for all classes through separability analysis and Random Forest
(RF).

3. Perform classification using optimal parameters common for all classes.

This paper is organized into seven sections. Section 1 provides an introduc-
tion to remote sensing classification and the contribution of the paper. Section 2
provides a literature study of separability analysis in remote sensing. Section 3
describes the dataset with preprocessing details. Section 4 discusses various
parameters used for compact polarimetric data and separability analysis work.
Section 5 discusses classification using the CNN model with input as selected
bands/parameters. Results and discussions of the work done are provided in
Sect. 6, and Sect. 7 provides the conclusion.

2 Related Work in Separability Analysis

Various scholars have offered various strategies for calculating polarimetric
parameters. On multispectral data, feature selection using feature importance
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score is applied in [25], whereas separability analysis has been performed using
separability index for burned and unburned areas [18].

According to the research, the Jeffries-Matusita (JM) distance is one of the
essential distance measures for SAR data [5,13,27]. The study conducted by [27]
proposed the utilization of the JM distance to analyze the separability of rice
fields using multispectral and multitemporal information. The full polarimetric
dataset was analyzed using the JM distance classifier for ice and water sur-
faces [5]. Multiple parameters were derived from San Francisco data collected by
different sensors employing JM distance, while similar parameters were derived
through RF [13]. [26] applied spectral separability using JM on multispectral
data. When comparing optical and radar data for separability analysis of dis-
tinct land covers, both approaches were favored by [9].

Transformed Divergence (TD) was employed by [3] to identify burned areas
using a combination of optical and SAR data, whereas [11] used TD on multispec-
tral data. Separation analysis also makes use of other distance measurements,
such as self-organizing maps [16], Kolmogorov Smirnov test [17], T 2 statistic [2],
Mann-Whitney U-test [1] etc. Euclidean and divergence measures were used for
determining separability of hill lakes in [15].

3 Dataset Details

In this research, RISAT-1 dataset of Mumbai and it’s nearby region, in cFRS
mode, which was available through SAC-ISRO is used in this research experi-
ment. It is compact polarimetric data having RH and RV polarization bands and
resolution of 3.332m× 2.338m. The major classes identified in the dataset are
forest, built-up, water, wetland, and mangroves. Due to the identical scattering
response, wet-land class merges salt panes. For data preprocessing, multi-looking
of 3× 2 in azimuth and range direction respectively is applied which is then fil-
tered for speckle removal using IDAN filter of 50 adaptive neighborhood value.
Polsarpro 5.0 [19] is used for this processing. Training and testing samples are
chosen through the SNAP 5.0 tool (ESA-Sentinel Application Platform, http://
step.esa.int). Figure 1(a) represents selected samples from each region of the
dataset. As a test image, a small part from the main image is considered which
is shown in Fig. 1(b) and for visual assessment of the results, corresponding
image of Google Earth is considered as shown in Fig. 1(c).

4 Optimal Parameter Selection for Compact Polarimetric
Data

Polsarpro 5.0 is used to generate different compact polarimetric parameters.
Stokes vectors serve as the foundation for a range of polarimetric features when
dealing with compact polarimetric data. This study generates various parameters
in addition to four stokes vectors from the compact polarimetric data (RH and
RV scattering). The polarization of a partially polarized wave can be represented

http://step.esa.int
http://step.esa.int
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Fig. 1. a. Samples from dataset of 3× 2 multilooking containing five classes and the
legend b. Test image c. Google earth imagery as ground truth reference for test image

by the four Stokes vectors S0, S1, S2, and S3. The stokes vectors are crucial in
calculating various parameters of compact polarimetric data, since they indicate
the polarization state of the electromagnetic signal that is reflected from the
target. Through stokes vectors the polarization state of the reflected electro-
magnetic (EM) signal can be represented in compact polarimetric data with RH
and RV polarizations [8], which is computed as in the Eq. 1 [6].

S0 =< |RH|2 + |RV |2 >

S1 =< |RH|2 − |RV |2 >

S2 = 2Real < RH.RV ∗ >

S3 = −2Imag < RH.RV ∗ >

(1)

< ... > shows ensemble averaging, |RH|2 and |RV |2 represents intensity of RH
and RV respectively. RV ∗ is a conjugate of RV. Reflected EM signals can be rep-
resented in compact polarimetric data using Stokes parameters. Raney decom-
position (m-χ) method [20,21] computes decomposition parameters using stokes
vectors as specified in Eq. 2 to Eq. 7.
i) Degree of polarization (m): It refers to the ratio of power in the polarized
component to the overall power

DoP (R_m) =

√
S2
1 + S2

2 + S2
3

S0
, 0 < m < 1 (2)

ii) Degree of circularity (R_χ): The polarization quantity of a partially polarized
wave is determined by the angle χ [14].

sin2χ =
S3

m ∗ S0
,−1 < sin2χ < 1 (3)

iii) Double bounce scattering:

R_Dbl =
√

0.5 ∗ S0 ∗ m ∗ (1 − sin2χ) (4)
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iv) Volume scattering:
R_Rnd =

√
S0 ∗ (1 − m) (5)

v) Surface scattering:

R_Odd =
√
0.5 ∗ S0 ∗ m ∗ (1 + sin2χ) (6)

vi) Relative phase (δ): The ratio of an electric vector’s two orthogonal compo-
nents’ phase differences.

R_δ = arctan
S3

S2
,−180 < δ < 180 (7)

vii) Degree of Circular Polarization (DoCP):

DoCP =
S3

S0
(8)

viii) Degree of Linear Polarization (DoLP):

DoLP =

√
S2
1 + S2

2

S0
(9)

The computation of entropy and anisotropy involves the calculation of eigenval-
ues and probability values derived through the covariance matrix. The overall
power of all the three scattering elements is referred as span. The ellipticity
parameter χ is a significant component that determines the polarized portion in
a partially polarized wave. The computation of both linear and circular polar-
ization ratios relies on the use of Stokes vectors. The circular polarization ratio
offers insight into the circular polarization and is less affected by certain land
coverings such as water bodies, sand, etc [14].

Each possible pair of classes across all 20 bands has been analyzed for sepa-
rability in this study. Because JM distance tends to downplay high separability
values while highlighting low ones [12], it is more suited for the separability anal-
ysis task. To calculate JM distance, Bhattacharya distance is used. The Bhat-
tacharya distance is a statistical measure of distance. Equation 10 and Eq. 11 [13]
shows computation of JM and Bhattacharya distance:

JMj = 2(1 − exp(−BDj)) (10)

BDj =
1
8
(μ1j − μ2j)2

2
σ2
1j + σ2

2j

+
1
2
ln(

σ2
1j + σ2

2j

2σ1jσ2j
) (11)

where, JMj and BDj represent jth feature’s JM and Bhattacharya distance
respectively.

Through Jeffries-Matusita distance, separability analysis is performed on
each combination of classes for all twenty bands. The most separable bands
were used to pick the input bands for the classification model. The methodology
for band selection and classification approach is illustrated in Fig. 2.
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Through observations, it is identified that large number of balanced sam-
ples for training lead to accurate model with low variance and low bias. Thus,
samples are augmented using SMOTE [4] to create more balanced samples. JM
distance for each pair of feature is computed using 10000 samples from each
class and from augmented set, 25000 samples from each class are considered.
Classwise average JM distance values are considered to determine level of sepa-
rability of that class with other classes. The average separability scores among
the land cover categories are presented in Table 1, where each class was repre-
sented by 25000 samples. The bands or polarimetric parameters chosen using the
RF algorithm closely align with the bands identified during separability analysis.
A Convolutional Neural Network (CNN) model is developed using certain bands
as input for the purpose of categorizing land covers from this data.

Fig. 2. Methodology for band selection and classification approach using separability
analysis

5 Classification Using CNN

From separability analysis, R_Rnd, R_delta, Stokes_S1, σ0RH
, σ0RV

, Span and
Stokes_CPR, bands are selected as identified by their ranking in Table 1. These
seven bands are subsequently utilized as input for the classification model to
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Table 1. Jeffries-Matusita average distance data computed for 5 categories of land
cover and 20 compact polarimetric features.

Land cover classes Ranks based on
Polarimetric Features/Bands Built-up Forest Mangroves Water WetLand Random Forest JM distance

R_Dbl 1.245 0.455 0.619 0.457 0.447 7
R_Rnd 0.931 0.672 1.119 1.635 0.835 3 3
R_Odd 0.859 0.575 0.807 1.218 0.632
R_delta 0.657 0.850 0.779 0.534 0.897 7
R_chi 0.733 0.773 0.477 0.416 0.740
R_m 0.764 0.474 0.740 0.365 0.506
Stokes1_H 0.952 0.549 0.810 0.439 0.574
Stokes1_A 0.715 0.411 0.655 0.332 0.464
Stokes1_S0 1.213 0.785 1.152 1.629 0.851 6 1
Stokes_S2 1.344 0.486 0.441 0.677 0.433
Stokes_S3 1.049 0.523 0.816 0.945 0.644
Stokes_S4 1.248 0.750 0.817 1.044 0.788 6
Stokes_DoLP 0.825 0.335 0.371 0.251 0.261
Stokes_DoCP 0.545 0.731 0.787 0.506 0.938
Stokes_LPR 0.995 0.427 0.393 0.374 0.305
RH_sigma0 1.236 0.735 1.108 1.691 0.808 1 2
RV_sigma0 0.920 0.689 1.044 1.813 0.820 2 4
Span 0.997 0.684 1.085 1.734 0.800 4 5
Stokes_CPR 0.565 0.739 0.802 0.484 0.916 5
Stokes_phi 0.633 0.306 0.465 0.328 0.440

classify the primary classes from the studied data. These seven bands, with
a patch size of 12 × 12, are fed into a convolutional neural network (CNN).
The patch size is chosen based on the experiments. The CNN model consists
of a single maxpooling layer with a pool size of 2× 2 immediately following the
first convolutional layer, and then a second convolutional layer with 32 feature
mappings and a 3 × 3 kernel. The kernel is set up using uniformly distributed
initial values. After the second convolutional layer a dense layer flattens all the
nodes into a one-dimensional array, a layer of 288 nodes is applied. Figure 3
shows the CNN model structure. Considering balanced samples for training,
the CNN model is trained with 10,000 samples from each class, resulting in
evenly distributed training data. Figure 4 displays a classified test image, whereas
Table 2 displays the confusion matrix representing the classification result. The
test image was categorized using a CNN model that was trained on augmented
samples. The image is also displayed in Fig. 5.

Fig. 3. CNN model structure used for classification
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Fig. 4. Classified test image - model learned through balanced (i.e. 10000) samples
from each land cover

Fig. 5. Classified test image - model learned through balanced augmented samples

6 Results and Discussions

Table 3 determines most suitable or ideal bands, identified through the approach
presented in this paper, for each land cover class. From the polarization inten-
sities, Stokes vectors can be calculated. For mainly built-up areas, the double
bounce component offers a significant scattering value. The ideal parameters
table for the built-up, mangroves, and water classes demonstrates the impor-
tance of backscatter coefficients for these different types of land cover. Authors
of [7] specified that backscatter coefficients of RH and RV are related with volu-
metric moisture content positively and thus have influence on such classes. Since
the forest class scatters similarly to built-up and at someplace similarly to man-
groves and wetlands, it does not have a high separability from other classes.
When attempting to divide mangroves and water classes from others, the sum
of all scattering power is crucial. Circular Polarization Ratio (Stokes_CPR) also
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Table 2. Confusion Matrix of classification on test samples using CNN model learned
through balanced (i.e. 10000) samples from each land cover - input as seven selected
bands

Predicted
Built-up Forest Mangroves Water Wetland

Actual Built-up 15463 9 19 5 1

Forest 22 39944 583 4 79

Mangroves 0 8 10686 0 0

Water 0 1 0 12557 13

Wetland 0 9 1 0 6752

plays a vital role in separating mangroves from forest and wet land, thus con-
sidered as an important parameter for classification.

Visual analysis of classified test image provides different conclusions for model
trained without augmented samples and that trained on augmented samples.
From observation of Fig. 4, the classified image exhibits a high degree of accuracy
for five substantive classes when training of model was done using 10000 samples
from each class. Some regions are misclassified as wetlands in test image even
though they are actually forest regions and forest is mixed with mangroves and
built-up regions. Figure 5 indicates misclassification of forest and built-up into
mangroves. This difference results due to augmentation of samples for training.
Model trained on augmented samples classifies mangroves better than the model
trained without augmented samples. These misclassifications can be a result of
low separability of forest and wetland class.

Table 3. Identified parameters for land cover classes of studied dataset

Built-up Forest Mangroves Water Wetland

R_Dbl R_delta R_Rnd R_Rnd R_delta
Stokes1_S0 R_chi Stokes1_S0 R_Odd Stokes1_S0
Stokes1_S1 Stokes1_S0 RH_sigma0 Stokes1_S0 stokes1_DoCP
Stokes1_S3 Stokes1_S3 RV_sigma0 RH_sigma0 Stokes1_CPR
RH_sigma0 Span RV_sigma0

Span

7 Conclusion

Different polarizations bring forth the unique characteristics of various land cover
types. As a result, classification results are profoundly influenced by the careful
selection of relevant parameter for each land cover class. This paper performed
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separability analysis for determining optimal parameters for various land cover
classes. Optimal parameters were used as input for classification using CNN.
Among the various parameters, total power (Stokes1_S0) has high impact on
classification and so is included as an essential parameter for all classes. Double
bounce, volume scattering and surface scattering components are identified to
be useful on specific classes according to the scattering behaviour on each target.
Backscatter coefficients of RH and RV have influence on mangroves and water
classes. Parameter determination is aided by analysis of separability for each
possible combination of classes. When utilized as input, these particular parame-
ters outperform prior classification results. In the future, different decomposition
parameters can be derived for full polarimetric data, and the best values can be
identified for each land cover.

Acknowledgement. Authors are thankful to SAC-ISRO, Ahmedabad for providing
RISAT-1 dataset for research.
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Abstract. This paper presents the study on Land Use/Land Cover (LULC) clas-
sification of multispectral image in the Jaykwadi region, Aurangabad district,
Maharashtra. A Landsat 8 level 2 image is selected for the study using the Mini-
mum Distance (MD) and Spectral Angle Mapper (SAM) classifier and classified
into five LULC classes, i.e., Vegetation, Fallow Land, Barren Land, Built-up and
water. This study aims to explore and compare the performance of the MD and
SAM classifiers for LULC classification by evaluating their accuracy, strengths,
and limitations. The MD classifier has given an overall accuracy of 80.24% with
a kappa coefficient of 0.70, while the SAM classifier has given the highest overall
accuracy of 85.74% with a kappa coefficient of 0.81. It was found that MD and
SAMprovided similar results for water bodies andVegetation, whereas significant
differences were detected in Barren Land, Fallow Land and Built-up areas; due to
their spectral signature similarity. The Landsat 8 image were captured on 6 May
2022, and this is a post harvesting period, so naturally there should bemore Fallow
land which is identified by SAM Classifier. Minimum Distance classifier identify
1.15% land as fallow land and 52.59% as barren land, whereas SAM classifier
classified 39.83% land as fallow land and 17.48% as Barren Land, which is more
accurate as compared to MD classifier. SAM provides satisfactory value for each
type of LULC class as compared to MD.

Keywords: LULC · Minimum Distance · Spectral Angle Mapper · TOA ·
Reflectance Conversion · Kappa Coefficient

1 Introduction

LULC is a termused to describe the physical characteristics of the land and how it is used.
LULC data can be used to understand the relationship between human activities and the
environment, and to track changes in land use over time. Satellite images helps in LULC
Mapping because it covers large area in a single image ad also, allows for comprehensive
analysis. It also helps in Temporal analysis because of its regular capturing of data over
time. Land Use/Land Cover (LULC) classification is a fundamental task in Geospatial
Technology, aimed at categorizing and mapping the different types of land cover present
in a given area [1–3]. Accurate LULC classification is essential for a wide range of
applications, including urban planning, natural resource management, environmental
monitoring, disaster assessment, and more [4, 5].
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Due to the following reasons, LULC classification is challenging:

• Spectral variability: The spectral signatures of land cover classes like Barren Land,
Built-up, etc. can overlap, making it difficult to distinguish between them.

• Mixed pixels: Many pixels in a remote sensing image contain a mixture of different
land cover classes.

• Radiometric noise: The spectral signatures of pixels can be affected by radiometric
noise, which can further complicate the classification task [6].

In recent years, different classification algorithms and methods have been developed
to extract meaningful information from remotely sensed data. Two commonly employed
techniques for LULC classification are the Minimum Distance (MD) classifier and the
Spectral Angle Mapper (SAM) classifier [7]. The MD classifier is a straightforward
and intuitive method based on the concept of Euclidean distance. It involves calculating
the distance between each pixel’s spectral signature and the mean spectral signatures of
predefined classes. The pixel is then assigned to the classwith theminimumdistance.MD
is suitable for situations where class separability is well-defined and the data distribution
resembles Gaussian distributions. However, it may struggle with handling illumination
variations and non-linear spectral variations caused by atmospheric effects or other
factors [8, 9]. The SAM classifier, on the other hand, is an angular-based method that
measures the spectral similarity between pixels and reference spectra. SAM calculates
the angle between the spectral vectors of a pixel and a reference spectrum, using the
spectral angle as a measure of similarity. This approach makes SAM less sensitive to
illumination variations and allows it to capture spectral shifts caused by environmental
conditions. SAMisparticularly effectivewhendealingwithmaterials exhibitingdifferent
brightness levels while still maintaining similar spectral shapes. In a study compared the
performance of MD, SAM, and a neural network classifier for LULC classification of
Landsat 8 imagery [10]. In another study compared the performance of the MDC and
SAM for LULC classification using Landsat ETM + imagery. The authors found that
the SAM had a higher overall accuracy than the MDC [11]. The results showed that the
SAM classifier outperformed theMD classifier and the neural network classifier in terms
of overall accuracy and kappa coefficient This study aims to explore and compare the
performance of theMD and SAMclassifiers for LULC classification; By evaluating their
accuracy, strengths, and limitations. We aim to provide insights into the suitability of
each method for various types of landscapes and applications. The comparative analysis
of these classifierswill contribute to better understanding their respective capabilities and
guide practitioners in making informed decisions when selecting the most appropriate
classifier for their specific LULC classification [2].

In the subsequent sections of this research, in second section information about
study area is given, third section discuss about the methodology used which includes
preprocessing of data, selecting training data and classification followed by accuracy
assessment. The result and analysis are discussed in Fourth section and finally this
research work is concluded in Fifth section. The outcomes of this study will aid in
advancing in the field of remote sensing analysis and improving the accuracy of LULC
mapping for diverse applications.
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2 Area of Study

The area selected for the study is situated in the paithan taluka of the Aurangabad
district in the Indian state of Maharashtra, which includes the Jaykwadi region and its
surrounding areas which is shown in Fig. 1. It has the name of one of Asia’s biggest
earthen dams, the Jayakwadi Dam. The water from the dam is used to irrigate the
region’s rich agricultural area, which is well renowned for its fertility. The Jayakwadi
Bird Sanctuary, a well-liked tourist site, is also located in the Jayakwadi area.

Landsat 8 Operational Land Imager satellite data, which was downloaded via the
Earth Explorer data site (https://earthexplorer.usgs.gov/), is used. The Landsat 8 satellite
image used in this study was captured on May 6, 2022, over Path 146 and Row 047, and
processed using theCollection 2 (C02) processingmethod toLevel 2 SurfaceReflectance
(L2SP). This image is in theGeoTIFF format and has the collection category T1 assigned
to it. The scene ID is LC08_L2SP_146047_20220506_20220512_02_T1 for this image
[12, 13].

Fig. 1. Study Area Map

3 Methodology

Landsat 8 Level 2 data is used for the study which is already processed for atmospheric
distortion, removing clouds and enhancing the spectral bands [14]; after those layers
of image is been stacked, which allows the different features to be identified. Area of
interest is thenClipped from the stacked image. This ensures that only the data is selected
which is relevant to our study. Training data is selected from clipped image for the
classification; These are training samples that have beenmanually selected and classified
into their respective land cover classes. After training data is selected, classification is
performed on the AOI. In this study two classification algorithms are used MD classifier

https://earthexplorer.usgs.gov/
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and the SAM classifier. For Accuracy assessment a validation file is created using a
high-resolution Google Earth image. This is a file that contains the ground truth data
of land cover information for the area of Interest (AOI). Finally, accuracy is calculated
for the classification; This can be done by comparing the classified pixels to the ground
truth data. It is to draw conclusions from the study. This could involve discussing the
strengths and weaknesses of the methods used, as well as the implications of the results.
The Fig. 2. Shows the detailed methodology used in this research.

3.1 Preprocessing

The Level-2 image of Landsat- 8 underwent atmospheric and radiometric correction
and was provided in the Geotiff format, ensuring accurate georeferencing and spatial
information. The Landsat 8 Level-2 data provides surface reflectance values, making it
suitable for quantitative analysis of land cover and environmental variables [13].

Fig. 2. Methodology

3.1.1 DN to TOA Reflectance Conversion

Data is given in Digital Numbers (DN), so it needs to be converted it into Top-of-
Atmospheric Reflectance (TOA) values. It is a twostep procedure, first conversion of
DN to radiance using Eq. 1, and later converting radiance to TOA using Eq. 2. For the
Landsat 8 OLI/TIRS Sensor, TOA reflectance conversions were carried out using the
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Dark object subtraction (DOS-1) atmospheric correction extension in the SCP Plugin in
QGIS 3.28.8 [15, 16].

Lλ = multλ ∗ DN + addλ (1)

Where: Lλ is the cell value as radiance
DN is the cell value digital number
mult and add values listed in .MTL file

ρλ = π ∗ Lλ ∗ d2/ESUNλ ∗ cosθs (2)

Where: ρλ = Unitless plantary reflectance
Lλ = spectral radiance (from earlier step)
d = Distance between Earth-Sun in astronomical units
ESUNλ = mean solar exoatmospheric irradiances
θs = solar zenith angle

3.1.2 Layer Stacking

Layer stacking is the process of combiningmultiple individual raster layers or bands into
a single multiband image [17, 18]. These individual layers often represent different spec-
tral or spatial information captured by various sensors or satellite passes. The resulting
stacked image contains all the selected layers, allowing for more comprehensive anal-
ysis and interpretation of the data [9, 17, 19]. Layer stacking allows feature extraction
because different bands or layers might highlight distinct features on the Earth’s surface;
Combining these layers can enhance the ability to identify specific land cover types, geo-
logical features, or other characteristics [18, 20]. Following Table 1 Shows Band list of
Landsat 8 [13].

Layer Stacking allows multiple bands with different spectral information helps to
improves the accuracy of land cover classification algorithms and it also helps in clas-
sification. More spectral information enables better differentiation between land cover
classes. Arranging different bands to different order in such a way that it can provide
more visually informative representations of the data. This can reveal hidden patterns or
correlations in the information. Below Table 2 shows different band combinations for
different feature extraction [9].
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Table 1. List of Landsat 8 Spectral Bands

Band No Channel (μm) Spatial Resolution (m)

1 Coastal Aerosol (0.43–0.45) 30

2 Blue (0.45–0.51) 30

3 Green (0.53–0.59) 30

4 Red (0.64–0.67) 30

5 Near-Infrared (0.85–0.88) 30

6 SWIR-1(1.57–1.65) 30

7 SWIR-2 (2.11–2.29) 30

8 Panchromatic (0.50–0.68) 15

9 Cirrus (1.36–1.38) 30

10 TIRS-1 (10.6–11.19) 100

11 TIRS-2 (11.5–12.51) 100

Table 2. Different Band Combinations for Feature Identification [17, 18]

Band Composite Band Combination Features

Natural Color 4-3-2 This is similar to what human eyes
can see

False Color (urban) 7-6-4 This combination shows vegetation
in shades of green, urban areas have
blue color and soils in different
shades of brown

Color Infrared 5-4-3 This band combination is useful in
analyzing vegetation because
chlorophyll reflects near infrared
light.Here areas with red have better
vegetation health. Water is in dark
and urban areas have white color

Agriculture 6-5-2 This is band combination is used for
crop monitoring, healthy vegetation
appears dark green and barren land
has magenta hue color

Atmospheric Penetration 7-6-5 This combination takes advantage of
the SWIR bands to penetrate
atmospheric haze and improve
visibility of surface features

(continued)



Comparative Study of Supervised Classification 85

Table 2. (continued)

Band Composite Band Combination Features

Healthy Vegetation 5-6-2 Since healthy plants actively reflect
near-infrared light in this
combination, the near-infrared band
(Band 5) is very helpful for
highlighting vegetation that is in
good health

Land and Water 5-6-4 In this combination, earthly regions
seem brighter, whereas ocean bodies
often appear dark or black. This is
due to the reason that water absorbs
more infrared and shortwave infrared
light than land does, giving the image
a clear contrast

Natural color With Atmospheric
noise Removal

7-5-3 This combination can provide a
clearer representation of the Earth’s
surface by minimizing the impact of
atmospheric effects. It’s particularly
useful when trying to visualize land
cover features without the
interference of atmospheric
scattering

Shortwave Infrared 7–5-4 This combination can be valuable for
tasks such as identifying different
soil types, mapping moisture
variations, detecting mineral
deposits, and monitoring changes in
vegetation health

Vegetation health Analysis 6-5-4 This combination is particularly
useful for tasks such as assessing
vegetation health, land cover
classification, monitoring
agricultural areas, and detecting areas
of stress or disturbance in vegetation

Layer stacking must take into account details like radiometric calibration and geo-
metric alignment, as well as precise layer alignment to avoid distortions in the stacked
image. Layer stacking and subsequent analysis are capabilities offered by remote sensing
software programs for use in a variety of academic and practical applications [9].

3.1.3 Clip ROI

The Landsat 8 scene size is 185 km cross-track X 180 km along track, clip our area of
interest from the large image; Because it can be time-consuming and computationally
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expensive to process them. Clipping the image to the extent of AOI can significantly
reduce the size of image, making it easier and faster to process [21]. It also allows us
to focus on specific region. Satellite images can often contain unwanted features, such
as clouds, shadows, or snow. Clipping the image to our AOI can help to remove these
unwanted features, making it easier to see the data that you are interested in [22]. In
general, it is a good idea to clip an area of interest from a satellite image whenever we
only need to analyze or focus on a specific region. This can save time, resources, and
improve the accuracy analysis. Following Fig. 3(a) and 3(b) shows Landsat 8 image
before clipping and after clipping.

Fig. 3. (a) Landsat 8 Image, (b) Clipped Area of Interest from Image

3.2 Selecting Training Samples

While selecting training data from clipped image for supervised classification, it is
important to consider the LULC classes. This will help to determine how many train-
ing samples we need to collect for each class [23]. Different land cover classes have
different spectral signatures, which means that they reflect light differently in different
wavelengths. Selecting different band combinations as shown in Table 2.While selecting
the training sample, consider spectral characteristics, spatial distribution and size of the
training samples; the size of the training samples will affect the accuracy of classifica-
tion. Larger training samples are generally more accurate than smaller training samples;
The training data must include all important land-cover classes within the clipped image
to avoid wrong allocations of pixels to classes of interest [9, 16, 23].

3.3 Classification

Classification is a method assigns label to each pixel in an image based on its spectral
properties. The labels can represent different LULC classes, such as Fallow Land, veg-
etation, Barren Land, water and built-up areas. Classification can be used for different
applications such as LULC Cover mapping, Natural resource management, Environ-
mental Studies and mainly for Disaster management. It helps to monitor changes in land
use over time to plan for future development and possible threat in future for disaster
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management. Classification is a complex process that requires careful consideration of
the data, the objectives of the study, and the available methods. However, it is a powerful
tool that can be used to gain valued insights from the Earth’s surface and its dynamics.
The availability of RS data, the complexity of the terrain, the choice of image bands,
the algorithm used for classification, the analyst’s knowledge with the study area, and
the analyst’s previous expertise with the classifiers algorithm used all have an impact on
the classification process and outcomes [6]. In this study MD and SAM of supervised
classification are used [22].

3.3.1 Minimum Distance Classification

MD classification is one of the supervised algorithms used for classification that is used
to classify each pixel in an image into various different land cover classes. The algorithm
works by first creating a training set of pixels that have been labeled with their correct
LULC class. Themean spectral signature of each land cover class is then calculated from
the training set. When a new pixel is encountered, the algorithm calculates the Euclidean
distance between the pixel’s spectral signature and the mean spectral signatures of all
of the land cover classes. The pixel is then assigned to the land cover class with the
Minimum Distance [24].

For each pixel in the image, Euclidean distance is calculated between its feature
vector and the mean feature vectors of each class. The formula for Euclidean distance
between two vectors X and Y is shown in Eq. 3:

distance =
√∑n

i=1
(X [i] − Y [i])2 (3)

MD classification is a simple and relatively fast algorithm to implement. However,
it can be sensitive to noise in the data and can produce misclassifications if the training
set is not representative of the entire image; It can be used to classify pixels in images
with a large number of land cover classes [9, 24]. Disadvantages of MD classification
are, the training set used may have an impact on it. Misclassifications may result if the
training data is not accurate, It can be computationally expensive for images with a large
number of pixels. MD classification is a simple and effective algorithm for classifying
pixels in an image [24].

3.3.2 SAM Classification

SAM allows the quick mapping of the spectral similarity of reference spectrum with test
Spectrum. The mathematical formula for SAM to find the angles formed between the
reference spectrum and the test spectrum treating them as vectors in a space with dimen-
sionality equal to the number of bands [25]. SAM presents the following formulation:
Eq. 4.

cos ∝ =
∑

XY√∑
X 2

∑
Y 2

(4)

Where: α = Angle between image spectrum and reference spectrum
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X = Image spectrum
Y = Reference spectrum
Considering two bands as vectors in a space with n dimensions corresponding to the

number of bands, A spectral classifier, the SAM approach, determines how similar two
spectra are [26]. To categorize each pixel, a certain threshold is applied using the angular
information between pixel spectra as shown in Fig. 4. The classification process ignores
pixels whose angles are beyond the maximum angular threshold which is in radians.
This implies that the match will be better the closer the angle. In SAM, reference spectra
for area of interest may be retrieved, either from the satellite data or from the exist-
ing spectral libraries or from field measurements. SAM supervised classifier primarily
depend on spectral pattern’s formed, and the data need not follow a normal distribution.
Additionally, solar illumination parameters have no impact on the SAM’s measurement
of the angle between two spectral vectors [16, 27]. The spectrum mixing issue is SAM’s
biggest drawback. The assumption that the endmembers used to categories the picture
reflect the pure spectra of a reference material is the most false assumption made with
SAM. Images with average spatial resolution seem to have this issue [26].

Fig. 4. For two band image Plot of Test Spectrum with Reference Spectrum [28]

In Fig. 5 shows classified image of MD and SAM classifier; MD classifier has
classified the majority of area as barren land because of its spectral similarity and SAM
classified it into its proper class as fallow land or vegetation.

3.4 Accuracy Assessment

Accuracy assessment allows us to evaluating the accuracy of map generated using the
algorithm; for accuracy assessment, classification is compared to actual data to see how
accurately the classification captures the actual data. The accuracy of result is assessed
using a confusionmatrix and theKappa coefficient; calculated using Eq. 5 and Eq. 6 [29].
The confusionmatrixwas created by comparing the classified pixels to the reference data.
The Kappa coefficient was calculated to measure the similarity between the classified
and reference data.

Overall Accuracy = Number of correctly classified pixel (Diagnol)

Total Number of Reference Pixels
× 100 (5)
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Fig. 5. LULC Classification Map

Kappa Coeficient = (TS × TCS) − ∑
(Column total × Row Total)

TS2 − ∑
(Column total × Row Total)

× 100 (6)

Where: TS = Total Sample
TCS = Total Corrected Sample.
When studying image classification and LULC change detection, accuracy evalua-

tion is crucial since it helps to comprehend and estimate the changes to a specific region
properly [30]. High resolution google earth satellite image is used for ground truth val-
idation. When compare the results with the validation file, SAM classifier provides a
highest overall accuracy of 85.74% with 0.81 Kappa coefficient, whereas MD classifier
provides an overall accuracy of 80.24% with 0.70 Kappa coefficient as shown in above
Table 3.

Table 3. Kappa Coefficient and Overall Accuracy of classifier

Classifier Name Overall Accuracy % Kappa Coefficient

Minimum Distance 80.24% 0.70

Spectral Angle Mapper 85.74% 0.81

4 Result and Analysis

The SAM and the MD are both supervised classification algorithms used in this study.
They both compare the spectral signature of each pixel with the spectral signatures of
known classes of land cover. They approach it differently, though the SAM algorithm
calculates the angle between the spectral signatures of the pixel and the land cover
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class. The angle is a measure of the similarity between the two signatures. A smaller
angle indicates a closer match. The pixel is then classified to the land cover class with
the smallest angle. The MD algorithm calculates the Euclidean distance between the
spectral signatures of the pixel and the land cover class. The distance is a measure of the
dissimilarity between the two signatures. A smaller distance indicates a closer match.
The pixel is then classified to the land cover class with the smallest distance [9].

Table 4. Minimum Distance Classification Result

LULC Class Colour Percentage % Area Sq. Km.

Vegetation Green 25.23% 413.11

Fallow Land Yellow 1.15% 18.84

Barren Land Magenta 52.59% 861.13

Bulit Up Red 2.48% 40.55

Water Blue 18.55% 303.72

The Table 4 shows results of the MD Classifier (MDC) of a land cover image, MDC
classification is a supervised classification algorithm that assigns appropriate class to
each pixel in an image whose mean spectral signature is closest to the pixel’s spectral
signature. The table shows that Barren land cover type, covering 52.59% area of the
image, Vegetation is second dominant land cover class which covers 25.23% of the area
in image. Fallow land covers 1.15% of the image area, built up areas cover 2.48% of the
image area, and water covers 18.55% of the image area.

Table 5. Spectral Angle Mapper Classification Result

LULC Class Colour Percentage % Area Sq. Km.

Vegetation Green 18.43% 301.83

Fallow Land Yellow 39.83% 652.23

Barren Land Magenta 17.48% 286.21

Bulit Up Red 8.16% 133.55

Water Blue 16.10% 263.54

The Table 5 shows the results of a SAM classification of a land cover image, SAM
algorithm compare the spectral signature of each and every pixel in the image to a set
of reference spectra. The reference spectra represent known land cover types, such as
vegetation, barren land, fallow land, water, and built up, Table 5 shows that fallow land
is the most dominant land cover type, covering 39.83% of total image area, whereas
vegetation is second most dominant land cover type, covering 18.43% of the total image
area. Barren land is the third most dominant land cover type, which covers 17.48% of



Comparative Study of Supervised Classification 91

the total image area. Built up areas cover 8.16% of the image area, and water covers
16.09% of the image area.

SAM has given more accurate result as compared to MD as shown in Table 5,
because MD method faces the problem in classification of fallow land, barren land
and built-up area. These classes have very much similar spectral signature and it get
misclassified in other classes; especially barren land class is much more susceptible to
wrong classification. As the MD classifier does not consider the direction of the spectral
signature it can occasionallymisclassifiedwith the identical spectral signature. The SAM
has given a highest accuracy as compared to Minimum Distance classifier, because it
also considers the directionality of the spectral signature. Landsat 8 image selected for
the study is of May month, in the month of May formers harvest the crops, so much
of the land as fallow Land, so it is classified as barren land or Bult Up because of the
spectral signature. MD classifier classified only 1.15% land as fallow land and 52.59%
land as barren land, but in actual the majority of the land is used for farming and only few
lands is barren. SAM classifier classified 39.83% land as fallow land and only 17.48%
land as Barren Land, which is more accurate as compared to MD classifier.

5 Conclusion

Land Use and Land Cover classification gives the overall mapping of given area, it
needs to be accurate which is crucial for wide range of applications as well as future
planning. In this study Landsat-8/OLI level L2 image were used, which is atmospher-
ically corrected data and “ready to use data” as there is no need to implement any
corrections. In this study, the DN values are converted to TOA reflectance; because DN
values are associated with impurities due to Atmospheric influences so they need to be
converted. After preprocessing classification of LULC were performed, for that purpose
five classes of LULC were considered. The highest overall accuracy of 80.24% with
kappa coefficient of 0.70 is given by Minimum Distance classifier algorithm whereas
SAM has given the overall accuracy of 85.74% with kappa coefficient 0.81.SAM has
given a highest accuracy as compared to Minimum Distance classifier, because it also
considers the directionality of the spectral signature. Since the direction it is not taken
into consideration by the MD classifier it occasionally misclassified with the identical
spectral signature but deferring directional pattern. For this study image was taken in
the 6 may 2022 and in this duration, farmers harvest their crops, so much of the land is
Fallow Land. SAM has accurately classified the land as follow land where as due to the
similar spectacle signature MD has classified the land as a Barren Land. As compared
to MD classifiers, SAM has provided the highest accuracy, and also SAM provides sat-
isfactory value for each type of land class as compared to Minimum Distance classifier.
Future research will extend by using Hyperspectral data so, it will be possible to go for
further sub classification of data into distinct classes such as shallow water, deep water
and pond.

Acknowledgement. The authors would like to thank the Mahatma Jyotiba Phule fellowship for
providing financial assistance. The author would like to thanks Dr. G. Y. Pathrikar College of
Computer Science and Information Technology, MGM University, Chhatrapati Sambhaji Nagar,
Maharashtra, India.



92 S. P. Kathar et al.

References

1. Prakasam, C.: Land use and land cover change detection through remote sensing approach: a
case study of Kodaikanal taluk, Tamil nadu. Int. J. Geomatics Geosci. 1(2), 150 (2010)

2. Nagne, A.D., Gawali, B.W.: Transportation network analysis by using Remote Sensing and
GIS a review. Int. J. Eng. Res. Appl. 3(3), 70–76 (2013)

3. Tiwari, A., Karwariya, S.K., Tripathi, S.: Monitoring land use/cover change using digital
classification techniques: a case study of Sadhera Mines, Satna, Madhya Pradesh, India. Eur.
J. Eng. Technol. Res. 1(1), 34–38 (2016)

4. Yao, X., et al.: Land use classification of the deep convolutional neural network method
reducing the loss of spatial features. Sensors 19(12), 2792 (2019)

5. Wambugu, N., et al.: A hybrid deep convolutional neural network for accurate land cover
classification. Int. J. Appl. Earth Obs. Geoinf. 103, 102515 (2021)

6. Al-Doski, J., Mansorl, S.B., Shafri, H.Z.M.: Image Classification in Remote Sensing.
Department of Civil Engineering, Univ. Putra, Malaysia, vol. 3, no. 10 (2013)

7. Mather, P., Tso, B.: Classification Methods for Remotely Sensed Data. CRC Press, Boca
Raton (2016)

8. Vibhute, A.D., Gawali, B.W.: Analysis and modeling of agricultural land use using remote
sensing and geographic information system: a review. Int. J. Eng. Res. Appl. 3(3), 81–91
(2013)

9. Lillesand, T., Kiefer, R.W., Chipman, J.: Remote Sensing and Image Interpretation. Wiley,
Hoboken (2015)

10. Aung,M.S.H., Khaing, Z.Z., Thu, K.M., Zin, T.T.: A comparison of pixel-based classification
algorithms for land use/land cover classification using Landsat 8 imagery. Earth Syst. Environ.
6(1), 621–630 (2022)

11. Ozturk, T.H., Avci, M., Coskun: A comparison of spectral angle mapper (SAM) and min-
imum distance classifier (MDC) methods for land use/land cover classification. ISPRS J.
Photogramm. Remote Sens. 83, 122–132 (2013)

12. Kandekar, V.U., et al.: Surface water dynamics analysis based on sentinel imagery andGoogle
Earth Engine Platform: a case study of Jayakwadi dam. Sustain. Water Resour. Manag. 7(3),
44 (2021)

13. Landsat, E.: Landsat 8-9Operational Land Imager (OLI)-Thermal Infrared Sensor (TIRS)
Collection 2 Level 2 (L2) Data Format Control Book (DFCB), United States Geol. Surv.
Reston, VA, USA (2020)

14. Vermote, E., Justice, C., Claverie, M., Franch, B.: Preliminary analysis of the performance
of the Landsat 8/OLI land surface reflectance product. Remote Sens. Environ. 185, 46–56
(2016)

15. Congedo, L.: Semi-Automatic Classification Plugin: A Python tool for the download and
processing of remote sensing images in QGIS. J. Open Source Softw. 6(64), 3172 (2021)

16. Lin, S.-K.: Introduction to Remote Sensing. By James B. Campbell and Randolph H. Wynne,
The Guilford Press (2011). 662 pages. Price:£80.75. ISBN 978-1-60918-176-5. Molecular
Diversity Preservation International (MDPI) (2013)

17. Kevin_butler and Kevin_butler: Band Combinations for Landsat 8. ArcGIS Blog
(2019). https://www.esri.com/arcgis-blog/products/product/imagery/band-combinations-for-
landsat-8/

18. GISGeography: Landsat 8 Bands and band Combinations. GIS Geogr. (2022). https://gisgeo
graphy.com/landsat-8-bands-combinations/

19. Ratnaparkhi, N.S., Nagne, A.D., Gawali, B.: Analysis of land use/land cover changes using
remote sensing and GIS techniques in Parbhani City, Maharashtra, India. Int. J. Adv. Remote
Sens. GIS 5(1), 1702–1708 (2016). https://doi.org/10.23953/cloud.ijarsg.54

https://www.esri.com/arcgis-blog/products/product/imagery/band-combinations-for-landsat-8/
https://gisgeography.com/landsat-8-bands-combinations/
https://doi.org/10.23953/cloud.ijarsg.54


Comparative Study of Supervised Classification 93

20. Ratnaparkhi, N.S., Nagne, A.D., Gawali, B.: A land use land cover classification system using
remote sensing data. Changes 7(8) (2014)

21. Irons, J.R., Dwyer, J.L., Barsi, J.A.: The next Landsat satellite: the Landsat data continuity
mission. Remote Sens. Environ. 122, 11–21 (2012)

22. Nagne, A.D., Dhumal, R.K., Vibhute, A.D., Gaikwad, S., Kale, K., Mehrotra, S.: Land use
land cover change detection by different supervised classifiers on LISS-III temporal datasets.
In: 2017 1st International Conference on Intelligent Systems and Information Management
(ICISIM), pp. 68–71 (2017)

23. Van Niel, T.G., McVicar, T.R., Datt, B.: On the relationship between training sample size
and data dimensionality: Monte Carlo analysis of broadband multi-temporal classification.
Remote Sens. Environ. 98(4), 468–480 (2005)

24. Nagne, A.D., Vibhute, A.D., Dhumal, R.K., Kale, K.V., Mehrotra, S.C.: Urban LULC change
detection and mapping spatial variations of Aurangabad city using IRS LISS-III temporal
datasets and supervised classification approach. In: DataAnalytics and Learning: Proceedings
of DAL 2018, pp. 369–386 (2019)

25. De Carvalho, O.A., Meneses, P.R.: Spectral correlation mapper (SCM): an improvement on
the spectral angle mapper (SAM). In: Summaries of the 9th JPL Airborne Earth Science
Workshop, p. 2. JPL Publication 00-18 (2000)

26. Girouard, G., Bannari, A., El Harti, A., Desrochers, A.: Validated spectral angle mapper
algorithm for geological mapping: comparative study between QuickBird and Landsat-TM.
In<XXth ISPRSCongress, Geo-Imagery Bridging Continents, Istanbul, Turkey, p. 23 (2004)

27. Hasan, E., Fagin, T., El Alfy, Z., Hong, Y.: Spectral Angle Mapper and aeromagnetic data
integration for gold-associated alteration zone mapping: a case study for the Central Eastern
Desert Egypt. Int. J. Remote Sens. 37(8), 1762–1776 (2016)

28. Kruse, F.A., et al.: The spectral image processing system (SIPS)—interactive visualization
and analysis of imaging spectrometer data. Remote Sens. Environ. 44(2–3), 145–163 (1993)

29. Islami, F.A., Tarigan, S.D., Wahjunie, E.D., Dasanto, B.D.: Accuracy assessment of land use
change analysis using Google Earth in Sadar Watershed Mojokerto Regency. IOP Conf. Ser.
Earth Environ. Sci. 950(1) (2022). https://doi.org/10.1088/1755-1315/950/1/012091

30. Nagne, A.D., et al.: Performance evaluation of urban areas land use classification from hyper-
spectral data by using mahalanobis classifier. In: 2017 11th International Conference on
Intelligent Systems and Control (ISCO), pp. 388–392 (2017)

https://doi.org/10.1088/1755-1315/950/1/012091


A U-Net Based Approach for High-Accuracy
Land Use Land Cover Classification
in Hyperspectral Remote Sensing

Atiya Khan1,3 , Chandrashekhar H. Patil1(B) , Amol D. Vibhute2 ,
and Shankar Mali1

1 School of Computer Science, Dr. Vishwanath Karad MIT World Peace University, Pune, MH,
India

chpatil.mca@gmail.com
2 Symbiosis Institute of Computer Studies and Research (SICSR), Symbiosis International

(Deemed University), Pune 411016, MH, India
3 G H Raisoni College of Engineering, Nagpur, MH, India

Abstract. Deep learning has been demonstrated to have significant potential in
the classification of hyperspectral images (HSI).Hyperspectral imaging has gained
more recognition in recent years in the area of computer vision research. Its poten-
tial to handle remote sensing-related issues, particularly those related to the agri-
cultural sector, has led to its rising popularity. Due to the significant spectral band
redundancy, the small number of training samples, and the non-linear relationship
between spatial position and spectral bands, HSI classification is a challenging
task. Therefore, we propose machine and deep learning-based models to classify
the land features with the highest accuracy. Effective bands have been discovered
by applying principal component analysis (PCA) to minimize the dimensionality
of hyperspectral images. In this work, we evaluate the land use and land cover
(LULC) classification efficiency of three different algorithms like Support Vec-
tor Machine (SVM), Spectral Angle Mapper (SAM) and U-Convolutional Neural
Network (U-net).Using Hyperion images, we demonstrate and evaluate the find-
ings from eachmethod. In this work, we apply deep convolutional neural networks
for the classification of high-quality remote sensing images. Semantic image seg-
mentation is used for U-Net frameworks. In the Nagpur district, we map the exis-
tence or lack of vegetation and agricultural land using the U-net neural network
architecture for Hyperion images.

Keywords: Deep Learning · vegetation classification · Convolution Neural
Network · hyperspectral imagery · U-net

1 Introduction

In recent years, researchers have paid a lot of attention to hyperspectral imaging systems.
These systems’ sensors allow more than a hundred spectral wavebands to be simultane-
ously captured for every pixel in an image. This comprehensive spectrum data raises the
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prospect of more precisely identifying objects, materials, or areas of interest. Restoring
images and extracting data are the goals of satellite image processing. The HSI technol-
ogymust primarily addressmany hurdles it still faces. For example, hyperspectral images
acquired by satellite or aircraft imaging spectrometers can include hundreds of dimen-
sions in their spectrum reflectance values [1]. The composition and spatial distribution
of ground features, atmospheric conditions, sensors, and the surrounding environment
all have an impact on the spatial variability of spectral data. Remote sensing images
[2] taken at different times capture geographic information about the dynamic changes
that occur in a place, especially the formation of urban, lake, and other ecosystems.
This has important ramifications for science. Deep learning has recently gained popular-
ity, opening up new opportunities for analyzing massive data sets. The deep network’s
effective learning capability has enhanced the initial image processing approaches for
reducing dimensionality, denoising, and other issues. Deep neural networks (DNNs)
are an efficient approach for feature extraction and classification. Choosing appropriate
spectral-spatial kernel [3] features is difficult because of noise and band correlation.
In most cases, convolutional neural networks (CNNs) with fixed-size receptive fields
are used to address this. However, when both backward and forward propagations are
utilized to optimize the network, neurons lack the ability to successfully modify its
dimensions and cross-channel dependencies. The DNNs [4] are efficient for processing
images that can also be employed for other applications. The HOADTL-CC model is
used to recognize and categorize crops on hyperspectral remote-sensing images.

Reconstruction and classification are carried out simultaneously by a generator in
the Multitask generative adversarial network (MTGAN) [5]. Using an encoder and
decoder sub-network, the reconstruction objective aims to reconstruct the input HSI
cube, whereas the classification target aims to identify the input cube’s category using
a CNN. Multiple features are retrieved initially, followed by multiple CNN blocks [6].
2D-CNN simply performs convolution on the spatial dimension for HSI classification;
however, we prefer to collect spectral information stored in several frequency bands as
well as spatial information. The 3D-CNN kernel [7] is capable of extracting band and
spatial representations of features from HSI, albeit at the expense of greater computa-
tional complexity and a sluggish model. The faster selective kernel mechanism network
(FSKNet) was built in response to this. The 3D-CNN is used to extract all features while
lowering both spatial and spectral dimensionality. An efficient minority class oversam-
pling strategy for HSI data classification problems involving class imbalance is the
3D-HyperGAMO generative adversarial minority oversampling method [8]. The sys-
tem consists of a 3D-generator network that uses intermediate models for a noise vector
generated by the conditioned features mapping unit and 3D-HSI patches to create fresh
samples of a given class. A 3-D classification network that is also utilised to understand
the details of each class is used to classify the samples, both fake and authentic, into
the appropriate groups. Using unlabeled input to enhance CNN generalization and dis-
crimination in the setting of generative adversarial networks (GANs) [9]. CNNs have a
smaller impact on the over fitting issue. In particular, two frameworks are developed: the
1D-GAN, which uses spectral vectors, and the 3D-GAN, which integrates spectral and
spatial features [10]. In contrast to other innovative approaches, these two architectures
performed exceptionally well in the extraction of features and classification of images.
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The deep CNN outperforms the regular CNN in terms of classification accuracy due to
the use of GANs.

Further challenges arise when using the U-Net architecture [11] with earth obser-
vation data, such as selecting the optimum algorithms for kernel initialization, loss
optimizer, learning rate activation, and loss. The depth include number of layers, kernel
size, and starting filter count can all be changed while constructing a U-Net design.
The ability of a model to accurately acquire information from the training datasets is
greatly influenced by each of these factors. A diminishing gradient problem that leads
to insufficient learning can arise when CNNs employ activation functions with a narrow
range of values, such as sigmoid activation functions. These values were used to train
an optimized U-Net model after the best parameters had been determined.

The original U-Net parameters were also employed to train a model that could be
compared to the upgraded version [12].More convolutional filters and larger kernel sizes
resulted in more accurate models. As a result of our findings, we recommend using 56
convolutional filters with 5 × 5 kernel sizes for earth-observing LULC applications on
this scale while retaining the U-Net initial depth of five layers.

The precise objectives of this research work were to:

• To improve LULC classification accuracy by creating synthetic hyperspectral data
which increases the variety and depth of the training dataset. This contributes to
tackling the difficulties of data labelled scarcity and intra-class heterogeneity in
agricultural contexts.

• To improve the U-Net architecture for classifying LULC by utilizing lightweight
depth-wise separable convolutions and residual connection, to improve accuracy and
reduce model complexity.

• To classify and compare the LULC using SVM, SAM, and U-net classifiers.

This study is divided into four sections. The first ofwhich is an introduction providing
baseline knowledge on hyperspectral remote sensing. The study area and datasets used
are explained in Sect. 2. The methodologies for pre-processing, data dimensionality
reduction, feature extraction, and classification are provided in Sect. 3. A description of
the estimated output and the results are included in Sect. 4. Finally, in the last section,
conclusions with future implications are summarized.

2 Study Area and Datasets

The present study was carried out for the Winter/Rabi crop growing season in Nagpur
district fromOctober 2022 to February 2023. Figure 1 illustrates the location of the Nag-
pur district inMaharashtra state, India, between latitudes of 21.146633 N and longitudes
of 79.088860 E. The area of the district is around 9897 square kilometers. The town is
situated between 274.5 and 652.70 m above sea level and has a 28 per cent forest cover.
In the Nagpur district, all arable land is divided into three types: rice fields, dry crop
fields, and watered or garden fields. Dry agricultural fields are further divided into rabi
(late monsoon) and kharif (early monsoon) because they rely on the monsoon. While
Nagpur’s dry season is normally clear and warm all year long, the rainy season is dim
and cloudy. The average annual temperature is between 14 °C and 43 °C, with lows of
10 °C and highs of 45 °C being extremely rare.
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Fig. 1. Study area map and its satellite image (RGB composite).

The present study uses EO-1 satellite Hyperion data that captures 242 distinct spec-
tral channels with 10-nm bandwidth spanning from 0.357 to 2.576 μm. The Level 1R
collection of data includes metadata in binary and ASCII formats as well as radiomet-
rically corrected images in HDF format. A Hyperion level one GST product including
radiometric, geometric, and systematic terrain corrections was downloaded and used for
this investigation. HDF file formats and Geographic Tagged Image-File Format were
used to gather Hyperion imagery. For data processing level 0 and level 1 products were
used.

3 The Proposed Methodology

Theproposed approach is presented inFig. 2which focuses onEO-1Hyperion imagepre-
processing, reducing the dimensionality, extracting the selective features and executing
the SVM, SAM, and U-net models to classify the land features and map accordingly.

3.1 Input Data Preprocessing

The pre-processing of the hyperspectral image is essential to remove the image distor-
tions, renovate the images, and eliminate the unwanted bands. In addition, radiometric,
atmospheric corrections andgeometric corrections are also needed for further processing.
The original Hyperion image downloaded on 29, November 2022 has 242 spectral bands
ranging from 400–2500 nm spectral regionwith 10 nmbandwidth. However, some bands
were uncalibrated that needed to be deleted before applying further algorithms [15]. A
total of 196 bands had accurate calibration, while the other 62 and 24 were referred to
as noisy bands because they contained no data. In EO-1 Hyperion data, the bands from
1–7, 58–76, and 221–242 were automatically adjusted to 0 by the data supplier [13].
The SWIR sensor has 172 bands, while the Hyperion VNIR sensor has 70 bands [28].



98 A. Khan et al.

Fig. 2. The flowchart of the proposed approach

Additionally, bands 167–180 and 121–126 should be ignored during processing since
they have a lot of noise due to severe water vapor absorption [29].

3.1.1 Radiometric Calibration

To build the radiance graph for each of the image classes, radiometric calibration is
necessary to produce the spectrumprofile in the required parameters,which are expressed
in terms of radiometric values. The scanned image will be recorded as a signed integer
known as a digital number (DN) [17]. The DN must be transformed into radiance using
the sensor’s offset and gain. The detected radiance value can be used to adjust the image
for atmospheric effects. The radiance spectra of the vegetation class are displayed in
Fig. 3.

The pixel DN value will be converted to at-sensor radiance using scale factors. The
scale factor for the VNIR composite raster is 40, and the scale factor for the SWIR
composite is 80. Equation (1) can be used to solve the conversion of DN to radiance
value.

VNIR

40
and

SWIR

80
(1)

The top of the atmosphere (TOA) radiance is the amount of radiation that was regis-
tered by a sensor during reflection events. Radiometric calibration is the procedure for
obtaining TOA radiance values for DNS. The sensor gains and bias in each spectral band
should be calibrated before obtaining the TOA radiance values for DNs using Eq. (2).

Radiance Lλ (DN∗Gain) + Bias (2)
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Fig. 3. Radiance profile of vegetation class

Where Bias λ and Gain λ are the bias and gain values for each spectral band (λ),
respectively.

To calibrate the data to TOA reflectance, ENVI employs the reflectance gains and
offsets from the input file’s metadata. When reflectance gains and offsets are missing
from the input file, ENVI uses Eq. (3) to compute TOA reflectance.

ρλ = πLλd2

ESUNλ sin θ
(3)

Where: Lλ = Radiance in units of W/(m2 * sr * μm), d = Earth-sun distance in
astronomical units, ESUNλ = is the mean solar irradiance for each spectral band, θ =
Sun elevation in degrees.

3.1.2 Atmospheric Corrections

The atmospheric correction of hyperspectral images is a significant task. The atmospheric
retrieval components are immediately completed using the image’s data, and it works
well without any further information. VNIR, SWIR and 3000 nm spectral ranges are all
corrected using the principles of FLAASH atmospheric correction model [14]. Based
on measurements of TOA radiance or TOA reflectance, surface reflectance values are
calculated using atmospheric adjustment techniques. The atmospheric correction has
been done using the FLASH model given in ENVI software [13]. A radioactive transfer
code is used to construct look-up tables for the FLAASH [14] atmospheric correction
project. After removing the bad bands, bad columns, and de-striping, the resized 195
bands from the Hyperion dataset were corrected for atmospheric errors using ENVI’s
atmospheric correction model’s FLASH model. The FLASH produced better outcomes
concerning of the spectral profile achieved at the end of this stage.
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3.2 Analysis of Hyperspectral Data Spectral Profile

The EO-1 Hyperion sensor collects hyperspectral data having a medium spatial resolu-
tion that covers a 30m× 30m area in each pixel [18]. Due to insufficient signal at the 1–9
and 225–224 bands, only 204 bands were recorded by the hyperspectral sensor that is
useable. The overlap between the VNIR bands 54–57 and the SWIR bands 75–78, were
found which are generally used for calibration among VNIR and SWIR detectors. The
EO-1 Hyperion sensor’s properties are taken into consideration as we work to maintain
spatial resolution while using all of the valuable data that was recorded in the spectrum
domain. An image spectrum was created for vegetated land, barren land, soil, and water
using standard z-profiling in ENVI software. This method gathers the spectra of the
image and identifies each separate class. Vegetation, soil, bare land, and water should
all have distinct spectral properties at different wavelengths. To visualize the spectral
profiles, a plot is constructed using ENVI’s plotting capabilities. This aids in comparing
the spectral signatures of LULC types. The different spectral profile generated is shown
in Fig. 4.

Fig. 4. Spectral response of various land cover types

3.3 Classification Algorithms

3.3.1 Support Vector Machine

The SVM is another popular supervised classification method [15] used in the present
study that maximizes the distance among classes by dividing them into n-dimensional
spaces with the least degree of misclassification through the creation of a hyperplane.
It was found that, although SVM is typically used in conjunction with the radial basis
function kernel, the linear kernel outperformed it in this particular set of data during
classification. In order to improve the accuracy of land use classification and maximize
the use of satellite imagery in the performance ofLULCclassification, theSVMapproach
is combined using texture and spectral data [19] to obtain information about the land-use
mining zone.
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3.3.2 Spectral Angel Mapper

The SAMmethod is an auto-generated supervised spectral classification machine learn-
ing technique that uses the angle between the spectra to calculate the spectral resemblance
among the image’s spectra and reference spectra in an n-dimensional space (where n is
the spectral band number). As a result, SAM [22] only use angle information to deter-
mine the pixel spectra. The angle difference between the reference and image spectra
is represented as a level of similarity, where a high angle denotes low similarity and a
narrow-angle indicates high similarity.

3.3.3 U-Net Convolutional Neural Network

Based on convolutional filters, the U-net design reduces the image quality to different
resolutions in order to identify patterns and texture in various sizes [20]. Every level of
the U-net corresponds to a degradation phase, including filtering at that level. The links
between the images are kept scale-appropriate by up scaling the coarsest scales close to
the original resolution. The term “U-net” has been assigned to this concept because to
the layering structure’s schematic shape [21]. It was used to categorize distinct spots on
microscope histology slides.

To map different types of LULC, the U-Net is used in this study work as a super-
vised semantically segmented network. The U-Net has been implemented using ENVI’s
deep learning software. Downscaling [23], which increases resilience against imagery
distortion, and upscaling, which restores object features and decodes information about
the input imagery, make up the two primary parts of the U-Net design.

3.4 Training Datasets

The models have to be trained across multiple class categories to use the classifiers. The
SVM, SAM, and U-net are trained on discrete imagery patches. Even though our tests
showed that sizes between 128 and 282 perform equallywell, we chose to use a patch size
of 128 by 128 pixels. Polygons in the shape file were used to save the patches. There are
all three bands from the original Earth image in every patch. There is also a label image
for each patch, in which each pixel has been annotated for the system’s training. The
geographic distribution of the patches is shown in Fig. 5, along with how the stratified
sampling technique aided in achieving a more equitable distribution between classes of
bigger and smaller areas.

To train the TensorFlow model, a large number of data have been selected from
each class category: water, buildup, bare land, vegetable land, and agriculture land.
Considering the simplicity of identifying these classes in the RGB images, they were
selected. A theme map or class activation is produced by the TensorFlow model during
training using the spectral or spatial data in the input images. Georeferenced activation
and classification maps are produced by the model once its dataset training is complete.
Fractional maps are created for each class category to improve the accuracy of these
classification maps.
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Fig. 5. Geographically located patches of the study area

4 Result and Discussions

During the image pre-processing, the marked field borders and the entire ROI are inte-
grated. The only “real” space-borne hyperspectral sensor contains 242 spectral bands
and a spatial resolution of 30 m. It gathers spectral information about things on the
surface of the Earth. For further processing, the 167 calibrated bands are employed.
FLAASH atmospheric correction has been done, which has altered the image’s apparent
reflectance by decreasing it in the blue and red regions and increasing it in the NIR and
SWIR regions. The data are reduced in dimension and used as standard bands by the
application of principal component analysis. The classification of the land cover has
been accomplished, including built-up areas, agricultural fields, barren land, water, and
vegetation. To produce images that are cropped with boundaries within the ROI, the ROI
cropped mask images with selected indices are vectorized and the edges are smoothed.

To identify the pixels that in the clipped mask image must have the greatest degree
of broad accuracy in the validation range, fold cross-validation is used to generate the
train, test, and validation data.

At the first stage of classifying land cover, LULC shows great accuracy in segmen-
tation results [24]. The validity of the pixels and the images is then verified visually
by comparing the ground cover data that was generated from the vector data matrix. It
shows the improved U-Net model. The network is made up of an encoding, a decoding,
and a skip link [25]. For the encoding and decoding portions of each of the five layers,
two feature extraction modules have been introduced. To restore the picture size and
ensure that the fusion’s resolution is the same across all layers, the basic feature map
is treated to 2 × 2 up-sampling before each one. The last layer’s 1 × 1 convolution
identifies each pixel.

In order to increase classification accuracy [27], U-Net reduces network complex-
ity, incorporates residual connections to obtain deep semantic information, and extracts
multi-scale characteristics from hyperspectral images. Particularly in challenging tasks
like the classification of hyperspectral images U-net deep learning models outperform
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traditional methods in terms of accurate classification as depicted in Fig. 6. In situations
where traditional approaches can find it difficult to distinguish between classes with
comparable spectral qualities, U-net’s ability to collect precise features permits more
accurate classification. We provide a novel feature extraction module that deviates from
standard convolution in the U-Net architecture by using depth-wise separable convolu-
tion. This change effectively reduces network complexity while capturing features from
hyperspectral images and deeper into semantic data, for improved accuracy. The overall
accuracy of theU-Netmodel ismore than the SAMand SVMmethods. The experimental
results are satisfactory for all the classification methods.

Fig. 6. Hyperion image classification map using SAM, SVM and U-Net Model.

5 Conclusions

The Hyperion hyperspectral dataset, which consists of 242 bands, provides a useful
method for accurately identifying a variety of patterns on the Earth’s surface. The main
difficulties in material identification are caused by the atmospheric conditions and the
complex patterns on the surface of the Earth. The U-net model provides a method to take
advantage of the visual potential present to distinguish between vegetated andbare terrain
over vast geographical areas with great accuracy. U-net, a deep learning methodology,
frequently produces superior accuracy than conventional spectral-based techniques like
SAM and SVM. When properly trained and given precise reference spectra, SAM is
successful, although it struggles with complicated spectral changeswithin classes. SVM,
which is primarily intended for supervised learning, can achieve excellent accuracywhen
given well-labeled training data, but it is not frequently used for the categorization of
unsupervised classification. In conclusion, U-net attains the maximum accuracy due to
its capacity to understand complex characteristics and patterns.

Although U-Net is a deep learning model capable of extracting relevant character-
istics from the data, future research activities may combine U-Net with methods for
automatic extraction of features from hyperspectral data, whereby the understanding
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and classification performance of the model may be enhanced. To reliably evaluate the
performance of various models, it will be necessary to create and maintain consistent
benchmark datasets and assessment criteria tailored to hyperspectral LULCclassification
in future research work.

The preference among U-Net and other architecture, like ResNet, can be demon-
strated by using the specific dataset for study. Depending on the requirements of the
LULC classification task and the type of hyperspectral data, U-Net may perform more
precisely and accurately than alternative approaches. AU-Net-based approach is usually
used while LULC classification is carried out using remote sending images.
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Abstract. This research explores underwater wireless communication in con-
fined spaces, specifically water tanks, departing from the common focus on sea-
water in 5G networks. The study employs a unique system model using fuzzy
logic techniques to analyze the impact of underwater applications. Unlike tradi-
tional sonar models, the approach emphasizes secured data transmission based on
constraint statements, addressing signal attenuation in sodium chloride-saturated
tanks. A tailored attenuation model and a multipath propagation model are devel-
oped to counter challenges like inter-symbol interference and protocol latency.
Considering the tank’s properties, a channel propagation model is designed for
reliable communication. The study introduces a Wireless Channel propagation
model to calculate signal coverage area. Using the Fuzzy Logic tool in MAT-
LAB, simulations evaluate attenuation, multipath components, and coverage area
for acoustic signals in the underwater frequency range. Fuzzy logic analysis pro-
vides comprehensive insights into underwater communication dynamics, specifi-
cally assessing the attenuation of acoustic frequency signals.

Keywords: 5G · wireless channel propagation model · underwater acoustic
signal · acoustic sensor · fuzzy logic

1 Introduction

In today’s technology-driven era, 5G wireless communication stands as the corner-
stone. Its applications span across various sectors, including cellular communication,
the Internet of Things (IoT), and wireless sensor networks [1–4]. Wireless sensor
networks find applications in military, health, environmental monitoring, commercial
fields and residential areas. While extensive research has been conducted on wireless
communication and channel propagation models on land, underwater acoustic sen-
sor networks (UAWSN) are gaining prominence for exploring aquatic environments,
addressing issues like security and monitoring [5]. UAWSN comprises wireless sen-
sors designed for collaborative tasks within specific areas, making it a valuable tool
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for underwater communication challenges [6]. Unlike radio waves, which suffer from
low signal-to-noise ratio, and high attenuation, and optical waves, which face scatter-
ing issues and limited range in water, acoustic waves prove to be the optimal choice for
underwater communication. Acoustic sensors operate within a specific frequency range,
making them effective for short-distance communication in aquatic environments, rang-
ing from specific hertz to megahertz frequencies UAWSN, operating within this acous-
tic frequency range, offers promising solutions for communication hurdles, especially
in confined spaces like tanks, where cleanliness and hygiene pose significant challenges
[7–9].

In underwater tanks, the raw water composition includes salts like sodium chloride,
boric acid, magnesium chloride and sulfuric acid, impacting acoustic signal absorption.
Challenges in underwater audio communication arise from signal absorption, inho-
mogeneity, Ricean fading, and time-varying traits. Multipath propagation, caused by
spreading, sediments, and chemical makeup, hinders signals. A 5G wireless communi-
cation channel model for enclosed underwater spaces is under development, addressing
the shortcomings of existing underwater acoustic models. The study aims to fill the gap
by creating a model tailored for 5G applications in underwater tanks, ensuring reliable
communication [10,25].

The paper is organized as follows. The Signal Attenuation and Transmission
Method is presented in Sect. 2. The Propagation with Multiple Paths are shown in
Sect. 3. Section 4 focus on creating an application channel model for Tank Deploy-
ment. Section 5 presents Simulation Results and discussions. Section 5 deals with the
conclusions.

2 Signal Attenuation and Transmission Method

This section discusses the importance of investigating the properties of the underwater
tank medium to develop an effective underwater acoustic wireless network. The goal
is to create a propagation model that can accurately assess signal strength for reliable
communication and facilitate the development of an automatic wireless communication
system. Unlike deep-sea environments, tanks have distinct characteristics and chemical
constituents, requiring a specific attenuation model. A sodium chloride-infused water
attenuation model, common in tanks, has been formulated. The channel propagation
model incorporates this attenuation model to calculate received power in underwater
tanks. Due to multipath propagation, the model also estimates the number of mul-
tipaths based on communication distance. The proposed method, using fuzzy logic,
aims to establish a communication system in tanks, catering to various shallow water
applications.



Novel Channel Fuzzy Logic System Modeling 109

2.1 Signal Attenuation and Transmission

The transmission of acoustic energy through a medium results in the attenuation of
energy and a decrease in intensity, ultimately facilitating the propagation of acoustic
waves. Path loss and spreading loss occur due to the sound signal from the transmitter
spreading out in a geometric manner and diminishing in strength. Eq. (1) [11] gives the
spreading loss from the source.

Pspread = K ∗10log(R) dB (1)

The spreading factor, represented as K, is equivalent to the range in meters, rep-
resented as R. For unbounded transmission, K has a value of 2, whereas for bounded
transmission, it has a value of 1 [11]. Absorption loss, indicated by Eq. (2), refers to the
conversion of energy into heat because of Ionic relaxation and viscous friction during
the propagation of the acoustic waves [11].

Pabsorb = 10log(αoverall)∗R dB (2)

When denoting the range as R in meters and αoverall as the attenuation coefficient in the
proposed model, the total path loss Ptotal Eq. (3) [11] combines the effects of spreading
and attenuation losses.

Ptotal = Pspread +PabsorbdB (3)

Equation (4) [11] determines the path losses’ magnitude,

L= 10−(Ptotal/10) dB (4)

The loss of signal strength, known as path loss, is predominantly influenced by
factors like the depth of the medium used for communication, temperature, hydro-static
pressure, and frequency. When the depth is below 100m and the temperature fluctuates
between 0◦C and 20◦C, the hydro-static pressure stays stable. Within this temperature
span, attenuation increases in direct proportion to the square of the frequency. Previous
studies have noted the occurrence of absorption losses in both shallow and deep water
conditions [11].

2.2 Elements Found in Water

Ionic minerals such as calcium, sulfate, magnesium, iron, chloride, and bicarbonate can
be found in raw water. A comparative examination of these ion proportions in sea and
raw water is outlined in Table 1.
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Table 1. Ion proportions in sea and raw water

Part of the composition Ratio in parts per million Ratio in parts per million

(Sea water) (Raw water)

Chlorine 19346 2.376

Sodium 11,143 9.126

sulfate 2702 5.26

magnesium 1296 1.6

calcium 417 8.3

bromine 67 –

Borate 28 35.6

strontium cation 14 5.26

TOTAL(parts per million) 35151 63.26

TOTAL(percent) 3.516 0.006326

Pure water((percent) 96.486 99.993

The primary contributors to signal absorption in both sea water and raw water are
magnesium sulfate, boric acid, and sodium chloride. In the provided sample, nearly
99.93% of the raw water consists of pure water. Among the constituents, sodium chlo-
ride accounts for 18.181% of the total ratio in the raw water. This specific chemical
compound possesses unique properties that make it particularly effective in absorbing
acoustic signals. Francosis and Garrison demonstrated the acoustic signal absorption in
seawater by magnesium sulfate and boric acid [12,13]. In the same way, every substance
has a limited capacity to absorb sound waves in water.

2.3 Pure Water Attenuation Model

Equation (5) indicates that the signal absorption in pure water is caused by the material’s
sensitivity to pressure and particular relaxation frequencies.

P= 1−3.83∗10−4p+4.9∗10−8p2 (5)

In the study conducted by Litovitz and Carnevale, the influence of pressure on sig-
nal absorption in pure water was investigated at temperatures of 0◦C and 30◦C [12].
A second-degree equation was fitted to data collected at 0◦C due to the drop in tem-
perature [12]. The researchers utilized an approximation equivalent to 1 atmosphere,
corresponding to a water depth of 10m. Here, ’z’ denotes the depth in meters, while ’p’
denotes the pressure in bars (p=z/10). The absorption equation was formulated accord-
ingly.

P= 1−3.83∗10−5z+4.9∗10−10z2 (6)

P is a bar representation of the hydrostatic pressure in Eq. (6). The water medium’s tem-
perature drops as depth increases. The temperature dependency was established using
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experimental data and, as described in the paper [14], was further separated into two
segments for temperatures below and above 20◦C. The temperature constants derived
from this analysis are provided in Eq. (7) and Eq. (8).

For T ≤ 20◦C

A= 4.937∗10−4 −2.59∗10−5T +9.11∗10−7T 2 −1.50∗10−8T 3 dBkm−1khz−2 (7)

For T > 20◦C

A= 3.964∗10−4 −1.146∗10−5T +1.45∗10−7T 2 −6.5∗10−10T 3 dBkm−1khz−2 (8)

The experimental data showed a significant increase in absorption magnitude with vary-
ing frequencies. Hence, the relationship between the attenuation coefficient, pressure,
depth, frequency and temperature is described by Eq. (9) [14]. The hydro-static pres-
sure “P” is linked to the medium’s depth, and the temperature dependence coefficient is
associated with the medium’s temperature.

αwater = P∗A∗ f 2 ∗10−3 dB/m (9)

The validity of the model has been established for a transmission medium with a maxi-
mum water temperature of 20◦Celsius and a depth of 100m., encompassing underwater
signal frequencies from 10Hz to 1MHz.

2.4 Sodium Chloride Attenuation Model

The thermal conductivity of sodium chloride is constant at ambient temperature up to
25◦C, at 0.5773W/m◦C [15]. Equation (10) expresses the relationship between attenu-
ation, concentration of sodium chloride, heat conduction, and viscous losses.

α = (
ω2

2ρv3
)[(

4η
3
)+ηv+ τ(

1
cp

− 1
cv
)] dB/μs−1 (10)

where α symbolizes attenuation in dB/m, f denotes frequency in Hz, ρ represents den-
sity in g/m3, v denotes velocity in ηv, η represents volume viscosity, and η repre-
sents thermal conductivity in the given equation.The material’s heat capacity at con-
stant pressure and temperature is represented by the specific heat constants, cp and cv,
respectively [16]. These parameters’ values are calculated and used to determine the
attenuation caused by sodium chloride [13]. The shear viscosity for sodium chloride
concentrations between 2 and 3mol/liter at 20◦C and 1 bar of pressure is η = 1048 μ
Pas, whereas the thermal conductivity is η = 0.5773 [16,17]. Equation (11) is given to
represent the attenuation caused by sodium chloride.

αNacl = 0.28 f 2 dB/m (11)

According to Eq. (11), attenuation brought on by sodium chloride at a concentration of
3mol/L shows frequency dependency. Attenuation increases with increasing frequency
in shallow underwater tanks (maximum depth of 100m), As a result, the attenuation
coefficient and frequency squared are directly related.
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2.5 A Model of Proposed Attenuation for Sodium Chloride in Water and Its
Outcomes

An attenuation model has been created specifically for water saturated with sodium
chloride, which is commonly used as the medium for transmitting underwater acoustic
signals. The raw water, typically sourced from natural reservoirs, is composed mainly of
99.993% pure water, with a small fraction (0.00635%) consisting of other constituents,
primarily sodium chloride. In natural aquatic environments, sodium chloride makes up
4.66% of the total concentration, with the remaining 95.34% being pure water. The
model is expressed as a frequency-dependent equation in Eq. (12), as referenced in the
literature [18].

αoverall = 0.9534αwater+0.0466αNacl dB/meter (12)

αoverall denotes the attenuation coefficient for underwater sound waves in tanks that use
raw water that has been saturated with sodium chloride as the medium for transmis-
sion. MATLAB has been used to develop and simulate the model for different acoustic
frequency ranges at 0◦C and 20◦C temperatures.

This section discusses the simulation results of a proposed underwater acoustic
communication model. Figure 1 displays attenuation levels at different frequencies in
the range of 10Hz to 1MHz. The model shows lower attenuation rates compared to
ultrasonic frequencies and is suitable for communication scenarios in water tanks with
a maximum depth of 100m, a hydrostatic pressure of 1 bar (dependent on communi-
cation frequency), and a temperature of 20◦C. The simulation considers temperatures
of both 10◦C and 20◦C. Increasing sodium chloride concentration leads to higher sig-
nal transmission losses, with absorption losses being negligible at around 0.5mol/L but
escalating at higher concentrations, resulting in decreased received signal strength due
to increased attenuation loss and transmission loss.

2.6 A New Attenuation Model for Frequency and Variability in Range

The distance between the communication devices affects the acoustic signal’s absorp-
tion loss. Equation (12) describes the suggested model, which is frequency-dependent
and expressed in dB/meter. To explore changes in the attenuation coefficient and, con-
sequently, absorption loss, the model has been extended to be range-reliant, as shown
in Eq. (13).

αoverall = (0.9534αwater+0.0466αNacl)∗L dB (13)
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Fig. 1.Attenuation model simulated for var-
ious frequency at temperature 10◦C and
20◦C

Fig. 2.Dependent on propagation range and
frequency, the attenuation model

Fig. 3. Fuzzy logic is used in the FIS editor’s
input and output membership functions

Fig. 4. Rule Viewer’s fuzzy attenuation
model

In this equation, αoverall represents the attenuation coefficient in decibels, αNacl and
αwater denote the attenuation coefficients for underwater acoustic signals in sodium
chloride concentrated raw water and, pure water respectively, and L represents the
communication distance. The extended model in Eq. (13) has been simulated using
the Fuzzy Logic tool in MATLAB, considering various acoustic frequencies and com-
munication distances up to 20m.

The simulated results of the frequency and range-dependent attenuation coefficient
model are displayed in Fig. 2.

2.7 Applying Fuzzy Logic Techniques to Realize the Proposed Model

The MATLAB platform’s Fuzzy Logic Toolbox, which consists of a number of func-
tions in the MATLAB computer environment, is used to perform fuzzy logic operations.
The membership rule viewer, FIS editor, rule base, surface viewer, and function editor
are important tools for creating and adjusting fuzzy inference systems. Employing the
fuzzy logic toolbox, the tuned fuzzy model aligned with the envisioned attenuation
model in Eq. (12) is simulated. Within the fuzzy system’s FIS editor, input parameters
consist of frequency (in kHz), while the output variable is Attenuation (in dB/m). The
fuzzification process is conducted utilizing the Mamdani inference engine.
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Fig. 5. Soft attenuation model (Surface
observer)

Fig. 6. Fuzzy logic in the water route and
tank shape causes multipath signals to prop-
agate

Fig. 7. surface viewer’s fuzzy attenuation
model

Fig. 8. Water channel and tank geometry
with fuzzy logic causing multipath signal
propagation

In Fig. 3, the fuzzy inference engine corresponding to the envisaged attenuation
model in Eq. (12) is depicted. In this case, frequency and attenuation serve as input
and output variables, respectively, and are considered input parameters. The Mamdani
inference technique is employed by the Fuzzy Inference System (FIS), while the mean
of maximum approach is applied by the defuzzification method.

2.8 Viewer for Rules and Viewer for Surfaces

Figure 5 shows the surface viewer of the fuzzy attenuation model, where attenuation is
the output variable and frequency is the input variable. Figure 4 shows the rule viewer.

The proposed model is approximately simulated utilizing soft computing techniques
such as Fuzzy Logic.

3 Propagation with Multiple Paths

Many reflections of the transmitted acoustic signal are produced by the physical charac-
teristics and structure of the communication environment. Multi-path signals are created
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as a result of these reflections and travel in the direction of the receiver. The transmit-
ted acoustic signal consists of many route segments in addition to the principal sig-
nal. Every incoming signal, arriving from different pathways with different propagation
delays, is detected by the receiver.

3.1 Geometry of the Underwater Acoustic Channel in Tanks

The primary multi-path signals combine constructively to enhance signal strength at the
receiver [19].

The multipath signals produced by the acoustic sound reflecting off the tank walls
are shown in Fig. 6. After being sent, the signal travels towards the receiver after striking
the wall behind it at a certain height hi, reflecting off of it. The possible reflection from
the wall behind the receiver is shown in Fig. 4. As an alternative, the signal may travel
away from the receiver and reflect off the tank wall at a height of hk. In this case, Wi

denotes the signal that is reflected off the wall behind the transmitter, and Wk denotes
the signal that is traveling in front of the receiver.

3.2 Path Lengths

Multiple reflections of the transmitted acoustic signal occur as a result of the physical
qualities and characteristics of the communication medium. The multipath signals that
head in the direction of the receiver are largely produced by these reflections. The direct
signal and multipath signal path lengths in the tank, as shown in Fig. 6, are given by the
following Eqs. (14) to (15) [20], where ’n’ denotes the order of reflection.

D=
√
L2+(b−a)2,SS=

√
L2+(2nH−a−b)2,SB=

√
L2+(2nH −a+b)2 (14)

BS=
√
L2+(2nH+a−b)2,BB=

√
L2+(2(n−1)H+a+b)2 (15)

Equations (16) to (19), extracted from Fig. 6, provide the path lengths of signals
reflected from the tank walls.

Wk =
√

(L+β )2+(a−nhk)2+
√
(b−nhk)2+β 2 i f hk < a< b (16)

Wk =
√

(L+β )2+(a+nhk)2+
√
(b−nhk)2+β 2 i f a< hk < b (17)

Wi =
√

α2+(a−nhi)2+
√
(α +1)2+(b−nhi)2 i f hi < a (18)

Wi =
√

α2+(a+nhi)2+
√
(α +1)2+(b−nhi)2 i f hi > a (19)

By employing Eqs. (14) to (19), one can compute the path lengths for both the
direct signal and multipath signals. Utilizing these path lengths allows the calculation
of propagation delays.
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3.3 Delay in the Propagation of Multipath Signals

The propagation delay for the reflected signal is the amount of time that passes between
the arrival time of the transmitted signal and its reflection time. As described in the ref-
erence [20], this delay can be calculated using Eqs. (20), which take surface-to-bottom,
bottom-to-surface, and surface and bottom reflections into consideration.

τSB =
SB−D

C
,τBS =

BS−D
C

,τSS =
SS−D

C
,τBB =

BB−D
C

,τWk =
Wk −D

C
,τWi =

Wi −D
C

(20)

The propagation delay plays a crucial role in underwater acoustic signal transmis-
sion, as it causes multiple receptions of information at the receiver due to the delayed
arrival of multi-path signals. To assess the stability of propagation delays, differenti-
ation of these delays concerning the distance (L), receiver depth (b), and transmitter
depth (a), between communicating devices (transmitter and receiver) can be conducted.

3.4 Multipath Components in Communication Range

The mean-square error as a function of the maximum frequency interval, determined
using five approaches, is shown in Eq. (21) [21].

Vmax =
δ −1
2τmax

(21)

In practical scenarios, the number of discrete paths, denoted by δ and the maximum
propagation delay τmax are essential parameters. The total bandwidth B of the transmit-
ted acoustic signal is represented by Vmax. Consequently, the number of multi-paths is
δ can be calculated using Eq. (22) [21].

δ = [2τmaxB]+1 (22)

The significance of the maximum propagation delay (τmax) of multi-path compo-
nents is given in the evaluation of acoustic signals. The evaluation involves consider-
ing bandwidth (B in kilohertz) and analyzing transmission ranges of 10m and 20m.
Arrival time discrepancies are calculated based on path lengths in both dimensions.
Multi-path components are identified through the maximum propagation delay, show-
ing an increase in multi-paths as transmission ranges extend. The pattern of exponential
growth in the number of multi-paths is observed up to 20m, as indicated by the rela-
tionship expressed in Eq. (23) [22].

δ = 4.17e0.224L (23)

Figure 7 illustrates the exponential growth in the number of multi-path components
as the transmission range expands, primarily due to mobile communicating devices.
This escalation in the communication range leads to increased reflections and conse-
quently, more multi-paths. Hence, the increase in multiple signal paths restricts the max-
imum permissible distance between the transmitter and receiver to ensure precise signal
reception within an acceptable propagation delay range. The research by [23] scruti-
nized the statistical properties of shallow water channels in diverse settings, including
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water tanks, swimming pools and lakes. The outcomes confirmed that a time-varying
channel model based on Weibull or Ricean distribution fading patterns was appropriate.

4 Creating an Application Channel Model for Tank Deployment

Acoustic communication, like radio waves, follows the power intensity formula P =
Pr

4πL2 , where P is received power intensity. The frequency range of omni-directional
radiators in acoustics is lower than that of radio signals. Considerations for factors like
transmitted power Pt , receiver distance L, and line-of-sight propagation are important,
with attention to other radiation angles. Models such as Rayleigh or Ricean channels,
similar to radio communication, are applied in acoustic systems for translating radio
channel principles. The Friis transmission equation is used for estimating transmission
power. [24,25]

Radiated energy in underwater acoustic wireless sensor networks is omnidirec-
tional. The received power (P) is a crucial metric, expressed by Eq. (24). Here, Pr is
the transmitted power, and Gt and Gr are gains for the transmitter and receiver. λ is the
wavelength at the operational frequency, and L is the communication distance.

P=
PrGtGrλ 2

16π2L2
(24)

The received power, accounting for reflection coefficient (Γ ) and phase shift (φ )
from the reflected signal, is determined by Eq. (25). The acoustic signal travels at
1500m/s in water, and the radiating device uses horizontal polarization.

P=
PtGtGrλ 2

16π2L2
|1+Γ exp jφ |2 (25)

Equation (26) [26] is used to calculate the Reflection coefficient, which is generated
by the impedance mismatch between water and air. The analogous f2 at 9.7 knots wind
speed is 4.017 kHz, and Γ is fixed at 0.49.

|rs| =
√

(1+( f/ f1)2)
(1+( f/ f2)2)

,where f2 = 378w−2, f1 =
√
10 f 2 (26)

Equation (27) gives the reflection coefficient of the angle-dependent reflected signal
in a tank with a smooth bottom. The NSUC model is used to calculate the reflection
coefficient for the bottom-reflected wave [27].

|rb| = mcosθ −√
n2 − sinθ

mcosθ +
√
n2 − sinθ

(27)

Diffraction loss arises when an obstacle taller than the wavelength obstructs the
direct communication wave path. Signal strength is greater when the signal bends
behind a sharp-edged obstacle compared to a rounded one [28]. However, in the chosen
communication medium, a tank with a smooth bottom, such diffraction effects are not
observed. Scattering losses due to reflection are minimal in this medium, as confirmed
by Gibson’s observations [29].
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4.1 Underwater Tank Propagation Model for Acoustic Signals

The given section outlines the development of a comprehensive model for underwater
acoustic communication, specifically tailored for underwater tanks. The model takes
into account various propagation losses such as path loss, reflection losses, and attenua-
tion loss. It is designed to operate in a medium with constant temperature and pressure,
where reflections occur due to the tank’s geometry and water channel arrangement,
resulting in multi-path propagation. The section introduces an equation (Eq. (23)) to
quantify the number of multi-paths in relation to the communication range and pro-
vides a mathematical representation of the underwater tank channel propagation model
in Eq. (28).

Pr =
PtGtGrλ 2

16π2 |αoverall
1
dd

exp(− jkdd)+Γ1( f )
1
d1

exp(− jkd1)...

...+Γ2( f )
1
d2

exp(− jkd2)+Γn( f )
1
dn

exp(− jkdn)|2
(28)

The suggested attenuation for a water tank saturated with sodium chloride, as deter-
mined by Eq. (12), is denoted by αoverall in this context. In this case, the direct com-
munication path is denoted by dd , while the numerous paths (total of δ paths) are d1,
d2,..., dn. The most multi-paths that can exist within a given communication range are
defined by Eq. (23). d1, d2,..., dn lengths, up to δ paths, correspond to multi-paths such
as SS, BB, BS, SB, and so on. The reflection loss of the nth wave at the operational
frequency f = 30 kHz is denoted by the expression Γn( f ), where k is the phase con-
stant. The exp(− jkdn) component of each multi-path signal determines its phase. The
distances from the transmitter and receiver to the reflected signal are added together to
find dn, which is the distance covered by the nth ray and the accompanying reflection
coefficient.

The bounded area coverage for a 20×20 meter square site is 31.9%, emphasizing
its importance. Placing acoustic sensor nodes strategically within a water tank is crucial
for maximizing power reception, based on areas where receiving sensitivity exceeds
-80 dBm. MATLAB’s Fuzzy Logic tool simulates channel propagation in the undersea
tank with a 30 kHz sensor that has omnidirectional radiation, a 10 kHz bandwidth, and
0 dBm power in order to find the best location for the sensor node for effective power
reception.

Figure 8 depicts simulation results of a channel propagation model, illustrating
received power at various locations in a tank. It aids in determining optimal sensor
placement for coverage. Results show decreased transmitted power with increasing
communication distance.

5 Result and Discussion

Figure 1 displays simulation results showcasing the proposed attenuation model’s per-
formance across different frequencies and temperatures. The study focuses on commu-
nication in a shallow water tank (depth < 100m) with a constant hydrostatic pressure
of 1 bar. The sodium chloride concentration is maintained at 0.5mol/L for dependable
communication with minimal transmission loss.
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Higher concentrations of sodium chloride and increased temperature in the commu-
nication medium lead to a rise in signal attenuation. This effect is especially pronounced
at higher ultrasonic frequencies. The proposed attenuation model is crucial for evaluat-
ing the signal strength at the receiver end.

The strength of a transmitted signal is influenced by factors such as sodium chlo-
ride concentration, communication distance, transmission frequency, and temperature
due to their impact on multipath propagation. These factors act as constraints, affecting
the signal’s strength and coverage. The channel propagation model helps identify the
signal’s coverage area, facilitating accurate reception and ensuring faithful signal trans-
mission in a tank based on medium characteristics and sodium chloride concentration.

The proposed attenuation model is suitable for underwater tanks with a sodium
chloride concentration of 0.5mol/L. However, in shallow tanks, there are additional
chemicals, including sulphates, calcium, boric acid, etc. (Table 1), which significantly
impact signal strength. Existing models are inadequate for detecting signal attenuation
in the presence of these chemicals. A new model is needed to account for all water
constituents. The proposed channel propagation model calculates received power for
signals transmitted in sodium chloride-saturated water. A similar model is required for
other chemicals like boric acid, sulphates, calcium, etc., in the underwater medium.

Conclusions

The MATLAB simulation using a Fuzzy logic tool indicates that increasing concen-
trations of sodium chloride and acoustic frequency lead to higher attenuation of trans-
mitted acoustic signals. Specifically, there is significant attenuation in the ultrasonic
frequency range. The Fuzzy logic simulation confirms that attenuation losses rise
with increased acoustic frequencies. Additionally, a multipath signal model reveals the
number of multipath signals as a function of communication distance in a bounded
underwater medium. The channel propagation model predicts the power received by a
receiver at different locations in an underwater tank for a steady transmitter. Simulation
results of the wireless channel propagation model illustrate the coverage area of the
transmitted acoustic signal. This information can aid in determining the location of a
receiver for reliable communication in the bounded underwater medium of 5G wireless
communication.
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Abstract. The space time block coded orthogonal frequency division multiplex-
ing (STBC-OFDM) system performance is severely degraded due to occurrence
of co-channel interference (CCI) and inter-carrier interference (ICI) effects in
mobile environment. In this work, three joint CCI and ICI iterative interference
cancellation techniques are proposed namely diagonalized zero forcing detection
(DZFD)-parallel interference cancellation (PIC)-DZFD, order iterative decision
feedback (OIDF)-PIC-DZFD and OIDF-PIC-OIDF to obtain the transmitted sig-
nal over doubly selective channel. These proposed methods cancel the interfer-
ences in three stages. The CCI cancellation is performed to obtain initial data
symbol in the initial stage followed by parallel-interference-cancelation (PIC). In
the third stage, the ICI free signal is processed again byCCI cancellationmethod to
obtain the refined estimated data symbols. Finally, the proposed and conventional
methods are compared with respect to complexity and symbol error rate (SER).
From the results, it is demonstrated that the proposed OIDF-PIC-OIDF method
significantly outperforms the conventional methods with lower complexity.

Keywords: STBC-OFDM · Signal detection · Inter-carrier interference (ICI) ·
Co-channel interference (CCI) · Doubly selective channel

1 Introductions

In modern days, the transmit diversity techniques have achieved significant interest
because they provide reiability without additional increses in bandwidth and transmit
power [1, 2]. Space time block code (STBC), often known as transmit diversity, was
first proposed in [3]. The STBC schemes become the popular wireless communication
techniques for a variety of applications including LTE, WiMAX, Wi-Fi [5] and design
of radio receivers for military and civilian users [4]. The STBC technique is suitable for
flat fading channels. In reality, the channel experiences time and frequency selective.
To overcome the frequency selective issues, the STBC scheme can be combined with
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OFDMmodulation technique [6]. However, STBC-OFDM technique severely degrades
in fast fading chennel due to the occurance of inter-carrier interference (ICI) and co-
channel interferences (CCI) [7–14]. The CCI effect arises because of channel frequency
response (CFR) variation for consecutive time periods. The orthogonality loss between
subcarriers in OFDMmodulation causes the ICI effects [15–17]. In literature, a number
of signal detecting techniques have been suggested by suppressing CCI and ICI effects.
In [7], successive interference cancellation (SIC) based signal detection technique was
proposed. However, it has a problem with error propagation. In [8], list-SIC method
was suggested which suppress the error floor in SIC and thus significantly boosts sys-
tem performance. In [9], to cancel the CCI effects, diagonalized zero forcing detection
(DZFD) was proposed. In [10], decision feedback (DF) technique was discussed. The
maximum-likelihood (ML) technique was discussed in [11–13]. The ML technique has
the highest computational cost but achieves the best performance. In [11–13], several
low complexities and close toMLmethods have been suggested. In [11], QR decomposi-
tion with ordering based signal detection was proposed. Spatial permutation modulation
scheme based signal detection was proposed in [12]. Amodified zero foring (M-ZF) sig-
nal detection method was proposed for STBC-OFDM system in accoustic channel [13].
An ordered iterative decision feedback (OIDF) signal detection method was proposed in
[14]. All these signal detection techniques just suppress the CCI effects to obtain desired
signals. To further enhance the performance of system, it requires supression of both
CCI and ICI effects simultaneously. In literature, several methods have been addressed
by combating both CCI and ICI effects in [18–25]. In [18], based on MMSE windowing
technique time domain block linear filter (TDBLF) was proposed. However, this method
is computationally intensive due to large matrix inversion. A low complexity frequency
domain block linear filter (FDBLF) was proposed in [19] which has lower computational
complexity as compared to TDBLF. However, the performance of FDBLF is poorer than
TDBLF. In [20], sequential decision feedback sequence equalization (SDFSE) technique
was proposed. In [21], SAGE based signal detection method was proposed for STBC-
OFDM system in mobile environment. An ordered block decision feedback equalizer
(OBDFE) was proposed in [22]. These signal detection methods proposed in [18–22]
have high complexity as they involve in matrix inversion. An iterative interference can-
cellation method was proposed in [23]. In [24], an interference suppression approach
was addressed which was based on optimal selection of data symbol pair ordering. To
cancel both CCI and ICI effects concurrently, a low overhead interference cancellation
method was developed in [25], however it is inferior to ML method. Recently, several
joint decoding and channel estimation techniques are proposed for STBC-OFDM in
[26, 27]. A joint decoding and channel estimation technique based on complex-valued
neural networks (CVNNs) was proposed in [26]. An excepatation maximization based
joint channel estimation and detection was proposed for STBC-OFDM system in [27].
This method provides near to ML method with few pilot subcarriers.

In this paper, three low complexity signal detection techniques namely DZFD-PIC-
DZFD, OIDF-PIC-DZFD and OIDF-PIC-OIDF are proposed for STBCOFDM scheme.
The performances of proposed and conventional methods are compared with respect to
complexity and symbol error rate (SER).



124 J. P. Patra et al.

The remaining of the paper is organized as follows. In Sect. 2, we discuss the STBC-
OFDM system followed by OIDF signal detection method. The various proposed joint
iterative cancellation methods are presented in Sect. 3. We calculate the complexity
of proposed and conventional methods in Sect. 4 and present the symbol error rate
performances comparison in Sect. 5. In Sect. 6, we conclude the paper.

2 System Model

This scetion describes the STBC-OFDM system model follwed by the OIDF signal
detection technique.

2.1 STBC-OFDM System Model

We consider an STBC-OFDM system for two transmitting antennas and single receiving
antenna. At transmitting end, binary data sequence is generated, mapped and forwarded
to the STBC block. The STBC transforms the mapped data into coded data symbol
matrix X (k) as per Alamouti encoding [3] and is given as follow

X (k) =
[
X 1

(1)(k) X
2
(1)(k)

X 1
(2)(k) X

2
(2)(k)

]
=

[
X1(k) X2(k)

−X ∗
2 (k) X ∗

1 (k)

]
(1)

where X i
(t)(k) is k

th subcarrier for ith transmitting antenna at tth time before the IFFT
operation. The transmitted signal after IFFT operation is given by

xi(t)(n) = 1√
N

∑N−1

k=0
X i

(t)(k)e
j2πkn
N (2)

The time domain signal are then transmitted after adding cyclic prefix (CP). At
receiver, the received signal is obtained as convolution operation bewteen channel
impulse response (CIR) and transmitted signal as given below

y(t)(n) =
2∑

i=1

L−1∑
l=0

hi(t)(n, l)x
i
(t)(n − l) + w(t)(n) (3)

where hi(t)(n, l) is the CIR for l-th channel tap during n-th sampling instant. The symbol
wt(n) is additive white Gaussian noise (AWGN). The FFT operation is performed after
the CP has been rempved and is written as

Y(t)(k) =
2∑

i=1

[
Hi

(t)(k, k)X
i
(t)(k) + I i(t)(k)

]
+ W(t)(k) (4)

I i(t)(m) =
N−1∑
m=0
m�=k

H i
(t)(k,m)X i

(t)(m) (5)
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Hi
(t)(k,m) = 1

N

N−1∑
m=0

L−1∑
l=0

hi(t)(n, l)e
−j2πn(k−m)

N e
−j2πml

N (6)

The received signal can be elaborated in matrix form as

Y (k) =
[

Y(1)(k)
−Y ∗

(2)(k)

]
=

[
H 1

(1)(k, k) H 2
(1)(k, k)

H 2∗
(2)(k, k) −H 1∗

(2)(k, k)

]
︸ ︷︷ ︸

H (k,k)

[
X1(k)

X2(k)

]
︸ ︷︷ ︸

X (k)

+
N−1∑

m=0m�=k

[
H 1

(1)(k,m) H 2
(1)(k,m)

H 2∗
(2)(k,m) −H 1∗

(2)(k,m)

][
X1(m)

X2(m)

]
︸ ︷︷ ︸

I(k)

+
[
W(1)(k)

W ∗
(2)(k)

]
︸ ︷︷ ︸

W (k)

(7)

The symbols Y (k), W (k) and I(k) are received signal, AWGN, and interferences
signal respectively. The effect of ICI is initially ignored and it can be considered as
Gaussian process [17]. Hence, the received signal is modified as

Y (k) = H (k, k)X (k) + J (k) (8)

J (k) = I(k) + W (k) (9)

After performing multiplication operation between HH (k, k) with Y (k), the esti-
mated signal is written as

X̃ (k) = HH (k, k)Y (k) = G(k)X (k) + HH (k, k)J (k) (10)

G(k) = HH (k, k) × H (k, k) =
[

α1(k) β(k)
β∗(k) α2(k)

]
(11)

α1(k) =
∣∣∣H 1

(1)(k)
∣∣∣2 +

∣∣∣H 2
(2)(k)

∣∣∣2, α2(k) =
∣∣∣H 1

(2)(k)
∣∣∣2 +

∣∣∣H 2
(1)(k)

∣∣∣2 (12)

β(k) = H 1
(1)

∗ (k)H 2
(1)(k) − H 1

(2)
∗ (k)H 2

(2)(k) (13)

where α1(k), α2(k) are diversity gain term. The symbols β(k), β∗(k) are the unwanted
CCI terms. The estimated signal X̃ (k) is exprseed in matrix form

X̃ (k) =
[
X̃1(k)
X̃2(k)

]
=

[
α1(k)X1(k) + β(k)X2(k) + Z1(k)
β∗(k)X1(k) + α2(k)X2(k) + Z2(k)

]
(14)

where α1(k)X1(k) and α2(k)X2(k) are diversity signals. β(k)X2(k) and β∗(k)X1(k)
denote unwanted interferences signals. These CCI signals are mixed with original sig-
nals, thus degrades system performance. To improve performance of system, several
methods have been proposed such as SIC, DZFD, DF, ML and OIDF. The ML signal
detection technique provides optimal performance with high complexity. However, the
order iterative decision feedback (OIDF) technique provides similar performance asML
with significaly reduced complexity.
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2.2 Order Iterative Decision Feedback (OIDF) Method

The OIDF technique was proposed in [14]. The OIDF technique first obtains initial
estimated signal using DZFDmethod and calculates the unwanted interreference signal.
Later, it iteratively cancels the interreference to obtain refined data signal. The algorithm
for OIDF method is illustrated below

Initialization: Apply DZFD Method
Since, multiplying HH (k, k) with the received signal Y(k) is not a diagonal matrix,

� (k, k) matrix is multiplied in place of HH (k, k) and can be expressed as

X̃ (k) = ΩY = diag(φ, φ)X + ΩJ (15)

The transform matrix �(k) after simplification of (15) is given by

�(k, k) =
[
H∗
21(k, k) H12(k, k)

H∗
22(k, k) −H11(k, k)

]
(16)

The value of φ (k) is obtained after multiplication of Ω and H matrix

φ(k) = H11(k)H
∗
21(k) + H12(k)H

∗
22(k) (17)

The estimated signal is obtained by dividingφ(k)with X̃ (k) as given in (15) followed
by hard decision operation

X̂ (k) = Q

(
X̃ (k)

φ(k)

)
= X (k) + J (k) (18)

where Q denotes hard decision function.
OIDF Algorithm:
[Step 1]: Set the variables as based on diversity gain

If α1(k) ≥ α2(k), set variable a = 1 and b = 2

If α1(k) < α2(k), set variable a = 2 and b = 1

[Step 2]: Detect the data signal using DZFD output with larger diversity gain

X̂a(k) = Q(
(
X̃a(k)/φ(k)

) = Xa(k) + J (k) (19)

[Step 3]: Detects the data signal through iteratively cancel the CCI effects

for I = 1 : P
X̂b(k) = Q{(X̃b(k) − β∗X̂a(k)/ρb(k)}

(20)

X̂a(k) = Q{(X̃a(k) − βX̂b(k)/ρa(k)}
end

(21)

where P denotes number of iterations.
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Fig. 1. Block diagram of proposed joint CCI-ICI cancellation method

3 Iterative Interference Cancellation Methods

This section describe the proposed iterative cancellation methods namely DZFD-
PIC-DZFD, OIDF-PIC-DZFD and OIDF-PIC-OIDF are presented. Figure 1 illustrates
working principles of propsed signal detection methods.

3.1 DZFD-PIC-DZFD Method

The DZFD-PIC-DZFD method cancels the interferences iteratively as shown in Fig. 1.
This method estimates the transmitted signal using three stages. In first stage, DZFD
technique is adopted to get initial signal. In second stage, ICI signals are calculated and
removed from received signal as given below

Y I
offICI (k) = Y (k) −

∑N−1

m=0,m�=k
H (k,m)X̂ I−1(m) = H (k, k)X̂ I (k) + W (k) (22)

Y I
offICI (k) =

[
Y I

(1)offICI (k)
(
Y I

(2)offICI (k)
)∗ ]

(23)

where X̂ I−1(m) is the estimated signal obtained from DZFD in (18). In third stage, the
DZFD method is again applied to ICI free signal as follows

RI
DZFD(k) = �(k, k) × Y I

offICI (k) (24)

RI
DZFD(k) =

[
RI

(1)DZFD(k) RI
(2)DZFD(k)

]
(25)

The estimated signal is obtained after performing the hard decision function of (25)
and is expressed as

X̂ I (k) = Q
(
RI
DZFD(k)

)
= X (k) + W ′(k) (26)
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Since, the ICI effects is more prominent in neighboring subcarrier. Thus, only 2q
subcarrier adjacent to desired subcarrier is considered as mentioned in [20]

H (k,m) = 0for|k − m| > q (27)

By applying the condition given in (27), the Eq. (22) becomes

Y I
offICI (k) = Y (k) −

∑m=k+q

m=k−q,m�=k
H (k,m)X̂ I−1(m) (28)

where 2q is the number adjacent subcarriers which contribute the ICI effect significantly.
Since, the ICI effects are considered from for 2q neighboring terms, the complexity is
O(2qN).

3.2 OIDF–PIC-DZFD Method

The working principle of OIDF–PIC-DZFD method is similar to DZFD–PIC-DZFD
method. InOIDF–PIC-DZFD,OIDFmethod is used instead ofDZFDmethod to estimate
the initial rough signal in the initial stage.

3.3 OIDF–PIC-OIDF Method

This method is almost similar to the previous proposed cancellation methods. The first
and second stage is exactly same as OIDF-PIC-DZFD method. The third stage is per-
formed by adopting the iterativeOIDFmethod and is given as follows.At first, temporary
detected signal is obtained by multiplying HH (k, k) with ICI free signal Y I

offICI (k) as
given below

ZI
offICI (k) = HH (k, k)Y I

offICI (k) = G(k)X̂ I (k) + W ′(k) (29)

ZI
off ICI (k) =

[
ZI

(1)off ICI (k)
(
ZI

(2)off ICI (k)
)]T

W ′(k) =
[
W ′

(1)(k) W
′
(2)(k)

]T
(30)

The OIDF method is applied to ICI free signal and is illustrated below.
[Step 1]: Set the variables as per higher diversity gain

If α1(k) ≥ α2(k), put variable a = 1 and b = 2

If α1(k) < α2(k), put variable a = 2 and b = 1

[Step 2]: Detect initial data signal using DZFD method as given in (24) with respect
to higher diversity gain

X̂ I
a (k) = Q

(
RI

(a),DZFD(k)
)

= X I
a (k) + W

′I
a (k) (31)

[Step 3]: Detects the final data signal through iteratively cancel the CCI effects

for I = 1 : P
X̂b(k) = Q{(ZI

b,offICI (k) − β∗X̂ I
a (k)/ρb(k)}

(32)
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X̂a(k) = Q{(ZI
a,offICI (k) − βX̂ I

b (k)/ρa(k)}
end

(33)

This method gives better performance than its counterpart OIDF-PIC-DZFDmethod
as it has additional DF operation.

Table 1. Computational Complexity

Method Multiplication

TDBLF 3 × (2N )3 + (2N )2

SDFSE
[
4 × (C)2(2q+1)

]
N

DZFD-PIC-DZFD
[
10 + (8 + 4 × 2q)I

]
N

OIDF- PIC-DZFD
[
22 + (8 + 4 × 2q)I

]
N

OIDF- PIC-OIDF
[
22 + (14 + 4 × 2q)I

]
N

4 Computational Complexity

The TDBLF was proposed in [18] and is based on MMSE filter design and filtering
procedure to cancel the ICI effects and needs total 3 × (2N )3 + (2N )2 complex mul-
tiplications. The SDFSE was proposed in [20]. It needs 4 × (C)2(2q+1) states where
C denotes the constellation size and q is number of nearest subcarrier adjacent to the
main diagonal. The proposed DZFD-PIC-DZFD method uses DZFD method to esti-
mate the initial data which requires 10 complex multiplications [9]. In the second stage
ICI free received signal requires 4 × 2q complex multiplications. In the third stage,
the ICI free received signal uses one tap zero forcing equalization which requires 8
complex multiplications. Hence total 10+ (8 + 4 × 2q)I multiplications are needed for
DZFD-PIC-DZFD method. OIDF-PIC-DZFD method is similar to DZFD-PIC-DZFD
method instead it uses OIDF method to estimate the initial data symbol. In OIDF detec-
tion method, DZFD requires 10 complex multiplications for initial estimates of data
signal, 4 complex multiplications require for HHY operations and 6 complex multipli-
cations for β, α1, α2. The first step of OIDF method involves no complex operation.
Step 2 adopts DZFD method and therefore needs 10 complex operations. Step (3) and
(4) needs two complex multiplication operations for β∗(k)X̂a(k) and β(k)X̂b(k). Hence,
OIDF method needs total 22 complex multiplications. Total number of complex multi-
plications of DZFD-PIC-DZFD requires 22+ (8 + 4 × 2q)I . The first and second stage
of OIDF-PIC-OIDF is similar to the previously discussed OIDF-PIC-DZFDmethod and
thus needs 22 + (4 × 2q) complex multiplication. In the third stage, initial data sym-
bol is estimated using ZF method which requires 8 complex multiplications. ZI

offICI (k)
requires 4 complex multiplications. The value of β and α are calculated in the first stage
and is stored in a buffer and hence needs no extra complexity. Step (3) and (4) involves



130 J. P. Patra et al.

two complex multiplication operations i.e., β∗(k)X̂ I
a (k) and β(k)X̂ I

b (k). Hence, total
22+ (14 + 4 × 2q)I complex multiplications are needed. The computation complexity
of these interference cancellation methods is given in the Table 1.

Table 2. Simulation Parameters

Parameter Value

Size of FFT 128

Number OFDM subcarriers 128

Size of CP 16

Frequency of carrier 2.5 GHz

Bandwidth of OFDM 1 MHz

Type of modulation QPSK

Channel model Exponential decaying PDP

Channel delay spread (d) 3

Total number of multipaths 8

Velocity of mobile 200/400 km/h

Channel Doppler spread (fd N Ts) 0.06/0.12

5 Simulation Results

This section compares the conventional and proposedmethods performance with respect
to symbol error rate (SER) for several normalizedDoppler frequency f dNTs. In thiswork,
we have modelled the channel using exponential decaying power delay profile (PDP)
[28, 29]. The l-th path power is given by σ 2

l = σ 2
0 λl, l = 0, 1, 2, .....L. Power of the

first path is σ 2
0 = 1 − e−1/ d

/
1 − e−(L+1)/ d and d = −τrms

Ts
is the channel normalized

delay spread. The symbol τrms denotes the rms delay spread of channel. The parameter
Ts = 1

/
W is the sampling time and W is bandwidth of OFDM system. Total number

of multipaths (L) is calculated as L = τmax/Ts. τmax = −τrmslnA, τmax is the maximum
delay of the chaanel. The parameter A is the ratio between the power of first path to
the power of non-negligible path. For the parameters d = 3 and A = −15 dB, then
number of multipaths is calculated as 8. Additionally, each multipath channel exhibits
time variation and is modelled using Jakes sum-of-sinusoidal (SOS) [30]. The frequency
of the carrier ( f c) is assumed as 2.5 GHz and bandwidth (W ) is taken as 1 MHz. For
mobile velocity of 200 and 400 km/h, the channel normalized Doppler spread (fdNTs)
value becomes 0.06 and 0.12 respectively. Table 2 lists the total parameters and values
used for simulation.
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Figure 2 shows the performance of various CCI cancellation techniques for fdNTs =
0.06. The simulation result demonstrate that theAlamouti technique suffers performance
degradation because of the occurance of both CCI and ICI effects. Although SIC tech-
nique achieves better result than the Alamouti method, its accuracy is limited to error
propagation issue. The DZFD method outperforms SIC method, but as the Doppler
frequency rises, its diversity gain declines. The DFD method produces superior results
compared to DZFD. The List-SIC provides 10 significantly better result as compared
to DFD method, but its complexity increases for higher order modulation. The OIDF
method performs close to ML method. Following are the results of several CCI signal
detection techniques listed in descending order: ML, OIDF, List-SIC, DF, DZFD, SIC
and Alamouti.
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Fig. 2. Performance comparison of several CCI cancellation techniques for normalized Doppler
spread fdNTs = 0.06

Figure 3 depicts the performance of DFD, ML and OIDF methods with various
iterations (P) for fdNTs = 0.06 at 25 dB SNR. The result shows, the OIDF achieves sig-
nificant performance than DFDmethod and is near to theMLmethod. It is demonstrated
that the OIDF method achieves its optimal value with P = 2 iterations. However, it is
seen from the simulation results that only cancelling the CCI effects does not provide
sufficient performance.
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The SER performance for various conventional which includes Alamouti, DZFD,
OIDF, SDSFE, TDBLF and three proposed methods as shown in the Fig. 4 for
fdNTs = 0.6. The result shows that the proposed DZFD-PIC-DZFD and OIDF-PIC-
OIDF gives better performance than SDFSE method with q = 0. However, SDFSE with
q= 2 outperforms the proposed DZFD-PIC-DZFD and OIDF-PIC-DZFDmethods. The
OIDF-PIC-DZFD gives better results than DZFD-PIC-DZFD method as it uses OIDF
method instead of ZF to initial estimate the signal in the stage 1. The OIDF-PIC-OIDF
gives better performance than its counterparts OIDF-PIC-DZFD method as it has addi-
tional OIDF operation but its computational complexity is slightly higher. From the
Fig. 4, it is seen that the OIDF-PIC-OIDF method gives much better performance than
TDBLF with much lower complexity as indicated in Table 1.
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Fig. 3. SER vs no. of iteration of DF, ML and OIDF techniques for normalized Doppler spread
f dNTs = 0.06

Figure 5 depicts the performance comparison of various signal detectionmethods for
fdNTs = 0.12. It is observed that, TDBLF gives much better performance than OIDF-
PIC-DZFDandDZFD-PIC-DZFDbut lower as comparison toOIDF-PIC-OIDFmethod.
The performance of several methods in ascending order are Alamouti, DZFD, DZFD-
PIC-DZFD, OIDF, OIDF-PIC-DZFD, SDFSE, TDBLF and OIDF-PIC-OIDF. The BER
vs normalized doppler spread performance of various signal detection methods is shown
in Fig. 6. From the result, it is obvious that performance of various detection methods
decreases with increases in normalized Doppler spread. The OIDF-PIC-OIDF method
outperforms the SDFSE and TDBLF method irrespective of any mobile speed.
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6 Conclusions

The STBC-OFDM system suffres severely performance degradion due to CCI and ICI
effects over doubly selective channel. To improve the system performance, three simpli-
fied joint iterative CCI and ICI interference cancelation schemes are proposed namely
DZFD-PIC-DZFD, OIDF-PIC-DZFD and OIDF-PIC-OIDF. These proposed methods
are compared with various conventional methods such as ML, TDBLF and SDFSE
with respect to symbol-error-rate (SER) and complex multiplications operations. From
the simulation results and complexity calculations, it is demonstrated that the proposed
OIDF-PIC-OIDFmethod outperforms the conventionalmethodswith significantly lower
complexity.
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Abstract. The popularity of IoT has opened avenues for many new
solutions such as social network of devices and web of things where IoT
devices may have multiple logical identities. Managing multiple logical
identities of voluminous number of IoT devices securely is a challeng-
ing task. As a result, efficient identity management of IoT devices has
become an important research topic. The existing literature on identity
management of IoT devices is currently restricted to only one logical
identity per device. The paper presents a solution using blockchain for
managing multiple identities of IoT devices. The usage of blockchain
also helps in authentication of mobile IoT devices using logical identi-
ties. The implementation of the solution is carried out using Hyperledger
blockchain platform and its performance is evaluated using a simulator
developed in Python. The results validate the feasibility and efficiency
of the proposed solution.

Keywords: Blockchain · Internet of Things · Multiple identities ·
Performance analysis

1 Introduction

In recent years, a voluminous growth in number of connected devices has been
observed [18] and this pattern is predicted to continue for next one decade [16].
This growth is attributed to the wider adoption of Internet of Things (IoT) which
is envisioned to change human life significantly by enabling machines and devices
to interact with physical world. Because of this, new variants of networking in the
form of Web of Things (WoT) and Social Internet of Things (SIoT) have emerged
[17,21]. The WoT provides scalable and interoperable framework for creating
smart applications and systems by merging many diverse IoT platforms with
World Wide Web (WWW) [21]. The paradigm of SIoT allows distinct devices
to create their own social network to achieve better performance, functionality
and efficiency [17]. The devices in these solutions are not characterized by their
physical identifiers but logical identities. Logical identity refers to a set of device’s
attributes that can be virtual or real [22].

Identity management is the process of securely storing and retrieving identi-
ties of devices [16]. As highlighted by Sharma et al. [13],“Searching a device in
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heterogeneous IoT environment requires one to either know the physical identity
of the device or domain name of the organization owing the device. Other than
this, there are instances when devices are to be searched based on criterion like
location, functionality, owners i.e. the attributes characterizing devices, iden-
tity”. The logical identities play an important role in identifying devices in WoT
and SIoT, like URL in WWW or identity of humans in social networks.

The traditional IoT identity management solutions adopt centralized archi-
tecture where a central authority serves as the gatekeeper for management,
authentication and access control of devices’ identity. These systems use many
protocols, such as Transport Layer Security (TLS) and X.509, to establish secure
communication between IoT devices and centralized server. However, this archi-
tecture is vulnerable to single point of failure and susceptible to attack. The
whole IoT ecosystem gets compromised if the centralized authority is attacked.
Also, the centralized architectures fail to scale for supporting increasing number
of IoT devices. The number and speed of devices registration and authentica-
tion requests lead to delays in centralized systems. To overcome the challenges
of centralized identity management solutions in IoT, distributed architectures
have also been proposed in the literature. Distributed identity management is
a complex task, thus requires careful planning and implementation to address
the unique challenges posed by the heterogeneous nature of IoT ecosystems. A
promising technology adopted for distributed identity management is blockchain.
The Blockchain is a peer to peer networking technology that can be used to main-
tain a tamper-proof record of device identities and transactions. This helps in
ensuring security and trustworthiness of identity management process. A light
weighted architecture for blockchain based identity management has been pro-
posed by Bouras et al. [7] in which management functions and life cycle of
device’s identity in the network are discussed in detail. A comprehensive survey
of many blockchain based identity management approaches has been provided
by Lo et al. [2]. A major drawback of these existing works lies in their limitation
to support either physical device identifiers or one logical identity per device.
The new technologies like WoT and SIoT require systems that are capable of
managing multiple identities of a device in dynamic environment of IoT. The
paper makes an attempt towards fulfilling this research gap.

A method for managing multiple identities of IoT devices using blockchain
is proposed in the paper. The paper is organized into five sections. A sum-
mary of related work on identity management systems is provided in Sect. 2. A
blockchain based method, called MIDMID, is proposed in Sect. 3 for multiple
identities management. The feasibility and performance analysis of the rudi-
mentary implementation of the proposed method is present in Sect. 4. The last
Sect. 5 contains conclusion and future work.

2 Related Work

The area of identity management is not new. It came into existence with Inter-
net. In order to access a service on Internet, any user first needs to register by
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Fig. 1. Physical identity versus multiple logical identities of a device.

creating a digital identity. With proliferation of services, users started to cre-
ate multiple digital identities for multiple services. This led to the development
of efficient techniques for managing digital identities of users in separate spe-
cialized and centralized domain specific systems [1]. Followed are the federated
identity management systems [10] that builds trust relationships between iden-
tity providers there by allowing users in one secure domain to access services from
another domain. In the context of IoT devices, the need for logical identifier was
discussed in a decade old work by Sharma et al. [13]. The usage of logical identi-
fiers in device as well as service discovery has also been explored [13,22,23]. Most
of the earlier approaches of centralized identity management cannot be applied
in IoT because of its characteristic requirements like scalability, interoperability,
mobility and dynamic environment [24]. The distributed and decentralized solu-
tions are found to be suitable for addressing IoT specific requirements as they
scale well. However, synchronization is more difficult in distributed approaches
[14], when large number of devices need to be managed. Hence, blockchain based
identity management is gaining popularity for IoT devices.

Blockchain by design is an immutable distributed ledger with decentralized
control where transactions are stored. Its application in insecure IoT environ-
ment is promising. Hence, many blockhain based identity management systems
have been proposed in the literature. A notable solution has been proposed by
Bassam [1] in which public Ethereum blockchain-based identity system is devel-
oped using web-of-trust model and smart contracts. This system can be accessed
by an entity (for example, a company) which can find attributes of another entity.
Clearly, this system has not been built considering requirements of IoT environ-
ment. The readers can refer to [2–4,11,12,15] for more details of these types
of identity management systems. A good survey of identity management sys-
tems considering IoT specific requirements has been carried out by Cremonezi et
al. [9]. Kuperberg [14] reviewed the functional and non-functional requirements
for blockchain based identity and access management by defining 75 criterion.
Butun and Osterberg [8] highlighted various authorization, authentication and
revocation methods that must be supported in a blockchain enabled identity
management and access control system. This work suggests that permissioned
blockchain platforms should be preferred for IoT due to the security and privacy
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Fig. 2. Proposed solution for managing multiple identities of IoT devices using
blockchain.

offered by it. In another work, Ren [20] proposed a blockchain based identity
management and access control approach utilizing Bloom filter for edge com-
puting environment. It is worth mentioning that edge computing is a paradigm
to process data generated by IoT devices in real-time to fulfill the requirements
of mission-critical applications such as smart grids or driverless cars. Nyante
[19] utilized a blockchain gateway connecting blockchain with off chain regu-
lar world for creating a safe privacy maintaining framework. Bernabe et al. [6]
designed a holistic and privacy-preserving IoT solution for identity management
and authentication. A claims-based strategy was developed for authentication
and access control. Bao et al. [5] proposed a three-tier architecture comprising
of authentication, blockchain, and application layers for identity authentication,
access control and privacy protection for IoT devices. A light weight consortium
blockchain solution for IoT devices identity management was provided by Bouras
[7]. A major drawback of all these existing identity management solution is that
they allow to register one logical or physical identity of a device. The WoT and
SIoT require to manage multiple logical identities of a device in future. This
motivates us to undertake the research presented in this paper.

3 MIDMID: The Proposed Method

In this section, a new method called MIDMID (Multi-Identity Management of
IoT Devices) using blockchain is proposed. The requirement for multiple logical
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Fig. 3. Registration process of a device.

identities of IoT devices exists due to applications like SIoT and WoT as well as
for better authentication, access control, data segmentation, interoperability and
regulatory compliance. It is worth highlighting that a unique physical identity
is assigned to a device by the manufacturer whereas the owner of the device can
create multiple logical identities as illustrated in Fig. 1. These logical identities
are assigned based on the devices specific characteristics, requirements, usage,
and operating circumstances. The logical identities serve as digital representation
of devices inside an ecosystem or network of its owners.

Blockchain provides a useful way to manage IoT devices in dynamic environ-
ment where movement of devices may occur between networks. The blockchain
network is made up of several blockchain nodes called peers, each of which is
responsible for maintaining the blockchain (a ledger of transactions). IoT devices
connect with blockchain peers allowing them to communicate with the blockchain
network. Since blockchain keeps record of each transaction occurring between
devices, it provides a secure communication path. In Fig. 2, we propose a system
architecture for managing multiple identities of IoT devices using blockchain net-
work. Each blockchain node includes two key elements viz. ledger and database
that stores data. The blockchain shared ledger is distributed and tamper-proof.
It provides transparency and immutability by recording every transaction in a
sequential and linked manner. All network nodes share this ledger ensuring that
all participants have the same blockchain history. The second component of each
node is a database that maintains the current state of the blockchain for a par-
ticular IoT device registered to the blockchain. The database enables to keep
track of the current state and related information of IoT devices. It allows for
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Fig. 4. Details of query processing.

quick and simple access to the most recent data linked to the registered IoT
devices.

In a typical IoT identity management system, the CRUD (create, read,
update, delete) operations are used to manage identities and related informa-
tion. The system can add a new device to the blockchain identity management
system using the “create” function. This is also called “register” in some imple-
mentations. The “read” function allows the system to retrieve device information
from the system. It allows authorised and authenticated device identity. It is also
referred as “query” in some systems. The “update” function in the system helps
to modify the device identity. The “delete” or “deregister” ore “revoke” func-
tion helps to restrict or remove any identity. We present the details of CRUD
operations in the proposed method

3.1 CRUD Operations

Create/Register Device: The sequence of steps for registering device is
explained in Fig. 3. An IoT device initiates the process by submitting a request
for registration through a blockchain node. The device provides identity infor-
mation viz. physical identifier, one or more logical identifiers and other meta
information. The blockchain node first searches its database to check if the phys-
ical identifier already exists or not. If the information is present in the node’s
database, it returns a message indicating that device has already been registered.
If the physical identifier of the device is not present in the node’s database, then
blockchain node tries to confirm from other peers in the blockchain network.
The node forwards the request to other nodes of the blockchain network, asking
them to authenticate the device identification and check if it is registered with
any other node. Each node on receiving the validation request searches in its
database for the specified physical identifier. If the device is already registered
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Fig. 5. Process of update device.

with any other node, that node responds to the requesting node with the device’s
blockchain ID (BC id) notifying that the device is already registered. If the device
information is not available with any other peer nodes in the blockchain then
first a new BC id is created for the device and a new transaction gets recorded in
the blockchain. The node then updates the identity information in its database
along with BC id. A success reply with BC id is sent back to the device.

Read/Query Device: The query procedure is initiated by the IoT device
through a request to one of the blockchain node as illustrated in Fig. 4 including
either the physical identifier or BC id or one of the logical identifier. After receiv-
ing the request, the blockchain node examines its own database first to find out
if the specified identifier already exists. If the device is registered with the query-
ing node then a message with list of logical identifiers and meta information is
sent back to the device. If the device is not registered with the querying node
then other peers are interrogated. The peers then try to locate device in their
databases and respond back with appropriate answer viz. if device is registered
then list of logical identifiers, BC id and meta information are returned or else
an error is returned. All the sequence of exchanged messages gets recorded in
blockchain ledger. The requesting device is accordingly updated with the details.

Update Device: A device can add a new logical identifier, remove an exist-
ing logical identifier or modify meta information through this operation. The
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Fig. 6. Revoke identity process.

procedure of handling update request is a mix of registration and query process
as depicted in Fig. 5. The device must include either physical identifier or BC id
along with information it intends to modify in the update message. After receiv-
ing the request, the blockchain node examines its own database first and if the
details of devices are not there then it communicate with other peers following
same sequence of messages as in register and query processing. This allows a
moving IoT device to update details from other blockchain peers as well.

Delete Device: As shown in Fig. 6, the procedure begins with the IoT device
sending a revocation request to a blockchain node including wither the physical
identifier or BC id. Again the same sequence of actions is followed as in case of
registration and updation so that the details of the device gets removed from
the database if it is available with any peer.

4 Performance Analysis

We have chosen Hyperledger fabric blockchain platform for validating the feasi-
bility of the MIDMID method. The reason for this choice is because of the fact
that Ethereum blockchain platform does not support off chain database where
identities of devices can be stored. In contrast, Hyperledger support external
databases like Couch DB and Level DB. We use Couch DB in the implemen-
tation. The smart contracts are written to implement the sequence diagrams
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(a) Execution time of register and revoke
requests.

(b) Throughput of register and revoke re-
quests.

(c) Execution time of query requests.

Fig. 7. Results of performance analysis.

discussed in Sect. 3. The update operation has multiple variants like adding a
new logical id to a device, renaming a logical id, deleting a logical id.

Experiments are run by creating a test bed comprising of two peers blockchain
network using Hyperledger fabric version 2.5. A simulator is also coded in Python
to emulate IoT devices. The configuration of test computers is Intel core i7-8700
3.20GHz CPU, 16 GB RAM, 64-bit operating system on x64-based processor.
For performance monitoring of the blockchain network, Hyperledger explorer
v1.1.8 has been used.

The results of experiments are presented in Figs. 7a–7c. As expected the exe-
cution time of both registration and revoke increases with number of requests. In
contrast the throughput varies for these operations. The interesting behavior is
observed with query operation. The execution time of queries with physical iden-
tifiers remains almost constant with number of devices while it rises linearly for
logical identifiers. With physical identifiers specified, the device can be searched
instantly in the database because of uniqueness. Query with logical identifiers
requires more search in the database resulting in high execution time.
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These experiments validate the feasibility of the proposed MIDMID method
and also provide some preliminary inside in its performance.

5 Conclusion

Advancement in WoT and SIoT requires a secure and scalable identity manage-
ment system that allows IoT devices to register multiple logical identities. The
paper has presented a method, called MIDMID, for managing multiple identities
of IoT devices using blockchain platform. The sequence diagrams for registering,
updating, querying and revoking identities have been designed. A rudimentary
implementation of the proposed method on Hyperledger blockchain has been
done by developing smart contracts in Javascript. A simulator in Python lan-
guage has also been built for emulating IoT devices and is used in performance
analysis of the rudimentary system. It is examined that the search time is high
when a device is searched using logical identifier. The implementation confirms
the feasibility of the proposed method. The future work aims to test the MID-
MID method using real IoT devices and also developing the solution for public
blockchain platform such as Ethereum.
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Abstract. Nowadays, the classification of images is used to bridge the gap
between human vision as well as computer vision to identify images by machines
in the same way humans do. It concerns assigning the appropriate class for a pro-
vided image. Themajor problems encountered in the classification of images is the
representation of image vector as well as image feature extraction. To overcome
major image classification issues, machine learning algorithms such as K-NN and
LVQ are implemented using Scikit-learn and Python packages on the Iris dataset.
LVQ and KNN models were developed using a 70:30 split ratio for training and
testing the models. The algorithm’s performance was compared using machine
learning performance metrics such as Accuracy, F1 Score, Recall, and Preci-
sion. According to the findings, KNN is a superior option for classification tasks
that demand high accuracy-based parameter setting, and the implementation fol-
lowed specifically due to the metrics result with 96.67% accuracy, 1.00 precision,
0.89 recall, and 0.94 F1 Score. Hence, KNN can be applied for effective image
classification problems. KNN and LVQ both have their strength and weaknesses
depending on the problem at hand. The study, therefore, recommends the use of
other machine learning algorithms such as random forest, and decision tree with
hybridization of ensemble learning on the same dataset for optimal comparison.

Keywords: Artificial Intelligence · Data Normalization · Deep Learning · Image
Classification · KNN · Learning Vector Quantization · Machine Learning

1 Introduction

Nowadays, the classification of images is used to bridge the gap between human vision
as well as computer vision to identify images by machines in the same way humans do.
It concerns assigning the appropriate class for a provided image [1]. The major problem
encountered in image classification is representation of image vector as well as image
feature extraction [2]. Classification of an image is theway of allocating pixels in a digital
image into interest classes. The goal of classification of image is the identification of
images features that is unique. To carry out classification on a set of data into several
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categories or classes, the association between the classes and the data into which they
are categorized must be well known [1]. Classification task is a well-known task in
the community of machine learning (ML) as well as deep learning [3]. Flowers are
challenging to categorize [4] due to their close similarities. With the help of machine
learning algorithms such as Learning Vector Quantization and K-Nearest Neighbor, the
process of classification of flowers is made easier with high rate of efficiency. Flower
image classification also plays an important role of sustaining the ecological balance in
plants.

The domain of artificial intelligence (AI) known as “machine learning” is concerned
with the development of statistical models and algorithms that enable computers to
“learn” from data and predict the future without being explicitly programmed. AI sim-
ulates human cognitive processes and behavior using machines. It has a wide range of
academic disciplines, including psychology, linguistics, and philosophy [5]. The basic
goal of ML is to create models that can identify patterns in data and produce predictions.
To do this, a model is trained on a sizable dataset and its parameters are tuned to enable
precise prediction. The field of ML focuses on assisting computing systems to learn
from data on how to automatically perform required operations [6]. Predictive analytics
systems that are based on ML are widely used in different areas. There is now presence
of automations that are of high level with great power of prediction using reinforcement
learning as well as deep learning techniques [7].

Among the several kinds of machine learning are supervised learning, unsupervised
learning, semi-supervised learning, and reinforcement learning. The selection of which
type of learning to use depends on the particular use cases and applications that each
type of learning provides. ML uses different classification algorithms for performance
metrics evaluation which belong to six major classes or categories which are artificial
neural network (ANN) classifiers, Bayes classifiers, tree classifiers, function classifiers
sequential minimal optimization and also lazy classifiers [8].

Therefore, this research has contributed to the body of knowledge as follows:

i. building of machine learning model using Iris dataset on different splitting ratios.
ii. improved performance result than the existing models.
iii. comparative analysis to choose the best image classification model.
iv. applications of KNN and LVQ mathematical models for image classification

This study is divided into five sectionswhich are introduction, relatedwork,materials
and methods, results and discussion, and lastly conclusion.

2 Related Works

Different KNN and LVQ algorithms approaches are elucidated accordingly.

2.1 K-Nearest Neighbors (KNN)

The K-Nearest Neighbors (KNN) machine learning method, is employed for classifica-
tion and regression applications [9]. KNN detects the k closest neighbors to a new data
point in the training data and uses them to forecast the class or value of the new data
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point. The user-defined parameter k determines the number of neighbors [10], and the
forecast is based on the average value or majority class of the k closest neighbors.

As an instance-based learning algorithm, KNN saves the data used for training and
bases its predictions on those instances rather than utilizing a model built from the
data used for training. KNN can handle correlations between characteristics and target
variables that are not linear. However, can be computationally expensive and prone to
overfitting, especially when the training data is abundant or the number of features
is high. Due to its simplicity and convenience of use, KNN is still a frequently used
technique, particularly for small and medium-sized datasets. Cross-validation or trial-
and-error selection can be used to choose the user-defined value, k, which represents the
number of closest neighbors.

2.1.1 How KNN Works

KNN mechanism works as described thus

i. Compute the spread between the new data point and every other data point in the
dataset.

ii. k nearest data points should be chosen (that is, the k closest data points with the
lowest distances)

iii. Using the majority class of the new data point’s k nearest neighbours, determine the
class of the new data point.

Two data points can be compared using any distancemetric, including theManhattan
and Euclidean distances. KNN is a popular technique for classification and regression
issues since it is straightforward yet effective. Outlier detection and dimensionality
reduction are other uses. KNN is computationally expensive. Overall, KNN is a flexible
and strong algorithm that may be used to solve a variety of machine learning issues.

2.1.2 The KNN Variations

The major KNN variations are given accordingly.

i. Weighted KNN: In this form, the target class or value prediction is established on
a weighted average of the K nearest neighbours, with the weights being defined by
the distances between the sample and its neighbours.

ii. KNN with Dimensionality Reduction: The author suggests using dimensionality
reduction methods, such as PCA or LLE, before applying KNN to alleviate the
problem of the “curse of dimensionality” [11].

iii. KNN with Feature Selection: According to the author, KNN can perform better
when there are fewer duplicated or irrelevant features in the dataset. Examples of
such strategies include mutual information and the chi-squared test [12].

iv. KNN with Hybrid Distance Measures: To enhance the performance, KNN uses
hybrid distance measures, which incorporate various distance metrics.

v. KNN for Regression: This gives an overview of the use of KNN to regression issues
where the target variable is continuous rather than categorical.
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The distance between two instances is calculated based on their similarity in terms
of patterns and trends. KNN is useful for time series data, where the sequence of obser-
vations is represented as a single instance. Different KNN methods and several of its
variants and expansions are provided in this study with review of the techniques.

2.2 Learning Vector Quantization (LVQ)

Additionally, inspired by biological representations of brain systems. LVQ is a type
of artificial neural network. Its neural network is trained using a competitive learning
strategy akin to the Self Organizing Map as its base, which is a prototype supervised
learning classification system. It addresses themulticlass classification problem. The two
layers that comprise of LVQ are the input layer and the output layer [13]. The design of
the LVQ is shown in Fig. 1 for any collection with a variety of classes and input features.

Fig. 1. Architecture of Learning Vector Quantization [13].

2.2.1 Learning Vector Quantization (LVQ) Variations

There are six major LVQ variation which are described thus.

i. Learning Vector Quantization 1, or LVQ1: This is the first LVQ technique that
Kohonen proposed. It is often referred to as the “Winner Takes All” approach [14].

ii. LVQ2: This LVQ1 variation gives each characteristic in the input vector a weight,
enabling more precise classifications [15].

iii. LVQ3: This upgrades from LVQ2 enables online learning and the real-time
modification of the weight vectors.

iv. ALVQ or adaptive LVQ: this is a variant of LVQ that modifies learning rate in
response to classifier performance.

v. Self-OrganizingMap (SOM): this is an unsupervised learning technique frequently
thought of as a subset of LVQ. Data visualization and dimensionality reduction use
it.

vi. Adaptive Resonance Theory (ART): this is a form of neural network developed
for pattern identification and classification and was influenced by LVQ.
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2.2.2 Learning Vector Quantization (LVQ) Variations

There are three additional iterations of the LVQ algorithm: LVQ2, LVQ2.1, and LVQ3.
They are Teuvo Kohonen’s creation.

1. Algorithm LVQ2
The second improved iteration of the LVQ algorithm mimics Bayesian decision theory.
Both LVQ2 and LVQ, have the same stages with some differences. In certain situations,
the LVQ2 algorithm employs weights [15], such as:

a. when the classification of the input vector is wrong.
b. when the subsequent nearest vector is successfully classified.
c. when the decision boundary can be obtained using just the input vector.

Only when the input vector fits into a window that can be changed in this case does
learning occur [15]. Equation 1 shows the learning rate.

dc
dr

> 1 − θ and
dr
dc

> 1 + θ (1)

Updating the weights can be done by:

yc(t + 1) = yc(t) + α(t)
[
x(t) − yc(t)

]
(2)

yr(t + 1) = yr(t) + α(t)
[
x(t) − yr(t)

]
(3)

where, x is the input vector, yc is the winning vector, yr is the other closet vector, dc is
the distance between x & yc, dr is the distance between x & yr , θ total number of training
samples and α is the learning rate.

2. LVQ2.1 Algorithm
A prevalent LVQ variation is LVQ2.1. In LVQ2, the weights are changed in two separate
circumstances: first, when the winning vector has the same class label as the following
vector, and second, when the winning vector has a different class label. In contrast, either
vector may have the same class labels in LVQ2.1. The prerequisite for the windowwhere
the input vector fits is shown in Eqs. 4 and 5 [15].

min

(
dc1
dc2

,
dc2
dc1

)
> (1 − θ) (4)

max

(
dc1
dc2

,
dc2
dc1

)
< (1 + θ) (5)

The weights can be updated by:

yc1(t + 1) = yc1(t) + α(t)
[
x(t) − yc1(t)

]
(6)

yc2(t + 1) = yc2(t) + α(t)
[
x(t) − yc2(t)

]
(7)
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3. LVQ3 Algorithm
When the input vector, the winning vector, and the next-closest vector all share the same
class label, learning is further extended in LVQ3. The window’s state here can be:

min

(
dc1
dc2

,
dc2
dc1

)
> (1 − θ)(1 + θ) (8)

The weights can be updated by:

yc1(t + 1) = yc1(t) + mα(t)
[
x(t) − yc1(t)

]
(9)

yc2(t + 1) = yc2(t) + mα(t)
[
x(t) − yc2(t)

]
(10)

where m is a balancing constant that has a range of 0.1 to 0.5.

2.2.3 Significance of LVQ

The importance of LVQ as it concerns image classification are:

1 Automatic Classification: LVQ is known to carryout classification of input vector
automatically [16]. This aids quick identification of characteristics of images.

2 Creation of Prototype: LVQ makes it easier for experts to translate to respective
application domain [17] through the creation of prototype.

3 Multidimensional Data Processing: LVQ can be used for multidimensional data
processing on multidimensional data that has noisy inference [16].

3 Materials and Methods

This section discusses the various approaches of data mining as well as machine learning
algorithms used for model building with various equations and how the equations are
used to achieve their operational goals. The process, techniques as well as tools for the
implantation are also keenly discussed.

3.1 Dataset Description

A machine learning dataset is a collection of data used to train a model. A dataset is
used as an instance to teach the machine learning algorithm how to make predictions
Shemir (2023). Ronald Fisher first proposed the Iris dataset in 1936 in his paper titled
“The use of numerous measurements in taxonomic problems,” and it has since grown to
be a well-liked dataset for showcasing the power of machine learning techniques. In the
ML world, the Iris dataset is commonly used to evaluate how KNN algorithm performs.
Sepal length, sepal width, petal length, and petal width are the four traits that distinguish
each of the 150 samples of Iris plants. The classification problem’s goal is to identify
the species of iris plant based on these four traits. The collection contains information
on the Iris setosa, Iris virginica, and Iris versicolor species.

Implementationwas done using JupyterNotebook.Themodelswere developed using
Python programming and scikit-learn, pandas, NumPy, seaborn, matplotlib as well as
performance metrics libraries. Table 1 gives the summary of dataset description.
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Table 1. Dataset Description.

Features Species Iris Sample size

length of sepal Iris setosa 150

width of sepal Iris virginica

length of petal Iris versicolor

width of petal

3.1.1 Data Preparation Techniques Used in Iris Dataset

The following data preparation techniques were used in the course of this study.

i. Data cleaning: It is critical to identify any missing or erroneous values in the dataset
and to treat them correctly. This can entail eliminating records with blank fields or
imputing missing values.

ii. Data normalization: This helps ML algorithms perform better. The features in the
Iris dataset have different sizes and units of measurement. Standard Scaler was used
to normalize the Iris dataset to ensure the effective utilization of the dataset.

iii. Data division: The Iris dataset is split into training set and test set. The Iris dataset
was split into 70% training and 30% testing for building the models.

iv. Data transformation: In some circumstances, it may be advantageous to alter
the dataset’s properties to improve their suitability for analysis. The study applied
logarithm to make alteration to the dataset.

The Iris dataset was prepared using these typical data preparation methods.

3.1.2 Data Mining Approaches in Machine Learning

The major data mining approaches used are:

i. Training data
This is one of the most important subsets, comprising over 60% of the entire dataset.
This dataset is used to initially train the model. It tells the algorithm what to look for in
the data.

ii. Validation data
This subset represents around 20% of the whole dataset to evaluate all of the model’s
parameters after the training phase. The validation data is actual data for identifying any
shortcomings in the model to assess how well or poorly the model fits the data.

iii. Test data
At the very last stage of the training process, this subset which includes the final 20% of
the dataset is introduced. The data in this group is not known to the model and is used
to evaluate its precision. This dataset shows how much the model has learned from the
prior two subsets. Fig. 2 and Fig. 3 show the detailed representation of the architectural
model for image classification and process flow for image classification respectively for
this study.
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Fig. 2. Architectural model for image classification.

3.2 Mathematical Modelling

Various mathematical expressions used in KNN and LVQ to carry out successful oper-
ations are discussed in this section. Mathematical modelling are ways of expressing
operations or activities using mathematical expressions.

3.2.1 Mathematical Expressions

There are two primary components to the KNN mathematical expressions.

1. Distance Calculation
The initial step in KNN is to determine how far apart each training example and the fresh
input are from one another. Typically, a distance metric like Euclidean distance is used
for this, which is denoted by the following definition:

d(x, y) = ((x1 − y1)2, (x2 − y2)2, . . . . . . , (xn − yn)2) (11)

where: n = number of features, x = input vector and y = training vector
Once the distances have been determined, the next step is to locate the k nearest

neighbors and use them to generate a forecast. This process is known as KNN classifi-
cation. When using KNN classification, the prediction is made by majority vote, and the
new input is given the class label that is most frequently used by its k closest neighbors.
KNN classification’s mathematical expression is represented as follows:

y = majority_vote(y1, y2, . . . . . . , yk) (12)

where yi is the ith nearest neighbor’s class label.
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Fig. 3. Process flow for image classification.

In a manner similar to KNN regression, the prediction is made by averaging the k
nearest neighbors’ target values:

y = mean(y1, y2, . . . . . . , yk) (13)

These are the fundamental mathematical formulas for KNN, and any computer
language can utilize them to build the method.

2. Euclidean Distance
The Euclidean distance, a measurement of the straight-line distance between two loca-
tions in a multidimensional space, is widely used in the k-nearest neighbors (KNN) tech-
nique [19]. In multidimensional space, Fig. 4 depicts the Euclidean distance between
two points.
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Fig. 4. Euclidean distance between two points in a multidimensional space.

The Euclidean distance between a test sample and each training sample is determined
in the context of KNN, and the k training samples with the closest Euclidean distances
to the test sample are denoted as the test sample’s “nearest neighbors.”

The test sample is then predicted by these nearest neighbors by majority vote or by
averaging their corresponding goal values. Between two n-dimensional vectors, x and
y, the Euclidean distance is defined by [20]:

d(x, y) =
√∑n

i=1
(xi − yi)2 (14)

where xi and yi, respectively, are the ith components of the x and y vectors.
This distance is the most popular one because the Python SkLearn package uses it as

the default measure for K-Nearest Neighbor. It is a calculation of the actual straight-line
distance between two points in Euclidean space Anil Gokte (2020).

3.2.2 Mathematical Expression of Learning Vector Quantization

Consider the target class for the following five input vectors in Table 2.

Table 2. Five input vectors and their target class.

Vector Class label

[0 0 1 1] 1

[1 0 0 0] 2

[0 0 0 1] 3

[1 1 0 0] 4

[0 1 1 0] 5

There are two target classes (1 and 2) and four input components (x_1, x_2, x_3,
x_4) in each input vector. Assigning weights based on the class is a good idea. The first
two vectors, w1= [0 0 1 1] and w2= [1 0 0 0], can be utilized as weight vectors because
there are two target classes.

W =

⎡

⎢
⎢
⎣

0 1
0 0
1 0
1 0

⎤

⎥
⎥
⎦ (15)
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Training can be done with the final three vectors. Take 0.1 for the learning rate. Take
a look at the third vector, which is our initial input vector.

Input vector: [0 0 0 1] Target class: 2
The subsequent step is to compute the Euclidean distance. The method is:

D(j) =
∑n

i=1

(
wij − xi

)2 (16)

where, wij is the weight, xi is the input vector component. Now, the distance of the input
unit from the initial to the subsequent weight vectors, D(1) and D(2) respectively can be
computed.

D(1) = (0 − 0)2 + (0 − 0)2 + (1 − 0)2 + (1 − 1)2 = 1 (17)

D(2) = (1 − 0)2 + (0 − 0)2 + (0 − 0)2 + (0 − 1)2 = 2 (18)

Here, D(1) has a smaller value compare to D(2) with leading index J = 1
Weight updating can be performed, because the target class has an unequal value as

J. The following approaches are followed:

W11(new) = w11(old) − α[x1 − w11(old)] = 0 − 0.1[0 − 0] = 0 (19)

W21(new) = w21(old) − α[x2 − w21(old)] = 0 − 0.1[0 − 0] = 0 (20)

W31(new) = w31(old) − α[x3 − w31(old)] = 1 − 0.1[0 − 1] = 1.1 (22)

W41(new) = w41(old) − α[x4 − w41(old)] = 1 − 0.1[1 − 1] = 1 (22)

The updated weight vector will be:

W =

⎡

⎢⎢
⎣

01
00
1.10
10

⎤

⎥⎥
⎦ (23)

D(1) = (0 − 1)2 + (0 − 1)2 + (1.1 − 0)2 + (1 − 0)2 = 4.21 (24)

D(2) = (1 − 1)2 + (0 − 1)2 + (0 − 0)2 + (0 − 0)2 = 1 (25)

Here, the value of D(2) is not up to the value of D(1), and the leading index is J = 2.
Theweight is also updated because the target class is not up to J. This can be achieved

as follows:

W12(new) = w12(old) − α[x1 − w12(old)] = 1 − 0.1[1 − 1] = 1 (26)

W22(new) = w22(old) − α[x2 − w22(old)] = 0 − 0.1[1 − 0] = −0.1 (27)
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W32(new) = w32(old) − α[x3 − w32(old)] = 0 − 0.1[0 − 0] = 0 (28)

W42(new) = w42(old) − α[x4 − w42(old)] = 0 − 0.1[0 − 0] = 0 (29)

The updated weight vector will be:

W =

⎡

⎢⎢
⎣

01
0 − 0.1
1.10
10

⎤

⎥⎥
⎦ (30)

Input vector: [0 1 1 0] Target class: 1

D(1) = (0 − 0)2 + (0 − 1)2 + (1.1 − 1)2 + (1 − 0)2 = 2.01 (31)

D(2) = (1 − 0)2 + (−0.1 − 1)2 + (0 − 1)2 + (0 − 0)2 = 3.21 (32)

D(1) is smaller compared to D(2) with leading index J = 1. The weight is updated
because the target class and J have the same value.

W13(new) = w13(old) + α[x1 − w13(old)] = 0 + 0.1[0 − 0] = 0 (33)

W23(new) = w23(old) + α[x2 − w23(old)] = 0 + 0.1[1 − 0] = 0.1 (34)

W33(new) = w33(old) + α[x3 − w33(old)] = 1 + 0.1[1.1 − 1] = 1.09 (35)

W43(new) = w43(old) + α[x4 − w42(old)] = 1 + 0.1[0 − 1] = 0.9 (36)

The updated weight vector will be:

W =

⎡

⎢⎢
⎣

0 1
0.1 −0.1
1.09 0
0.9 0

⎤

⎥⎥
⎦ (37)

Weights have been applied to all three input vectors. This symbolise the final stage
for the first iteration. Until the winning vectors equate the target class, n number of
epochs can be computed.
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4 Results and Discussion

This section explains the performance metrics obtained from KNN and LVQ as well as
a comparison of their outcomes on accuracy, precision, recall, and F1 Score.

4.1 Mathematical Expressions of the Performance Evaluation of the Models

Four performance evaluation metrics used in measuring KNN and LVQ performance
which are accuracy, recall, F1 score as well as precision. These metrics are used to
assess a k-NN classifier’s performance and aid in figuring out the ratio of false positives
to false negatives. A classifier that predicts accurately and has a low rate of false positives
and false negatives would have high accuracy, precision, recall, and F1 scores. These
performance evaluation measures were also used for LVQ algorithms.

i. Accuracy: is the correctly classified instances percentage [22]. The accuracy of a
k-NN classifier is calculated by dividing the percentage of accurate predictions it
generates by the total amount of guesses. The following illustrates how it can be
mathematically expressed:

Accuracy = number of correct predictions

total number of predictions
(38)

ii. Precision: this is the classified modules number that are prone to fault and that are
truly fault-prone modules [22]. It is determined by dividing the total number of
correctly predicted positive outcomes by the actual positive outcomes. It is stated as
follows:

Precision = True Positives

(True Positves + False Positives)
(39)

iii. Recall: The proportion of correct positive predictions to correct positive cases is
known as recall. It is illustrative of:

Recall = True Positives

(True Positves + False Negatives)
(40)

iv. F1 Score: The F1 Score can be expressed as the harmonic mean of recall and
precision.

F1 Score = 2 ∗ (Precision ∗ Recall)

Precision + Recall
(41)

4.2 Comparison of KNN and LVQ Performance Evaluation

KNN performance was measured using the four (4) evaluation metrics with 96.67%
accuracy, 1.00 precision, 0.89 recall, and 0.94 F1 Score. Also, LVQ performance was
measured using the four (4) evaluation metrics where the accuracy is 80%, precision
is 1.00, recall is 0.80 and F1 Score is 0.80. Regarding the comparative analysis, the
precision result fromKNNandLVQ is the samewhich is 1.00. The graphical illustrations
are displayed in Fig. 5 while other metrics outcomes are represented in Table 3.
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Table 3. Comparison of KNN and LVQ performance evaluation.

Algorithms Accuracy (%) Precision Recall F1 Score

K Nearest Neighbour 96.67 1.00 0.89 0.94

Learning Vector Quantization 80 1.00 0.80 0.80
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Fig. 5. Comparison of KNN and LVQ accuracy, precision, recall, and F1 score results.

4.3 Comparison of the Proposed Model with Other Studies

This section involves the comparison of this study with the results from other studies.
Table 4 shows the comparison detailing the methodology, model used, and results.

Table 4. Comparison of KNN performance evaluation with other papers.

Author Methodology Model Accuracy

[23] Comparison of Iris dataset using Classification
techniques

k-NN 93%

[24] Classifying flowers images by using different classifiers
in Orange

k-NN 82%

Proposed Model Comparison of Iris Dataset using k-NN and LVQ k-NN 96.67%

5 Conclusion

The study’s comparison of LVQ and KNN models revealed that both algorithms while
performing differently are useful for classification tasks. On the test set, the LVQ model
had an accuracy of 80%whereas the KNNmodel had an accuracy of 96.67%. This shows
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that the KNN model can generalize new data more effectively. The algorithms were
trained and tested using a 70:30 train-test split ratio. The study emphasizes how impor-
tant it is to carefully choose an algorithm for certain classification tasks because every
algorithm has strengths and shortcomings of its own. The study therefore, recommends
for further studies the implementation of deep learning using larger dataset.
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Abstract. Invasive ductal carcinoma (IDC) is a type of breast can-
cer that affects adult women all around the world. This cancer starts
in the duct cells of the breast, spreads through the lymph system, and
eventually affects nearby organs and bones. It’s crucial for physicians
to correctly identify the various forms of breast cancer. Instead of doing
this manually, it’s better to use computer programs because it saves time
and reduces mistakes. This study presents a computer-assisted diagnosis
method that utilizes deep convolutional neural networks to classify IDC
histopathology images. These networks are trained using two forms of
transfer learning: feature extraction and fine-tuning. In this study IDC
classification is done using 4 well known deep learning networks, Xcep-
tion, DenseNet169, ResNet101 and MobileNetV2. The dataset used is a
publicly available IDC dataset containing 168 whole slide images. The
evaluation results show that the fine-tuned models give better classifica-
tion results than feature extractor models for IDC histopathology image
classification.

Keywords: Deep learning · Transfer learning · Histopathology ·
Image classification · Fine-tuned models · Computer aided diagnosis

1 Introduction

Invasive ductal carcinoma (IDC) is the most prevalent form of breast cancer,
accounting for approximately 80% of all breast cancer cases in women. The
term ‘invasive’ signifies that the cancer has extended into the adjacent breast
tissues. ‘Ductal’ implies that the cancer originated within the milk ducts, the
channels responsible for transporting milk from the lobules to the nipple. Lastly,
‘Carcinoma’ denotes any cancer that initiates in the skin or other tissues covering
internal organs, including breast tissues. IDC is characterized by the transfor-
mation of abnormal cells within the milk duct lining, leading to their invasion
of breast tissue beyond the confines of the duct walls. Once that happens, the
cancer cells can spread. In the United States, it is anticipated that 297,790 cases
of invasive breast cancer and 55,720 cases of non-invasive breast cancer will be
diagnosed in the year 2023 [2]. In the last few decades, the number of women
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
K. K. Patel et al. (Eds.): icSoftComp 2023, CCIS 2031, pp. 164–176, 2024.
https://doi.org/10.1007/978-3-031-53728-8_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-53728-8_13&domain=pdf
https://doi.org/10.1007/978-3-031-53728-8_13


Enhancing IDC Histopathology Image Classification 165

diagnosed with invasive breast cancer has increased by approximately 0.5% per
year. For the year 2023, estimates suggest that 2800 men in the United States
will also be diagnosed with invasive breast cancer. Tragically, it is anticipated
that breast cancer will result in approximately 43700 deaths in the United States.
Among these, the vast majority, around 43170, are expected to affect women,
with a smaller number, approximately 530 affecting men.

Timely identification of invasive carcinoma plays a pivotal role in cancer
treatment. Detecting invasive carcinoma at an early stage substantially enhances
the prospects of successful treatment and long-term survival. As invasive carcino-
mas progress, it is typically more difficult to treat, necessitating more aggressive
therapies and posing greater health risks for the patient. Not only does early
detection increases the likelihood of complete tumor removal, but it also allows
for a wider range of treatment options that may be less invasive and have fewer
adverse effects.

Researchers have made significant advances in utilizing deep learning (DL)
algorithms to aid in cancer screening, including breast cancer. These DL algo-
rithms aid pathologists in rapidly analyzing histopathology images and diag-
nosing cancer. Despite the remarkable success of DL algorithms, their seamless
integration into digital pathology faces significant obstacles. Some of these chal-
lenges include the absence of the necessary labeled data for complex deep learn-
ing models, the texture variation of the tissue types and the vast dimensionality
of whole slide images (WSIs) with common image sizes exceeding 50000×50000
pixels.

Transfer learning is one of the effective solutions for histopathology image
processing [4,14,15]. Transfer learning is the process of applying a model that
has been trained on a large dataset for a specific task to a similar task, despite
having a smaller dataset. It offers numerous benefits, including the reduction of
training time, the improvement of output accuracy, and the requirement for less
training data. Negative transfer and overfitting are the two major disadvantages
of transfer learning.

This paper focuses on transfer learning-based approaches for classifying
histopathology image regions as IDC+ve or IDC-ve. The pretrained deep mod-
els are reused for feature extraction approach and fine-tuned approach. 4 deep
learning models, XceptionNet, DenseNet169, ResNet101 and MobileNetV2 pre-
trained on the ImageNet dataset were used. An IDC dataset with 168 WSIs that
is publicly available was used for this study. The detailed comparative analy-
sis helps the researchers to identify the best transfer learning models for IDC
histopathology image classification.

The remainder of this paper is structured as follows: Sect. 2 provides an
overview of the relevant literature. Section 3 describes the methodology used in
this study. Section 4 describes in detail the experimental setup. The results and
analysis are presented in Sect. 5. Section 6 is the conclusion of the paper.
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2 Literature Survey

In this section, we review several recent papers related to the automated detec-
tion of IDC in breast cancer using deep learning techniques. These papers demon-
strate the advancements in this field and the ongoing efforts to enhance IDC
classification accuracy and efficiency.

Andrew janowczyk and Anant madabhushi [12] have developed and imple-
mented a deep learning model for a variety of digital pathology tasks, including
segmentation, detection, and classification. The study achieved an F1 score of
0.7648 in IDC detection task. Aiza and Alexander [18] presented an improved
convolutional neural network (CNN) architecture for predicting IDC. Their
model demonstrated remarkable performance with an F1 score of 85.28% and
a balanced accuracy of 85.41%, surpassing previous deep learning approaches.
This paper emphasized the significance of CNN enhancements for accurate IDC
detection.

Jianfei zhang et al. [22] proposed a method that merge a multi-scale residual
CNN (MSRCNN) and support vector machine (SVM) for IDC detection. The
approach demonstrated an average accuracy of 87.45%, average balanced accu-
racy of 85.7%, and an average F1 score of 79.89% after 5-fold cross-validation.
Avishek and Sunanda [7] implemented a CNN model for breast cancer classifica-
tion. The model demonstrated a classification accuracy of 78.4% when evaluated
on the IDC dataset. Mohammad et al. [3] investigated two approaches for IDC
classification: a baseline CNN model and transfer learning using the VGG16
CNN model. The baseline model achieved an F1 score of 83% and an accuracy
of 85%. Notably, transfer learning through feature extraction produced superior
classification results compared to the baseline model.

Justin et al. [20] investigated a range of CNN architectures for automated
breast cancer detection. They assessed four different architectures using a sub-
stantial dataset and achieved remarkable results with one particular fine-tuned
CNN architecture. This model yielded impressive results, including an F1 score
of 92%, a balanced accuracy of 87%, and an accuracy of 89%. The study iden-
tified a finely tuned CNN architecture that consistently delivered outstanding
performance. Érika et al. [5] emphasized the advantages of using deep learn-
ing for IDC detection. Their 3-hidden-layer CNN, with data balancing, achieved
both accuracy and an F1-Score of 0.85.

In conclusion, the literature survey has provided a comprehensive overview
of the state of research in IDC image classification using deep learning. While
significant advancements have been achieved in attaining elevated accuracy and
F1-scores, there remains an ongoing need for deeper exploration into the most
efficient approaches like fine-tuning and feature extractor models. This encom-
passes a comprehensive examination of various model architectures and transfer
learning techniques to enhance their efficacy.
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3 Materials and Methods

3.1 Transfer Learning

Machine learning and deep learning have revolutionized computer vision, natu-
ral language processing, and speech recognition by achieving success at complex
tasks. However, these models often need huge, high-quality datasets and sig-
nificant computational resources. The performance of DL models is critically
dependent on the availability of an adequate volume of accurately labeled train-
ing data [17]. While there is an abundance of labelled data for natural images, a
lack of annotated medical images presents a significant challenge in the domain of
medical image analysis. This lack of training data has the potential to hinder the
effectiveness of deep learning models. Therefore, transfer learning has emerged as
a viable alternative to conventional DL approaches, providing a valuable solution
to enhance model performance and overcome data limitations [9].

Fig. 1. General diagram of transfer learning for image classification.

Pre-trained models are DL models that have been used to solve one problem
using a large dataset and then reused to solve another similar problem with a
smaller dataset. Transfer learning is the process of transferring a pre-trained
model’s weights to solve another problem. Transfer learning saves training time,
improves neural network performance, and reduces the demand for data. These
advantages collectively contribute to the widespread popularity of transfer learn-
ing as a powerful machine learning method. The general diagram of transfer
learning is given in the Fig. 1. The deep learning model is initially trained using
the ImageNet visual database, which contains more than 14 million images, with
the objective to classify images into 1000 distinct classifications. After training,
the model’s weights are set to their optimal values, resulting in a model that has
been effectively learned. This pre-trained model is then used within a context
for transfer learning. The pre-trained model is repurposed for binary classifica-
tion in order to solve the IDC histopathology image classification problem. The
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Fig. 2. Fine-tuning strategies.

model is modified according to the binary classification problem. After this mod-
ification, the model is trained with the IDC dataset. Finally, the model classifies
histopathological images into IDC+ve or IDC-ve classes by using the knowledge
it gained during its original training.

The pre-trained model can be used in three different ways [21], as shown
in Fig. 2. The pre-trained model consists of a pre-trained convolutional base
followed by a classifier. The convolutional base is comprised of a series of con-
volutional and pooling layers designed to extract image features. In contrast,
the classifier is comprised of fully connected layers whose primary function is to
classify images based on the extracted features [13]. The first approach is to use
the IDC dataset to train the whole model. In this method, the architecture of
the model that has already been trained is preserved, while training is tailored
to suit the specific requirements of the IDC dataset. Nonetheless, this method
requires a large dataset and substantial computational resources. The second
approach is to freeze some layers of the convolutional base while training oth-
ers. The lower layers capture general characteristics, whereas the upper layers
focus on problem-specific characteristics. During the training process, certain
layers can be “frozen” and kept unchanged by altering their layer weights. This
method is especially useful when working with limited datasets or models with
numerous parameters. This method helps the model to acquire both general and
task-specific features, which may result in improved performance. This adapt-
ability is a significant advantage, but it requires more computational resources.
The third approach involves freezing all the layers of the convolutional base,



Enhancing IDC Histopathology Image Classification 169

in its original form. This strategy is useful when computational resources are
scarce, dataset size is small, or the pre-trained model has already demonstrated
proficiency in solving a problem closely related to the target task. This approach
can be computationally efficient, as it avoids the need to train all layers from
scratch, making it more feasible in resource-limited situations.

3.2 Pre-trained Models

Several image classification models are training on extensive image datasets,
including the widely known ImageNet. Some of the most well-known pre-
trained classification models are AlexNet, VGG, GoogLeNet, ResNet, DenseNet,
MobileNet, EfficientNet, Xception, NASNet, SqueezeNet, ShuffleNet, etc. [19]. 4
popular pre-trained models that have shown promising results for medical image
classification such as DenseNet, ResNet, MobileNet, and XceptionNet are used
in this work. This next section provides an overview of the characteristics of
these pre-trained models.

ResNet: ResNet, commonly referred to as residual networks, represents a
notable breakthrough in the domains of deep learning and computer vision [8].
As networks grow deeper with more layers, they often encounter the vanishing
gradient problem, affecting effective training [16]. ResNet proposed a solution
with the implementation of residual blocks, which are alternatively referred to
as skip connections or shortcut connections. These connections provide alterna-
tive pathways for data and gradients to flow thus making training possible.

Figure 3 depicts the fundamental building block of the resnet, known as the
‘residual block.’ A residual block consists of two convolutional layers (Conv)
accompanied by batch normalization (BN) and ReLU activation functions. The
input feature map is denoted as X, while F (X) represents the output obtained
after passing through the two convolutional layers followed by BN and ReLU
layers. Then the final output H(X) from the residual block is defined by Eq. 1.

H(X) = F (X) + X (1)

Fig. 3. Architecture of a residual block.
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Fig. 4. Architecture of a DenseNet Block.

DenseNet: The DenseNet model developed by Huang et al. shown remarkable
classification performance in 2017 when applied to publically available image
datasets such as CIFAR-10 and ImageNet [11]. In the DenseNet architecture,
every layer is connected to the successive layers within the network. This means
that the features acquired by any layer are readily shared throughout the entire
network, creating an enhanced information flow. Consequently, this architec-
ture significantly improves the efficiency of training deep networks, all the while
enhancing model performance. Furthermore, the presence of dense connections
plays a role in mitigating overfitting, particularly on tasks involving smaller
datasets. Figure 4 depicts a fundamental building block in the DenseNet archi-
tecture, referred to as a DenseNet block. In this block, the output of each con-
volutional layer is not only passed forward to the next immediate layer but also
serves as input to every subsequent convolutional layer within the same block.

MobileNet: MobileNet is a family of lightweight deep neural network architec-
tures designed for fast and effective deployment on mobile and embedded devices
[10]. MobileNet’s efficiency is based on the concept of depthwise separable convo-
lution, which divides the standard convolution operation into two distinct steps:
depthwise convolution and pointwise convolution. In depthwise convolution, a
single filter is applied per input channel, resulting in a substantial reduction
in computational load. The subsequent pointwise convolution combines the out-
comes of the depthwise convolution to produce feature maps. This technique sig-
nificantly reduces the computational overhead while preserving model accuracy.
MobileNet architectures are renowned for their parameter efficiency. The use of
depthwise separable convolution and reduced model size means they have sig-
nificantly fewer parameters compared to traditional deep neural networks while
maintaining competitive accuracy. This efficiency is crucial for deployment on
resource-constrained devices. MobileNet also has a variety of model versions,
from MobileNetV1 to MobileNetV3, each of which is made to meet different
needs in terms of model size, speed, and accuracy.

XceptionNet: XceptionNet, often known as “Extreme Inception,” represents a
significant breakthrough in the field of deep learning and computer vision [6]. The
basic concept behind XceptionNet is depthwise separable convolutions, similar
to the approach used in MobileNet. The application of depthwise separable con-
volutions reduces model parameters and improves computational efficiency. The
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design of XceptionNet was inspired by the multi-scale feature extraction capa-
bilities of the Inception architecture. However, Xception takes this concept to an
extreme by implementing depthwise separable convolutions across all Inception
modules. This deep and efficient architecture enables XceptionNet to capture
intricate patterns and features in data while achieving impressive computational
efficiency.

3.3 Proposed Model

Fig. 5. An illustration of Proposed model for IDC image classification

Figure 5 provides a detailed overview of the IDC image classification process. The
process begins by acquiring images from the IDC dataset, which are then sub-
jected to image preprocessing. Each image is resized to 48×48 dimensions during
this preprocessing phase. To address class imbalances in the dataset, oversam-
pling techniques such as SMOTE are applied to the images. After achieving class
balancing, the dataset is divided into three sets: the training set, the test set,
and the validation set. The classification model is trained using images from the
training and validation sets as well as their respective class labels. These classi-
fication models are pre-trained models that consist of a base network followed
by additional layers tailored for the specific classification task. After the train-
ing phase, the trained model is prepared for testing. During the testing phase,
images from the test set are fed into the trained model, which predicts whether
each image is IDC+ve or IDC-ve.

The top layers of each pre-trained model is removed treating the remaining
architecture as the base network for the proposed model. The specific number of
top layers removed was determined through experimentation and analysis of the
model’s architectures. After that, a series of batch normalization, dropout, and
fully connected layers are added to this network. These additions were thoroughly
selected to optimize the performance of the model. In our experiments on the
IDC dataset, we investigate two distinct approaches. The first approach is the
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feature extraction approach, which involves freezing all layers of the base network
while training the remaining layers using a balanced IDC dataset. It is decided to
freeze all layers so that the general feature representations that the pre-trained
model had learned would remain the same. In contrast, the second approach
is the fine-tuning approach, which entails freezing specific layers of the base
network, enabling the remaining layers to undergo training using the balanced
IDC dataset. It also enables the capture of IDC specific features while retaining
general knowledge from the pre-trained layers.

4 Experimental Setup

The IDC dataset employed in this study comprises digitized histopathology
slides collected from 162 individuals diagnosed with IDC at the Hospital of the
University of Pennsylvania and the Cancer Institute of New Jersey [1]. From
this dataset, a total of 277,524 patches, each measuring 50×50×3 (RGB), were
extracted. Among these patches, 198,738 were identified as IDC-ve, while 78,786
were classified as IDC+ve. Sample images from each class is given in the Fig. 6.
First 6 images belongs to IDC -ve classes and last 6 images belongs to IDC +ve
classes.

IDC-ve Images

IDC+ve Images

Fig. 6. Sample images from IDC dataset.

During the training phase, the IDC dataset was split 80:10:10 into training,
testing, and validation sets. The model was trained for 100 epochs using the
Adam optimizer. To evaluate the performance of the model, the binary cross-
entropy loss function was used, and a batch size of 128 was chosen to process
the 48×48 histopathology images efficiently. Accuracy, precision, recall, and F1
score were employed as evaluation metrics. The experiments were conducted on
a computer with an Intel(R) Xeon(R) W-2123 CPU, 16 GB of RAM, and a 1
TB hard drive. The TensorFlow framework was employed for implementing the
model, and the code was developed using the Python programming language.

5 Results and Discussion

In this section, we present the experimental results and analyze the outcomes of
two distinct methods applied to the IDC dataset: the feature extraction approach



Enhancing IDC Histopathology Image Classification 173

and the fine-tuning approach. We selected four deep classification models for our
experiments and evaluated their performance on a balanced IDC dataset. A com-
parative analysis was conducted by considering both the number of parameters
to be trained and the classification accuracy.

5.1 Parameter Analysis of Deep Learning Models

Table 1 provides a comprehensive overview of the trainable and non-trainable
parameters associated with the deep models used in our experiments. The fea-
ture extractor models were directly applied to the dataset without any structural
modifications, with the only alteration being the addition of fully connected lay-
ers at the end. Consequently, feature extractor models tend to have a high count
of non-trainable parameters while keeping the number of trainable parameters
relatively low. Among the various feature extractor models, MobileNet stands
out with an exceptionally low number of parameters. This is attributed to its
design, which prioritizes efficiency for lightweight devices by employing depth-
wise separable convolution operations to reduce parameter count. In contrast,
ResNet and its variants tend to have a notably higher number of parameters due
to their utilization of residual networks within their architecture.

Similarly fine-tuning involves taking an existing deep model and adjusting it
to better suit a specific task or dataset. Unlike feature extractor models, fine-
tuning allows for more flexibility in modifying the model’s architecture, including
unfreezing and retraining certain layers. By keeping most of the model’s param-
eters frozen, fine-tuning requires training only a fraction of the total parameters,
making the process more efficient and faster compared to training an entirely
new model. Among the various fine-tuned models, ResNet101 has a high number
of parameters to train. When comparing fine-tuning with feature extraction app-
roach, one notable difference is that fine-tuning typically involves training more
parameters than feature extraction approach. This allows the model to adapt its
representations and features for a specific task, making it more suitable for the
target application.

Table 1. Details of trainable and non-trainable parameters (in million).

Models Feature extraction Fine-tuning

Non-trainable Trainable Non-trainable Trainable

Xception 20.89 0.0369 14.07 6.82

DenseNet169 12.64 0.0033 11.66 0.9788

ResNet101 42.67 0.0164 28.20 14.46

MobileNetV2 2.26 0.0102 0.0387 2.22
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5.2 Classification Results and Analysis

The classification results of the developed models are detailed in Table 2 and
Table 3. Table 2 showcases the classification results of feature extractor models
when applied to the IDC dataset, whereas Table 3 illustrates the classification
outcomes of fine-tuned models on the same IDC dataset

Among the feature extractor models, Xception and DenseNet169 demon-
strate the highest levels of efficiency. The Xception model achieved a train-
ing accuracy of 0.85 and a testing accuracy of 0.80, demonstrating a strong
ability to match the training data and effectively adapt to new, unseen data.
The model achieved 0.81 precision and 0.81 recall, resulting in an F1 score of
0.81. DenseNet169 exhibits excellent results, with a training accuracy of 0.84
and a testing accuracy of 0.83, respectively. Both its precision and recall are
high at 0.84, yielding an F1 score of 0.84. On the other hand, ResNet101 and
MobileNetV2 exhibit slightly lower levels of performance. The ResNet101 model
achieved a training accuracy of 0.74 and a testing accuracy of 0.74. The precision
and recall values of the model are both 0.75, leading to an F1 score of 0.74. The
MobileNetV2 model achieved a training accuracy of 0.79 and a testing accuracy
of 0.76. Additionally, the precision, recall and F1 score are 0.77.

Table 2. Classification results of feature extractor models on balanced dataset.

Models Train acc Test acc Precision Recall F1

Xception 0.85 0.80 0.81 0.81 0.81

DenseNet169 0.84 0.83 0.84 0.84 0.84

ResNet101 0.74 0.74 0.75 0.75 0.74

MobileNetV2 0.79 0.76 0.77 0.77 0.77

Among the fine-tuned models, Xception and DenseNet169 exhibit the high-
est levels of performance across all metrics. DenseNet169 achieved a training
accuracy of 0.99 and a testing accuracy of 0.91. It maintains a remarkable pre-
cision of 0.91 and a high recall of 0.90, resulting in an F1 score of 0.90, indi-
cating its effectiveness in both accuracy and the balance between precision and
recall. Xception achieved a training accuracy of 0.99, indicating an excellent
fit to the training data, while maintaining a testing accuracy of 0.87. Its pre-
cision, recall, and F1 score are 0.88, showcasing a well-balanced performance.
In contrast, ResNet101 and MobileNetV2, while still achieving high training
accuracy, demonstrate slightly lower testing accuracies of 0.81 and 0.78, respec-
tively. Their precision and recall values are also lower than those of Xception
and DenseNet169. ResNet101 has a precision, recall, and F1 score of 0.83, while
MobileNetV2 has a precision of 0.81, a recall of 0.79, and an F1 score of 0.79.

The comparison between fine-tuned models and feature extractor models on
the IDC dataset clearly states the superiority of fine-tuned models in terms of the
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Table 3. Classification results of fine-tuned models on balanced dataset.

Models Train acc Test acc Precision Recall F1

Xception 0.99 0.87 0.88 0.88 0.88

DenseNet169 0.99 0.91 0.91 0.90 0.90

ResNet101 0.99 0.81 0.83 0.83 0.83

MobileNetV2 0.99 0.78 0.81 0.79 0.79

accuracy of classification. Fine-tuning feature extractor models allows architec-
ture changes, especially in the top layers that provide task-specific predictions.
This modification substantially improves classification accuracy and other per-
formance metrics. Fine-tuned models integrate the large amount of information
acquired from a feature extractor model with the domain-specific knowledge
obtained from the target dataset. This combination increases the model’s ability
to generalize to new, unknown data and decreases the possibility of overfitting.
Finely-tuned models have a greater number of parameters to train than fea-
ture extractor models, resulting in a modest increase in training time. As part
of future work, the application of additional deep learning models to the IDC
classification is planned. Furthermore, the models will be extended to address
multiclass classification challenges within other histopathology datasets.

6 Conclusion

In this study, we conducted an automated IDC image classification task by uti-
lizing transfer learning techniques. Four deep learning models, Xception, ResNet,
MobileNet, and DenseNet, were employed in the IDC classification. Among these
models, the fine-tuned DenseNet169 outperformed, achieving a test accuracy of
91% and an F-score of 90%. This research highlights the significance of fine-
tuning deep learning models to improve the accuracy of IDC diagnosis. The
future scope of this research includes a broader exploration of deep learning
models in IDC classification and a focus on multiclass classification challenges
in various histopathology datasets.
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Abstract. This article discusses the better path planning, and achieve the goal
position point within the minimum distance reached for using frommobile robots.
The identification of the shortest distance was carried out through the optimization
techniques, using from the grassfire algorithm. The grassfire algorithm, which was
based on the provided structure of different square boxes, was employed. The grid
structure adopted was (6 columns x 7 rows), and 27% of the obstacles were fixed
within the grid structure of the graph. The pseudo-code of the grassfire algorithm
was implemented for the analysis of simulation results. This implementation was
utilized to the shortest path between points. Different pathways were explored
to reach point 10 from point 0, with the objective of determining the shortest
distance. For the remaining grid structures of the square boxes, the distance was
treated as infinity, and the distance was updated using the formula: n distance =
current distance + 1. The V-REP simulation was utilized in the experimentation,
employing the Khepera-III robot to navigate through various obstacles in the envi-
ronment. The results of the experimental and simulation analyses demonstrated a
4.6% deviation in the start and goal position points.

Keywords: Mobile robot · V-Rep simulation · Grassfire algorithm · Obstacle
environmental · Optimized path planning · Khepera-III

1 Introduction

In various fields, including the military, space exploration, emergency situations involv-
ing fire threats, medicine, and other fields, mobile robots are now frequently used. The
robot carried out the tough tasks listed above effectively and without assistance from
humans. The term “path planning” was created to address such a situation. Whether or
not the robot is familiar with its surroundings, path planning necessitates the robot trav-
eling a particular path. A mobile robot must safely navigate around the various barriers
and obstructions it comes across while navigating, avoid hitting them, and choose the
best route from one spot to another [1]. These parameters must be met in order for the
transport robot to complete its primary mission of delivering goods to the desired loca-
tion [2]. “Off-line, or global, and on-line, or local, path planning” issues for robots are the
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two main categories [3]. Off-line planning takes place in a robot’s familiar environment
where immovable impediments are also present. In this kind of path planning, the algo-
rithm must prepare the entire path with coordinates using a variety of approaches before
the robot begins to move. While online path development happens as an impediment
between the source and destination points, local path planning completely fails in an
unfamiliar area. In both of these systems, the path is chosen based on the environmental
sensor data [4]. It has a changing environment and moving obstacles. Since the mobile
robot in this setting only has incomplete or unknown knowledge of its surroundings, it
must first perceive its surroundings before moving. Many authors have examined the
topic of path planning for mobile robots in depth, and they look at a number of options
[5].

Safety, precision, and speed are the three key issues that need to be resolved in robot
navigation (RN). Finding a collision-free path and adhering to the targeted path pre-
cisely are the safety and accuracy issues. Efficiency refers to the algorithm’s capacity to
repeatedly stop and turn robots. Time and energy have been wasted on this. Localization,
path planning, cognitive mapping, and motion control are only a few of the various RN
issue areas. One could that path planning is the most crucial problem. The goal of path
planning is to determine the best, most direct, and collision-free path through a given
environment from a starting point to an objective. A robot typically has multiple ways
to accomplish a task, but the best [6]. Mobile robots’ ability to navigate successfully in
various applications mostly depends on their intelligence [7]. These surveys, however,
don’t go far enough to offer a thorough examination of each navigational method. This
proposed survey study on mobile robot navigation seeks to identify the areas for future
research and the potential for innovation in a specific field [8]. A group of requirements
that must be completed in order to produce the path planning solution that will lead to
the achievement of the goal [9]. Many approaches, such as the grassfire algorithm, have
been put forth to address the path planning issue [10]. Grassfire methods are now often
used in the field of path planning and have been enhanced based on application sce-
nario requirements [11]. Some innovative intelligence optimisation algorithms, such the
genetic algorithm, have excelled at handling path planning issues in recent years [12].
It was used in a variety of optimisation strategies, including the shortest point reached
[13].To estimate the optimal pathway, they suggested optimising the grassfire method
[14]. The grassfire algorithm is an approach that uses heuristics to determine a route from
a given source to a given destination [15]. Robot path planning has been implemented
using a combination of numerical iteration and pseudo code grassfire algorithms [16].
According to the experimental findings, the robot successfully reached its intended goal
without colliding with anything [17].

In this paper, an innovative path-planning method was developed. The algorithm
was divided into two main objectives. The first module deals with the optimization
techniques employed in the grassfire algorithm and the implementation of the algorithm
to the V-rep simulation, experimental analysis. The result of the sine cosine algorithm
[17] was consistent with both outcomes at 5%, as previously explained. The primary aim
of modeling and experimental results in this study was the reduction of range deviation
by 4.6%. The total area under consideration was 350 × 300 cm. In the simulation,
the distance covered was 270.97 cm, accomplished in a time was 21.58 s. During the
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experimentation phase, the distance covered was 283.87 cm, and the time was 22.59 s.
It’s important to note that the fixed grid structure of the graph contained 27% obstacles.

2 Graph Search Methods and Algorithm

With the help of one of the above-discussed graph creation techniques, the environment
map has been transformed into a connection graph. Regardless of the map representation
used, the objective of path planning is to locate the path that best satisfies the chosen
optimization criteria (for example, the shortest path) between the start and the goal in
the connection graph of the map.

f(n) = g(n) + ε.h(n)

Where

f(n) = Expected total cost
g (n) = Path cost (accumulated cost of traveling from the start node to node n)
h (n) = Heuristic cost

Fig. 1. Simple schematics of the grassfire algorithm.

The grassfire algorithmwas found to identify points 1, 2, 3, 4, 5, 6, and 7 in this study.
The starting point was 1, and the goal point was 7, and the shortest distance between
these two points was found to be 1-3-7. This path represented the minimum distance.
The remaining paths, 1-3-6-7, 1-2-4-7, and 1-2-5-7, represented the maximum distance
points (Fig. 1).

Figures 2 and 3 that the grassfire algorithm was used for the shortest path motion.
The main objective of the grassfire algorithm was to reach the start to goal point in the
minimumdistance path. The light blue color indicated the start to goal point identification
for 1-3-6-7-9-12, and this distance was maximum compared to the other color-indicated
lines. Next, the purple color indicated a point in the start-to-goal point identification for
1-3-6-8-11-12, and this distancewasminimumcompared to the other color indications of
lines. Finally, the black color indicated a point in the start-to-goal point identification for
1-4-7-6-8-9-12, and this distance was maximum compared to the other color indications
of lines.
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Fig. 2. Grassfire algorithm. Fig. 3. Grassfire algorithm for the shortest path.

Fig. 4. (a), (b), (c), (d) Destination path from start to goal.

Graph structures 6× 7 (6 columns and 7 rows) were used, with the vacant cells acting
as the nodes and edges. The collection of nodes and edges made up graph G, which was
composed of a collection of vertices (V) and a collection of edges (E) that connected
pairs of vertices. The grid planning algorithm was known as the “grassfire algorithm.”
The objective was to create a route through the grid or graph from the beginning to
the finish. Usually, there were many options for connecting two nodes. To start, the
destination node was assigned a distance value of 0. Every iteration located and added a
distance value of + 1 to all the unmarked nodes that were close to marked nodes. Next
iteration adding from 1 + 1 = 2, Remaining iteration adding + 1 (for example 2 + 1
= 3) up to ninth iteration adding to + 1 (8 + 1 = 9). The distance value generated by
the grassfire algorithm showed the shortest path between each node and the objective.
Figure 4 (a), (b), (c), and (d) showed the route taken to reach the target. The start nodes
were 10, and the goal node was 0. The block square box indicates to 27% of obstacles.
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3 Optimization Techniques of Grassfire Algorithm

The three forces, the gravitational pull on the solution, and the environmental interaction
between the solution and other grassfire algorithms were used to identify the grassfire
algorithm in the optimized mathematical calculation to ascertain the Yi location of every
solution.

Yi = Ui + Hi + Bi (1)

Yi = Position of the robot
Ui = Environmental interaction between another grassfire
Hi = Gravity force of the solution
Bi = robot movement direction

The equation below represents the position of each solution in random numbers,

Yi = C1Ui + C2Hi + C3Bi (2)

C1, C2, C3 are random numbers of the array [0,1] model of each force in Eq. (1)

Ui =
∑n

j=1
U

(
eij

)
e·
∧

ij
i �= j (3)

eij = ∣∣yj − yi
∣∣and e·

∧

ij
=

∣∣yj − yi
∣∣

eij

where,
U mentioned to the strength of two environmental forces (repulsion and attraction)

eij the distance between i-th grassfire and j-th grassfire, e·
∧

ij
unit vector (Fig. 5).

T = fc−s/m − c−s (4)

Force of gravity

Hi = −h e·
∧

h
(5)

where, −h gravity constant, e·
∧

h
is unit vector towards target (or) goal

Bi = U a·
∧

w
(6)

where, U drift constant, a·
∧

w
is unit vector wind direction

Grassfire Optimization Position
In Eq. (3), (5), (6) is substitutes in Eq. (1).
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Fig. 5. Different pathway in robot movement.

They accomplish the optimization and best solution of the grassfire algorithm by
fast reaching their comfort zone and swarming to the target site (global optimum), some
modification in the previous Eq. (7).

Y d
i = U

∑n

j=1
U

[
XBd − YBd

2

]
t
∣∣∣ydj − ydi

∣∣∣
∣∣yj − yi

∣∣
eij

+ best solution (8)

where i �= j U is mentioned to parameters co efficient, XBd and YBd Upper and lower
bonds d-th dimensions.

d = dmax − iteration ∗ dmax − dmin
maxiteration

(9)

where dmax and dminmaximumandminimumvalues of d,max iterationmeansmaximum
iteration, d means number of iterations.

Algorithm 1: Grassfire Algorithm Optimization (GAO)

Parameter initialization: dmax, dmin, s and m.
Pseudocode initialization Xi (i=1,2, 3………, n) 
Select shortest distance is best (minimum distance)
While (current iteration (iter), maximum iteration (max iter)) Do

Update d using equation (9)
for grassfire  do

Distance between grassfire in the range [0,3.5]
Grassfire opmization position equation (8)
Current grassfire back goes in boundary line 

End
Best solution find out
Iter= iter+1 

End
Best solution                                           
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Algorithm 2: Pseudo code of the grass fire 

STEP 1  
For each node n in the graph
0 n * distance = infinity
STEP 2
Create an empty list 
STEP 3
Goal distance = 0, add a goal to list 
STEP 4
While the list is not empty 
Let current = first node in the list, remove current from the list 
STEP 5
For each node, n that is adjacent to current 
If n. distance = Infinity 
n. distance = current distance +1
add n to the back of the list 
End.

4 Result and Discussion

4.1 Rep Simulation Analysis of Mobile Robot

The V Rep simulation was employed in the path planning in grassfire algorithm, carried
out in simulation as to reach the starting andgoal positions, various obstacleswere present
in the environment. Figure 6(a), (b), (c), (d), (e), (f) V-Rep simulation path in different
obstacles in the environment. The Khepera-III robot was utilized for live experiments,
while V-rep was employed for simulation. The step-by-step process of robot movement
within six position pointsmoved from the start to the goal point. Themoving robot did not
collide with the environment or experience friction on the surface for wheel movement.
The V-rep simulation of the robot’s movement was examined. It became evident that
the path distance, which was calculated through simulation on the platform, deviated
by less than 4.63%. This deviation fell within a respectable range. However, during
the real-time experiment, various environmental factors, including surface friction and
wheel slippage, caused the results to deviate.
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Fig. 6. (a), (b), (c), (d), (e), (f) V-Rep simulation path in different obstacles in the environment.

The number of runs was plotted on the X-axis, and the distance (cm) for both simu-
lation and experimental data was represented on the Y-axis. The percentage difference
valuewas calculated to be 4.63. The average simulation valuewas found to be 270.97 cm,
while the experimental valuewasmeasured at 283.87 cm. Table 1 and Fig. 7 path distance
travel in simulation and experimental process.
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Table 1. Path distance in simulation and experimental analysis.

No of run Simulation (cm) Experimental (cm) % Difference

1

2

3

4

5

6

7

8

9

10

11

12

Average

269.91

270.96

272.51

264.46

268.49

270.51

272.81

270.81

271.52

269.81

274.57

275.61

270.97

282.76

284.54

285.41

280.36

284.43

284.83

282.61

280.72

282.39

286.36

286.39

285.71

283.87

4.65

4.86

4.62

5.83

5.76

5.15

3.52

3.59

3.92

5.95

4.21

3.59

4.63

Fig. 7. Path distance travel in simulation and experimental process.

4.2 Experimental Result of Mobile Robot

In the experimental work, path planning to reach the starting and goal positions involved
various obstacles in the environment. Figure 8(a), (b), (c), (d), (e), and (f) showed the
experimental work for different obstacles in the environment. A thinker place stem
mobile robot was utilized for live experiments, and an area of 350 × 300 cm with six
position points in the same area was used. The step-by-step process of robot move-
ment within the six position points was observed as it moved from the start to the goal
point. The moving robot did not collide with the environment, despite the presence of
different obstacles at the six position points of the robot’s movement. In the research
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Fig. 8. (a), (b), (c), (d), (e), (f) Experimental work for different obstacles in the environment.

article, the experimental work for the robot’s movement was examined. It was evident
that the path distance and implementation of time, which were calculated through the
experimental work platform, deviated by less than 4.57%. This deviation fell within
a respectable range. However, during the real-time experiment, various environmental
factors, including surface friction and wheel slippage, caused the results to deviate.

The number of runs was plotted on the X-axis, and the implementation time for both
simulation and experimental data was represented on the Y-axis. The % difference value
was calculated to be 4.57. The average simulation value was found to be 21.58 s, while
the experimental value was measured at 22.59s. Table 2 and Fig. 9 Implementation time
for simulation and experimental analysis.
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Table 2. Implementation time for simulation and experimental analysis.

No of run Simulation (sec) Experimental (sec) % Difference

1

2

3

4

5

6

7

8

9

10

11

12

Average

21.64

21.32

21.36

21.38

21.42

21.44

21.47

21.49

21.82

21.85

21.87

21.97

21.58

22.40

22.53

22.62

22.40

22.53

22.72

22.85

22.45

22.42

22.68

22.73

22.83

22.59

3.45

5.51

5.72

4.65

5.05

5.79

6.22

4.36

2.71

3.72

3.85

3.83

4.57

Fig. 9. Implementation time for simulation and experimental analysis.

5 Conclusion and Future Scope

In this article, the navigational control in path planning optimization of a mobile robot
was one of the main objectives of the grassfire algorithm optimized methodologies.
This method was utilized by the mobile robot from the target to the designated reached
position. The GAO’s main objective was to achieve closer proximity by adding one
for each iteration, ultimately determining the best answer or the shortest distance to
the destination. Khepera-III was employed to control and optimize navigation using
the grassfire algorithm. Tables 1 and 2 presented the results from both the simulation
platform and the experimental platform. The findings in the tables demonstrated a high
level of agreement between the two platforms,with the observed variation being less than
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4.6%. Additionally, the robot successfully accomplished the desired objective without
any collisions.

Advanced grassfire algorithm optimization techniques were employed for path plan-
ning in navigational control using multiple mobile robots. The study involved the uti-
lization of an advanced hybrid potential field path planning algorithm. A comparison
was conducted with several other algorithms, including A*, RRT, Genetic Algorithm
(GA), and the proposed algorithm.
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Abstract. The focus of this paper is all about using artificial intelligence methods
for the legal problems and getting accurate results. The implementation of different
AI technologies clubbed with the law domain based expert system is discussed
in detail. The architecture, implementation and results are discussed in detail for
getting a clear view. The experiments are carried out using the legal concepts of
IPC (Indian Penal Code) and compared. The findings of the paper are different
and novel which can be interesting for the experts of legal domain. The different
methods which can provide similar results are also discussed and the comparative
analysis is done. The proposed model discussed in the paper provides significant
results in terms of accuracy.
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1 Introduction

The domain specific knowledge is given primary importance in recent times. The per-
son can achieve knowledge regarding particular domain by learning, understanding and
applying, but cannot have knowledge of multiple domains at the same time. The same
example can be considered for common people, who do not possess any knowledge
regarding the law domain which is intended to protect their rights. Many times it may
happen that the person involved in any legal situation may be unaware about the conse-
quences of it. The major problemmay arise is getting cheated by the people having good
knowledge related to the legal domain. The introduction of artificial intelligence in the
legal domain can solve a great of this problem. The discussion is about a well-defined
architecture for legal expert system. There are many different sub categories in the law
based domain which need individual solution for specific category. The theoretical prob-
lems can be easily solved by applying logic but when it comes to real world problems,
there is a requirement of applying algorithm.

Fuzzy logic can be used for controlling complex systems when enough amount of
knowledge is available. There aremany systemswhich are using fuzzy logic as a solution,
no matter if it is commercial or non-commercial. Fuzzy logic has a wide use but in this
case it will be considered only for legal expert system [1]. The fuzziness is defined by
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the membership function by identifying the degree of membership. The membership is
identified by the set of rules written as “if-then”. It can be considered as most suitable
for the domain as it can deal with the applications where the data may be imperfect. The
crisp values are associated with some degree of membership which can be between 0 and
1 [2]. The identification of the membership function can be done using some linguistic
labels. The labels can be considered as some descriptive parameter which can be used
for dividing the area of universe. Each divided area can be added with some range of
values and when the new value is entered in the system, it will be verified with the
ranges to identify the corresponding linguistic label [3]. There are few basic concepts
like support, core and height which are much important to be understood before defining
the membership function [4]. The members can have different values associated with
them between 0 and 1, if any member has value greater than 0 can be considered as
support. The members whose degree is equal to 1 are called as core elements and the
maximum degree of membership is known as the height of the membership function [5].

The fuzzy rule based expert system made for the legal domain will be a combination
of modules like fuzzification unit, defuzzification unit, knowledge base and the decision
making unit. The rules made for measuring the degree of membership are responsible for
the accuracy provided by the system. The importance of using the technology is human
understandable input and output to and from the system respectively. The rule base may
comprise of different content collected related to domain, which may be from internet,
book, experience, etc. [6]. The flow of the system for getting accurate suggestions will
be as shown below [7, 8],

– Crisp input will be provided to the system
– The fuzzification unit will Fuzzify the crisp input
– The decision making unit will use the fuzzified input with the knowledge base for

finding the degree of membership
– The defuzzification unit will help in getting the actual output back by converting the

fuzzy output to the crisp output.

Association rule mining is also applied to the system which helps in filtering the
huge amount of data available. Interesting patterns related to the input are identified and
stored for faster execution of similar data [9]. It is proven technique which is used for
the efficient and accurate results in case of huge database, same as we have in the law
based domain. This is an iterative technique which should be continued until accurate
result is found [10].

1.1 Objectives

The people have very less knowledge related to legal domain. The research will target
the sections between IPC 300 to 400. The research will not only help the layman’s but
also the people who are new in practicing law. New rules are added frequently and most
of the people are unaware about that embedment’s. It is difficult task to remember all the
rules and so the work also helps in finding related rules and accessing them. The work
is used for giving suggestions which can be understood by all. The suggestions can help
in improvement of the decisions taken regarding the legal problem.
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1.2 Organization

Section 2 shows the related work done throughout world in the same technology or
in the same domain. Section 3 shows the novel framework which is used for solving
law based problems of IPC. Section 4 shows the technical background and the actual
implementation of the framework. Section 5 describes the results obtained using the
competitive technologies and the key points of benefit of new framework. Section 6
shows the future work which can be carried out in the same domain and technology.

2 Related Work

There are many systems which are working with law based domain. Most efforts are
given for covering the systems which are closely related to the work. Some systems are
close to the domain of work and some are related to the technique used in the work. The
first related work is of a system developed by John Campbell and Kamalendu Pal which
was named as ASHD-II. It was the case based and rule based reasoning method used
for matrimonial cases in UK. Generally, it was used to settle the property related issues.
The issue with the system was it selected the suitability of the method i.e. case based
reasoning or rule based reasoning randomly and provided with the judgement [11].

The second system in discussion is CHIRON which was developed by Kathryn E.
Sanders which was again working on rule based and case based reasoning. The system
is used for taxation related rules and problems of USA. In this system the data is passed
to rule based planner and then to the case based planner for testing of the results. It is a
cyclic process and continue until best result is obtained. The only problem id iteration
of the process until best result obtained which is time consuming [12].

The third nearest system is JUDGE which was designed by William M Bain which
workedwith the rule based reasoning in away as if it is applying the case based reasoning.
In this system, the generation of new rules is started by traversing through the older cases.
The only problem will arise when the new case will be given to the system where there
are no similar cases in history of the system. Under such scenario the system will not be
able to give precise output [13].

The next system us TAXMAN which is working with the tax based laws of USA
and is developed by McCarty Throne. The major focus of this system is corporate tax of
USA and the problems related to that. The method used while taking input is forward
chaining and the expands it to greater level and the result is generated. For checking
the accuracy of the result, backward chaining technique is used which can check if all
the conditions are satisfied or not. No accuracy can be expected from the system after
completion of forward and backward chaining [14].

Another system developed by Thoen Walter and Yao-Hua Tan which was named as
INCAS works for the legal domain working on contracts between the customers and
ecommerce websites. It may not provide the same quality of results for all the online
websites as the terms and conditions may change in every case [15].

Another systemwas proposed by Burkhard which was named ZOMBAIS. The name
itself shows that the system is used for the rules related to the documentswhich are beyond
the grave. In this case the system takes input as a document and process the document
for understanding the legal reasoning. The major problem with the system is it will not
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understand the exact feeling of the person who has written the will and may lead to an
unfair decision which may not be exactly as per the will [16].

The systems were near to the legal domain but none of them is working on the same
domain which is proposed. The next is the discussion about the systems working on
similar technology.

The first system is for diabetes diagnosis which is a common disease for mid aged
people in world. Diabetes have a lot of variations in terms of parameters of detection.
The decision control tree is used for finding the exact match of the rules. The model
used for detecting the most common disease under discussion is Mamdani [17].

The next is hybrid fuzzy approach for detection of Parkinson which is again a disease
where there is lot of imprecision in detection parameters. The rules should be minimized
to get faster results which may lead to inaccuracy. In the first part the fuzzy rules are
generated automatically using the input parameters and in the second stage the fuzzy
rules are applied to detect the final result [18].

The system in discussion is using soft set and fuzzy expert system for health care
and medical issues identification. The medical science issues identification is a great
challenge as it has a lot of complications involved and may vary person to person. The
soft set is used for solving the problem by applying the rules and making the decision
for particular medical issue [19].

There are many different system working on the concept of fuzzy logic or a com-
bination of other techniques. The systems discussed are very close to the domain and
techniques used in current work. There are many law based systems in the world but
none of them is being used by common people. It is generally used by the people who
are pursuing the legal carrier. There is again no generalized system which can make
suggestions for all the type of domains which consists of rules. The systems which are
discussed have advantages as well as disadvantages but none of the system is working
in the same way as the proposed work is doing. The proposed work system is for the
people having less legal knowledge and can get best legal suggestions without being
cheated by the experts.

3 Proposed Model

The model will display all the components and the flow of the system for getting the
best possible suggestions. The user will need to give domain specific input as per the
requirement and will get the best possible output for the same. Suppose in the current
scenario the system will take input as severity of crime, the definition and the possible
description and will process for the best suggestion being provided (Fig. 1).

Proposed Novel Framework Steps:

Step1: Select the domain and input for which the approach is to be applied
Step2: Take the input from the user in required format

input = takeUserInput()
Step3: Decide the antecedents and the consequents to the system using association rule
mining

association_rules = mineAssoRules(array_atecedent,array,consequent)
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Fig. 1. Proposed Novel Framework

Step4: Generate the fuzzy set list which can be applied on the selected domain
fuzzySetList = generateFuzzySetList(input)

Step5: Select the best membership function to be applied on the input data
membershipFunction = selectMembershipFunction(input)

Step6: Use the MAX operator for combining the value from membership function and
the association rule mining

result = applyMaxOperator(membershipFunction, association_rules)
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Step7: Store the result and apply AND operator to merge both the results
mergedResult = applyAndOperator(result, fuzzy(result))

Step8: The defuzzification method need to be used for converting the fuzzy result into
a crisp value.

crispValue = defuzzify(mergedResult)
fuzzyAdvice = fuzzify(crispvalue)

Step 9: Final crisp value will be fuzzified again for the generation of advice
output = defuzzify(fuzzyAdvice)

4 Methodology

The actual implementation of the new approach is done step by step in this section. The
fuzzifier is used for converting the crisp input from the user into fuzzy values and to
check the degree of membership. The most important part in any fuzzy logic system is
the rule base which can change the final result from the system. The precision of the
rules can define the precision of the result. The rules are divided into two parts which
can be defined as antecedents and consequents. The degree of similarity is measured by
the membership functions by comparing the input with the rules. The rules can be used
as and when required from the rulebase and upgraded if there are changed according to
the domain. After the extraction of rules, the final step is the defuzzification of the fuzzy
output to get the final result. The detailed description of the steps is as defined below,

Step1: Provide the parameters of Input

The developed approach will accept a list of input from the user which will be
linguistic in type. For example, in the case of legal domain the input will be the values
of severity, definition and the description. All the variables can have multiple values
possible which lead to a combination of huge number of option for input. For solving
the same problem and getting faster input from the user the association rule mining
technique can be applied to get the frequent set of input and provide it to the user by
default.

Step2: Supplying input parameter to Association Rule Mining

The input related to particular domain will be added for the association rule mining
process and the relationship between them can be easily identified. There are many
different methods being used for the association rule mining but in this particular case
the Apriori algorithm is considered. The association rule can be stored so that the next
time same set of input can be fetched. There are three input possible and so in such
case we can create the candidate tables by setting some support value. The candidate
tables are created until the support count limit is reached and no further combination is
possible for the input set. The confidence value need to be calculated and in case of the
maximum value i.e. 1, the rule should be created. The value 1 of confidence means that
if two values of input parameter is used together and if there is a rule made for the same
combination than the third value will be selected automatically.

Step 3: Linguistic Variable Declaration
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According to the linguistic values the input variables are fixed and using that we can
further fix other variables namely bailable, court type, cognizable and rule type. The
values can be associated with the linguistic variables according to the domain used for
getting the suggestion.

Step4: The fuzzification process

Theprocess of converting the crisp input to fuzzyones using themembership function
is known as the fuzzification process. Generally, single membership function can be
used but there are chances in certain case where more than one membership function
can be used. In this case only one membership function i.e. triangular is used. The fuzzy
numbers which are associated with each and every variable taken as input from the user
can be then added to the fuzzy set. In this case three values will be associated with each
linguistic variable as triangular membership function is used. After all the process of
fuzzification all the inputs will be merged into a single fuzzy set.

Step5: The fuzzy inference process

The if then rules can be generated which in general will look as below,
IF cognizable is value, bailable is value, court type is value THAN the result is

generated. There can be more than one rule for each condition and all of them can be
checked as and when required. In our case more than 2500 rules are created which can
be used for getting the best and accurate results of the input for particular legal domain.
The rule can be described as shown below,

If(Cognizable == “value”)
{ 

If(Bailable == “value”)
{ 

If(Court_type == “value”)
{ 

Result = “advice”
} 

} 
} 

Step6: The defuzzification process

The process of converting the fuzzy values to the crisp values is known as defuzzi-
fication. In the current example, the centroid method for defuzzification is used which
helps in getting the actual result in terms of advice. The demonstrated example shows
that the best result is possible for particular domain. The output generated will be very
easy to understand and in a simple language for which no legal knowledge is required.

5 Result and Discussion

For validating the success of the model, huge amount of experiments is conducted. Huge
amount of different inputs and test cases are considered. The selection of fuzzy sets and
integration with the association rules into a cohesive system is new component with the
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researchwork. The application of novel algorithmperformswell in the legal domain. The
parameters are well tuned for the best results according to the legal domain. The work
is compared for the results by comparing it with different techniques as well as different
systems available inworld. The proposedmodel isworking on the IPC rules starting from
301 to 400 which are the laws applicable when affecting the human body. The system
under testing consists of more than 2500 rules which can be used in all the different types
of experiments. In the experiments carried out, mainly 7 cases are discussedwhich shows
that the experiments are satisfactory. Out of total number of experiments carried out,
the system is providing 98.5% accurate results when compared with the legal reference
books. There are many people who are related to the legal domain and have tested
the system for accuracy and many have also provided with positive testimonials. In
particular domain, around 100 cases having different input are given to the system and
compared the results. Few cases where the deviating results are obtained are discussed.
There is comparison of 3 techniques like the proposed model, Mamdani and Sugeno.
The experiments are carried out using matlab. In the result comparing three techniques,
in many cases two techniques are providing same result and any one may be deviating
or in some cases all the three have different results generated.

TheMamdani model was used for experiment usingMatlab. Triangular membership
function was used for getting the suggestions as shown below (Fig. 2),

Fig. 2. Mamdani Fuzzy Inference System

The next experiment was carried out using the Sugeno model and again the same
triangular membership function was used for carrying out the experiment as shown
below (Fig. 3 and Tables 1, 2),
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Fig. 3. Sugeno Fuzzy Inference System

Table 1. Comparison of Results

Sr.
No.

Definition Severity Cognizable Bailable Court Novel
Approach

Mamdani Sugeno

1 3 2 0.25 1 0.25 0.60211 0.59 0.58809

2 2 2 0.25 0.25 0.75 0.61797 0.592978 0.58447

3 4 3 0.75 0.1 0.5 0.67857 0.658597 0.64316

4 3 3 0.75 0.25 1 0.2 0.182977 0.2

5 3 1 0.75 0.1 0.5 0.12 0.106 0.12

6 7 3 0.75 1 0.25 0.39325 0.371718 0.39325

7 7 3 0.75 1 0.5 0.82022 0.789225 0.82022

8 2 2 1 1 0.5 0.64044 0.619449 0.64044

9 8 3 0.75 0.1 0.5 0.09333 0.09333 0.05098

10 3 3 0.75 1 0.75 0.98666 0.986667 0.94769
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Table 2. Comparison of Technologies

Sr. No. Method Used MF’s Accuracy Remarks

1 Novel Approach Triangular 98.6% Best for domain specific advice, best suited
for closed domain expert system and
provides high accuracy in results

2 Mamdani Triangular 91.3% Suitable for rough data set and generic FIS
but lacks accuracy in closed environment

3 Sugeno Linear 88.1% Suitable for fixed data set, but lacks in
accuracy for degree of membership in
output

6 Conclusion and Future Scope

A novel fuzzy algorithm is developed for the legal advices by combining association
rule mining and fuzzy inference. The selection of fuzzy set in an unexplored domain is
also a unique thing which provides the best results when compared. It is useful for all the
people associated with legal domain and need frequent advices. The lawyers and judges
can mostly have the benefit of the work as it can help in faster evaluation of cases.

The proposed framework can be easily expanded by adding the rules of particular
domain. The linguistic variables can also be increased for better accuracy of the system.
The previously added suggestions and results can be stored for faster evaluation of similar
case the next time. With the increase in rules and linguistic variables for any domain can
increase the accuracy of the work. There are many ways to get input to the system like
voice based input. Other machine learning techniques can also be added in the existing
framework for better results.
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Abstract. With its ability to provide scalable and practical solutions for various
applications, the cloud computing platform has emerged as a pillar of Information
Technology. TheResource Allocation Algorithms (RAA) of the cloud computing
platform and its Service Broker Policies (SBP) plays an impactful significance
for its performance. Hence, it becomes essential to examine these SBPs used
by the RAA. The primary aim of this research paper is experimentally exam-
ining the SBPs of the cloud, namely Closest Data Centre (CDC), Optimized
Response Time (OptiResTime), and Dynamically Reconfigured (RD) using the
RAA Round – Robin (RR). To do so, this paper includes experimenting with
a cloud simulation platform and computing tasks in the cloud DCs in various
scenarios. The performance parameters used for the study are Overall Response
Time (OvrallResTime) and Data Centre Processing Time (DCPT) measured in
milliseconds (ms). The experimental results convey that the SBPs CDC, OptiRes-
Time, and RD take an average OvrallResTime of 1310.68 ms, 1310.92 ms, and
8226.72 ms, respectively. Concerning DCPT, the SBPs CDC, OptiResTime, and
RD take an average of 1010.71 ms, 1010.66 ms, and 7925.28 ms, respectively.
Hence, the SBP CDC outperforms other SBPs in terms of OvrallResTime, and
the SBP OptiResTime outperforms other SBPs in terms of DCPT. To enhance
SBPs and maximize cloud results, the cloud needs to be embedded with an exter-
nal intelligence mechanism. Therefore, this paper also presents a Reinforcement
Learning model to enhance these SBPs and provide Quality of Service (QoS).

Keywords: Cloud Computing · Performance · Reinforcement Learning ·
Resource Allocation · Service Broker Policy

1 Introduction

Cloud computing platform has developed into the foundation of contemporary informa-
tion technology due to its simplicity, easy scalability, and accessibility. Optimizing cloud
computing resources is critical in an era characterized by the digital transformation of
companies and rising reliance on cloud-based services. Efficient Resource Allocation
Algorithms (RAA) using the appropriate Service Broker Policies (SBP) is critical in
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guaranteeing the ideal Quality of Service (QoS) for end-users in this changing environ-
ment. In various challenging circumstances, the choice and assessment of these RAA
with their respectiveSBPshave emerged as crucial determinants of cloudperformance [2,
3]. The primary purpose of this research is to evaluate the performance of the cloud’s SBP
using the Round-Robin (RR) Resource Allocation Algorithm (RAA) through experi-
mentations [17]. The SBPs considered for this study are theClosest Data Center (CDC),
Optimize Response Time (OptiResTime), and Reconfigure Dynamically (RD). The
performance parameters considered for this study are Overall Response Time (Ovrall-
ResTime) and Data Centre Processing Time (DCPT) measured in milliseconds (ms).
This research paper uses the RAA RR to compare the cloud’s SBPs and their behavior
concerning performance parameters. For this comparison, the authors of this paper have
experimented in the cloud’s simulation environment, where tasks were computed using
the said SBPs considering the RR RAA in several scenarios. The experimental results
convey the ideal SBP to enhance cloud computing performance. Lastly, the Machine
Learning (ML) sub-domain of Reinforcement Learning (RL) model is suggested to add
intelligence to the SBPs to increase the overall cloud performance [11, 12, 40].

Figure 1 represents the entire flowchart of the experiment.

Fig. 1. Flow diagram for the experiment conducted.

The rest of the paper is organized as follows:

• Section 2 represents the detailed literature review;
• Section 3 represents the experimental design;
• Section 4 describes the results and their implications;
• Section 5 illustrates the cumulative results and RL to improve Cloud Performance,
• Section 6 includes the conclusion.
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2 Literature Review

This section represents the detailed literature review conducted on the existing study.
Several researchers have focused on solving the issues of cloud computing platforms and
provided variousmethodologies and strategies. The researchers in this paper have tried to
optimize the datacenter selection criteria for cloud computing and offered a novelmethod
employing differential evolution algorithms [2]. This study uses a service broker strategy
to investigate data center selection in cloud computing, addressing effective resource
allocation and administration in cloud systems [4]. This study thoroughly examines
QoS-aware load balancing (LB) approaches in generic and specialized fog deployment
scenarios, providing valuable insights into optimizing Quality of Service (QoS) for fog
computing environments [3]. The study introduces eMRA, a multi-optimization-based
resource allocation technique for infrastructure clouds [9].

This research conducts a cognitive study of cloud computing assignment algorithms,
providing insights into their effectiveness and success in managing resource allocation
for shifted workloads [19]. This study provides a successful service broker policy [1]
for intra-datacenter LB to boost resource allocation and enhance performance in data
center environments [33]. This study delivers an efficient resource-sharing strategy for
dwellings in intelligent grids that use fog and cloud computing technologies to enhance
energy management and resource utilization [29].

This study looks into the issues and challenges of using the cloud, analyzing signif-
icant concerns and problems in this quickly growing technology field [38]. This study
provides insights into their many uses and methodologies within the cloud computing
ecosystem [14]. The current research analyses dynamic resource provisioning in cloud
computing, emphasizing LB and service broker policies to optimize resource allocation
in response to changing workloads [22]. This paper outlines a priority-based approach
for enhancing cloud computing data center selection with broadened asset allocation
techniques based on distinct goals and requirements [23]. The article assesses the perfor-
mance of load-balancing algorithms in conjunction with various service broker policies
for optimizing cloud computing systems [5]. This studydescribes a novelway to optimize
intelligent grid management that combines cloud-fog layer technology with the Hon-
eybee Mating Optimization Algorithm [6]. This review paper focuses on cloudlet allo-
cation policies, presenting a synopsis of existing methodologies and their usefulness
in improving resource allocation in cloudlet-based environments [27]. A self-learning
optimizer is introduced in this dissertation to improve job scheduling in various fields
by applying predictive capabilities and efficiency techniques [30]. The consequence of
SBPs and algorithmic methods for LB on the functioning of large-scale internet applica-
tions in cloud data centers is looked into in the present study [31]. This paper addresses
the function of multi-cloud service brokers in determining the best data center within
a cloud environment, emphasizing their importance in optimizing resource allocation
and improving cloud performance [7]. This work suggests a modified differential evo-
lution strategy for optimizing cloud data center selection, with potential advances in
the percentage of resources and overall cloud performance [10]. A multi-cloud resource
brokering system was created for enhancing bioinformatics workflows [24].
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This work aims to improve the efficiency and performance of cloud simulations by
introducingunique service brokers and load-balancing algorithms tailored forCloudSim-
based visual modeling [8]. Using the CloudAnalyst simulator this study investigates the
worth of various algorithms and scheduling techniques for boosting computing efficiency
[18]. The present piece evaluates and explores service aggregator algorithms beneath
the Cloud-Analyst framework, highlighting their efficacy in optimizing resource allo-
cation and enhancing general cloud system performance [15]. This study offers a LB
for power utilization in intelligent grids using cloud computing, improving efficiency in
handling resources within the grid infrastructure [34]. This paper contains an overview
and viewpoint on the usage of cloud computing, which includes views and comments
from several authors on multiple facets of the new technology and its impact on the
computing environment [37]. The paper analyses hybrid cloud computing as a cost-
effective solution to cloud interoperability concerns [13]. The current research offers a
RLmethod to optimize dynamic resource allocation, providing a way for optimizing the
allocation of resources [39]. This study analyses the performance of SBPs within the
Cloud Analyst framework [21].

This study recommends a cost-effective service broker strategy for data center allo-
cation in the IaaS cloud paradigm, focusing on effective resource allocation while min-
imizing costs [16]. This study analyses load-balancing algorithms and service broker
guidelines in cloud computing, considering multiple user grouping guidelines to max-
imize resource allocation and improve cloud performance [26]. This study presents
an optimized SBP for fog/cloud locations leveraging the differential evolution process
to improve resource allocation and workload management efficiency and effectiveness
[36]. The present research investigates the role of the closest data center as the SBP
in cloud computing situations by analysing the effect of diverse device characteris-
tics inside a round-robin-based balance of load algorithm [25]. The research presented
here describes a cloud and fog-based brilliant grid setting that allows efficient energy
management intending to boost the environmental responsibility and success of energy
distribution and consumption [32]. This study addresses cloud and fog computing use
for intelligent grid supervisors, focusing on improving power effectiveness and flexi-
bility in modern grid systems [28]. The paper offers a novel SBP in cloud computing
that optimizes both cost and timing of response [20]. This study describes a dynamic
cost-load aware service broker LB technique designed for virtualized environments. It
emphasizes efficient resource allocation when speaking of cost and load to reduce the
usage of resources in virtual environments [35].

3 Experimental Design

This section represents the experimental design of the conducted experiment. TheCloud-
Analyst cloud simulation environment was utilized to conduct the experiment. The
resource allocation algorithm (RAA) Round – Robin (RR) was used to manage the
cloud’s resources. A user base is considered which possesses a huge number of users,
which submit the immense number of tasks to the cloudDC for computations. To process
the tasks, the Service Broker Policies (SBP) used are as follows:
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• Service Broker Policy (SBP) - Closest Data Center (CDC): The SBP CDC
prioritizes the allocation of tasks to the nearest DC to minimize latencies.

• Service Broker Policy (SBP) - Optimize Response Time (OptiResTime): The
SBP OptiResTime aims to lower the response time and accordingly assigns the
computational tasks.

• Service Broker Policy (SBP) - Reconfigure Dynamically (RD): The SBP RD rep-
resents a policy which adapts the resource allocation based on the changing dynamic
conditions of the cloud.

The performance parameters considered for the study and comparison of these SBPs
are as follows:

• Performance Parameter - Overall Response Time (OvrallResTime): The total
amount of time, measured inmilliseconds (ms), required to compute all the submitted
tasks from its time of submission until it gets its first response.

• Performance Parameter - Data Centre Processing Time (DCPT): The total
amount of time, measured in milliseconds (ms), required to compute all the tasks
at the cloud DC.

The experiment was conducted in ten scenarios, where each phase differed from
one another with its number of users in the user base. The experimental phases can be
represented as follows:

Table 1. Experimental Scenarios.

Scenario No. User Base Total no. of Users Scenario No. User Base Total no. of Users

1 1 1,00,000 6 6 6,00,000

2 2 2,00,000 7 7 7,00,000

3 3 3,00,000 8 8 8,00,000

4 4 4,00,000 9 9 9,00,000

5 5 5,00,000 10 10 10,00,000

Table 1 depicts that the number of userswere 1 lac in the first scenario, and increments
with one lakh in each scenario, until the tenth scenario where 10 lac users were used.
In each scenario, the cloud DC is tested with the RAA RR with the said SBPs and the
results of the SBP are compared with the said performance metrics.

4 Results and Implications

This section represents the detailed results and implications of the experiment conducted,
represented in three sub-sections: sub-Sect. 4.1 represents the results with the SBPCDC;
sub-Sect. 4.2 represents the results with the SBP OptiResTime; sub-Sect. 4.3 represents
the results with the SBP RD. Each sub-section has a detailed comparison with respect
to both the performance parameters OvrallResTime and DCPT.
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4.1 Results with Respect to Closest Data Centre (CDC)

This sub-section represents the experimental results with respect to the Service Broker
Policy (SBP) Closest Data Centre (CDC) using the Resource Allocation Algorithm
(RAA) Round – Robin (RR). Figure 2 and 3 represents the graph of SBP CDC using
RAA RR for the performance parameter Overall Response Time (OvrallResTime) and
Data Centre Process Time (DCPT), respectively.

Fig. 2. Graph of SBP CDC using RAA RR
for the performance parameter Overall
Response Time (OvrallResTime).

Fig. 3. Graph of SBP CDC using RAA RR
for the performance parameter Data Centre
Processing Time (DCPT)

Table 2 represents the experimental results concerning SBP CDC using the RAA
RR.

Table 2. Experimental Results concerning SBP CDC using the RAA RR.

Scenario
No.

Overall Response Time
(OvrallResTime)
(in milliseconds)

Data Centre Processing Time (DCPT)
(in milliseconds)

Average
(ms)

Minimum
(ms)

Maximum
(ms)

Average
(ms)

Minimum
(ms)

Maximum
(ms)

1 1309.64 1075.52 1598.53 1009.94 780.51 1300.51

2 1311.84 1042.52 1609.02 1012.26 720.51 1300.51

3 1304.39 1005.01 1622.53 1005.31 720.51 1300.52

4 1300.23 1021.51 1630.03 1000.16 720.01 1300.01

5 1301.97 984.01 1577.52 1001.52 720.51 1300.51

6 1309.7 1027.51 2686.07 1009.02 720.51 2380.06

7 1313.91 988.52 2453.58 1013.91 720.51 2141.57

8 1315.89 1006.51 2672.5 1015.86 720.51 2365.49

9 1318.68 1056.01 2498.04 1018.52 720.51 2207.51

10 1320.52 1026.03 2502.58 1020.6 720.51 2180.57
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From Table 2, we can observe that the

• Cumulative Average for OvrallResTime = 1310.68 ms
• Cumulative Average DCPT = 1010.71 ms

4.2 Results with Respect to Optimize Response Time (OptiResTime)

This sub-section represents the experimental results with respect to the Service Broker
Policy (SBP) Optimize Response Time (OptiResTime) using the Resource Allocation
Algorithm (RAA)Round – Robin (RR). Figure 2 and 3 represents the graph of SBPCDC
using RAARR for the performance parameter Overall Response Time (OvrallResTime)
and Data Centre Process Time (DCPT), respectively (Figs. 4 and 5).

Fig. 4. Graph of SBP OptiResTime using
RAA RR for the performance parameter
Overall Response Time (OvrallResTime).

Fig. 5. Graph of SBP OptiResTime using
RAA RR for the performance parameter Data
Centre Processing Time (DCPT).

Table 1 represents the experimental results concerning SBP OptiResTime using the
RAA RR (Table 3).

Table 3. Experimental Results with respect to OptiResTime.

Scenario
No.

Overall Response Time
(OvrallResTime)
(in milliseconds)

Data Centre Processing Time (DCPT)
(in milliseconds)

Average
(ms)

Minimum
(ms)

Maximum
(ms)

Average
(ms)

Minimum
(ms)

Maximum
(ms)

1 1311.41 1068.01 1583.52 1009.89 780.01 1300.01

2 1312.4 1005.01 1622.53 1012.21 720.51 1300.52

3 1306.1 988.51 1610.02 1005.27 720.51 1300.51

4 1301.36 1021.51 1568.52 1000.11 720.01 1300.01

5 1301.29 1041.01 1586.02 1001.49 720.51 1300.51

6 1307.91 1018.51 2387.53 1008.24 720.01 2080.02

(continued)



208 T. H. Chopra and P. V. Lahande

Table 3. (continued)

Scenario
No.

Overall Response Time
(OvrallResTime)
(in milliseconds)

Data Centre Processing Time (DCPT)
(in milliseconds)

Average
(ms)

Minimum
(ms)

Maximum
(ms)

Average
(ms)

Minimum
(ms)

Maximum
(ms)

7 1313.3 976.51 2358.03 1013.47 720.01 2040.01

8 1314.57 1021.51 2361.56 1014.84 720.01 2045.05

9 1319.61 1014.01 2666.56 1019.4 720.01 2365.03

10 1321.2 1032.01 2747.59 1021.72 720.51 2380.58

From Table 3, we can observe that the:

• Cumulative Average for OvrallResTime = 1310.92 ms
• Cumulative Average DCPT = 1010.66 ms

4.3 Results with Respect to Reconfigure Dynamically (RD)

This sub-section represents the experimental results with respect to the Service Broker
Policy (SBP) Reconfigure Dynamically (RD) using the Resource Allocation Algorithm
(RAA) Round – Robin (RR). Figure 2 and 3 represents the graph of SBP CDC using
RAA RR for the performance parameter Overall Response Time (OvrallResTime) and
Data Centre Process Time (DCPT), respectively (Figs. 6 and 7).

Fig. 6. Graph of SBP RD using RAA RR for
the performance parameter Overall Response
Time (OvrallResTime).

Fig. 7. Graph of SBP RD using RAA RR for
the performance parameter Data Centre
Processing Time (DCPT).

Table 4 represents the experimental results concerning SBP Reconfigure Dynami-
cally (RD) using the RAA RR.

From Table 4, we can observe that the

• Cumulative Average for OvrallResTime = 8226.72 ms
• Cumulative Average DCPT = 7925.28 ms
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Table 4. Experimental Results with respect to RD

Scenario
No.

Overall Response Time
(OvrallResTime)
(in milliseconds)

Data Centre Processing Time (DCPT)
(in milliseconds)

Average
(ms)

Minimum
(ms)

Maximum
(ms)

Average
(ms)

Minimum
(ms)

Maximum
(ms)

1 4413.34 1210.52 8984.51 4113.65 900.51 8680.5

2 4871.35 1158.02 15934.02 4571.85 840.01 15610.51

3 4774.28 1123.52 15922.02 4473.22 840.51 15626.51

4 5348.81 1123.52 26824.52 5047.14 840.51 26535.51

5 6223.95 1141.51 19477.52 5920.5 840.51 19161.01

6 6875.72 1138.52 40498.52 6571.56 840.02 40218.51

7 8505.26 1117.52 47101.52 8202.47 840.51 46781.01

8 10134.92 1143.02 53098.52 9834.07 850.51 52819.51

9 12463.54 1135.52 75009.58 12161.09 850.01 74710.07

10 18655.99 1133.52 191431.26 18357.26 840.01 191125.25

5 Cumulative Results and Reinforcement Learning to Improve
Cloud Performance

This section includes the cumulative results of the entire experiment along with suggest-
ing the Reinforcement Learning (RL) method to enhance the SBPs. Table 5 represents
the final results of the experiment.

Table 5. Final results of the experiment.

Parameter Overall Response Time (OvrallResTime) Data Center Processing Time (DCPT)

Average (ms) Minimum (ms) Maximum (ms) Average (ms) Minimum (ms) Maximum (ms)

CDC 1310.68 1023.32 2085.04 1010.71 726.46 1777.73

OptiResTime 1310.92 1018.66 2049.19 1010.66 726.21 1741.23

RD 8226.72 1142.52 49428.2 7925.28 848.31 49126.84

Final
Results

CDC >

OptiResTime >
RD

OptiResTime >
CDC >

RD

OptiResTime >
CDC >

RD

OptiResTime >
CDC >

RD

OptiResTime >
CDC >

RD

OptiResTime >
CDC >

RD

From the above table, we can observe that the performance of Closest Data Center
(CDC) is better than that of OptiResTime, followed by the performance of RD concern-
ing the performance parameter Overall Response Time (OvrallResTime). Concerning
the second performance parameter, the performance of OptiResTime is better than the
Closest Data Center, followed by the performance of RD. The RD offers the most minor
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performance in both the performance parameters, making it a less acceptable approach.
In this current system, the SBPs are statically fixed and remain the same for processing
all the user tasks. These SBPs do not offer any intelligence mechanism to enhance the
cloud’s performance. To solve these issues, the Machine Learning (ML) model of Rein-
forcement Learning (RL) can provide a completely dynamic selection-based method
where the SBP will be dynamically selected according to the current cloud’s situation.
Also, the RL method has been iconic and helpful in ensuring all the faulty tasks can be
handled and computed, which is absent in the current system.

Figure 8 depicts the flow diagram for the suggested method using the RL method.

Fig. 8. Flow diagram for the suggested method.

6 Conclusion

In this paper, the researchers have studied and compared the cloud’s service broker
policies (SBPs) using the resource allocation algorithm Round–Robin (RR). The SBPs
considered for this study and comparison are Closest Data Center (CDC), Optimized
Response Time (OptiResTime), and Reconfigured Dynamically (RD). The performance
parameters that were considered for this study were Overall Response Time (OvrallRes-
Time) and Data Center Processing Time. For this study and comparison, an experiment
was conducted in the CloudAnalyst cloud simulation platform where users from their
user bases submitted their requests as tasks to the cloud Data Center (DC). These DCs
processed and computed these tasks using the SBPs CDC, OptiResTime, and RD. To
have a thorough comparison among the used SBPs, this experiment was conducted in ten
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scenarios, where the number of user bases differed in each scenario. The experimental
results conveyed that SBP CDC outperformed others regarding the performance param-
eter OvrallResTime. Whereas the SBP OpRestTime outperformed other SBPs in terms
of performance parameter DCPT. Each SBP possesses some positives and negatives
concerning each performance parameter. Hence, the Machine Learning (ML) model
of Reinforcement Learning (RL) has been suggested to dynamically choose an SBP
depending upon the current state of the cloud computing environment. Also, since the
RL method is beneficial in unknown situations, it can handle erroneous situations in the
cloud computing environment.
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Abstract. Understudy course enrollment is a significant as well as a paltry cycle
to guarantee a study satisfies the degree prerequisites of a college in a complete
and organized manner without experiencing superfluous postponements. Most
academic institutions burn through a significant measure of cash for customized
exhorting and enrollment projects to suit their requirements. A stronger course
counseling and scheduling structure could help engineering students at the United
Arab Emirates University’s College of Engineering create effective review sched-
ules. Albeit the school has a modified enlistment framework called Banner and a
distinct course arranging framework called DegreeWorks, course prompting and
arranging at the college and student level frequently miss the mark concerning
wanted capabilities, abilities, and capacities. The shortfall of a viable informing
framework and the need for suitable direction can present difficulties for students.
This exploration has constructed a Course Study Planning Framework (CSPF),
a software package to assist students with planning suitable review plans. The
framework is intended to permit understudies to pick the most reasonable courses
for the accompanying semesters. The consequence of this cycle is that the finished
review plans are saved in a record.

Keywords: Academic Course Advising · Course Planning and Scheduling ·
Study Plans

1 Introduction

Scholastic exhorting and course arranging are supposed to exchange essential data to
assist partners with arriving at their instructive and scholarly objectives. It is a com-
prehension and divided liability between a scholarly counsel and the student. Advice
is crucial when a faculty member (staff member) inquires about a college student’s
academic concerns, such as prerequisites for degrees, course and career planning, and
common discourse regarding whether an area of study meets a specific intellectual or
vocational interest [1, 2].

Three main elements make up a student’s course enrollment process: information on
the unavoidable and essential pre-enrollment facts, requirements, and instructions for
registering for courses, and lastly, instructions on what to do next once the student has
completed the course enrollment process.
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The process of enrolling in classes and the guidelines that alumni must follow are
usual; yet, deciding which classes to take is a big decision that requires careful consider-
ation. An understudy often chooses mediocre courses randomly from an infinite supply
of useful courses.

Students who take significantly more courses failed on average more often than
predicted or changed their course selections for different semesters are included in the
normal enrollment questions that are based on course preparation and warning.

Most courses require a heavy burden in addition to the unsuccessful combination of
characteristic and course grades, considered, or chosen courses in addition to opportunity
conflicts, or even better periods apart, such as early morning and late afternoon classes.
Less than normal course selection permits an increase in completion duration, and too
many courses permit a heavy burden in addition to the hardship of characteristics and
course grades.

Course warnings included in study plans are somewhat addressed before enrollment,
but students still experience opportunity conflicts during registration, which commonly
leads to failing different options as classes pile up quickly before registration begins. It
is also possible for a student to consent to the prospect of completing all coursework on
two days of the event’s or entity’s temporal duration, or alternatively to open smoothly
on all four days of the week.

Students who are accompanied by such inquiries may experience a delay in starting
their industrial training (individual term-long learning performed in the industry) because
of unnecessary course selection or bearing missed assignments in their major courses,
losing an entire semester by failing to complete the necessary requirements of aminimum
of 12 credits or carrying a heavy semester load operating somewhat because of taking a
disproportionate number of courses.

The CSPF was created to provide graduates with precise time-based plans, more
options for enrolling in courses they are interested in, and advice on how to satisfy
their fitness criteria as quickly as possible. The front-end setup of the operating system
is completed by utilizing CSS, HTML, and JavaScript. For one Node.js foundation
and one Express.js atheneum, server-side setup is implemented. The NoSQL Database
System (MongoDB) is utilized to maintain study plans.

The developed software helps students select the right courses (ranging from four to
seven) to build a study program. The first stage in the typical course selection procedure
is for the student to upload a list of the courses they have finished and passed in the
current semester. After that, the program goes through several steps to provide pupils
with a nearly perfect list of the top classes. The courses in the curriculum are organized
around a body of information that directs course selection.

The article describes the functioning of the whole course scheduling and planning
package, including priority selection of fitting courses, help menus, limits, and all that.
In testing, the software package suite generated fifteen practically ideal study schedules.
Two such ideas are discussed in this paper as examples.
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2 Literature Review

During earlier registration processes, the academic departments of the school controlled
enrolling students in courses. Those early operations were overwhelmed by delays,
an abundance of resources, and management and administrative issues. Subsequently,
numerous viewpoints were used to analyze this insight of registration, including those
that were relevant to student course advising, course planning, class scheduling, course
registration, etc.

All the aforementioned problems doubled in size in the late 1990s as more students
began to enroll. To maximize the distribution of course spaces for this increased number
of registered students, the registration process also required reworking because of this
increment. Additionally, a lot of the universities began to provide multidisciplinary,
specialized, and advanced degree programs. Time conflicts have also been worse when
choosing courses for these degrees. Choosing the best courses without running into
scheduling problems is the major goal of course planning and registration systems.

Computerized registration techniques were developed and gained acceptance over
time. Even though these systems provide many benefits, the main disadvantage was hav-
ing to deal with frequent machine and network outages. However, it had been expected
that some “offline” data processing would be necessary for faults that had not been
anticipated. Most human errors, such as those involving the accurate entry of data, were
anticipated to be identified by the system as they happened. The following paragraphs
examine a few of the early systems.

Given that creating a course plan is a challenging optimization problem, genetic
algorithms are employed to build an information strategy for course scheduling. By
examining potential alternatives, an ideal solution is sought. The “Codeigniter” frame-
work, Responsive Bootstrapping for the user interface, and MySQL for the database
make up the genetic algorithm method’s primary configuration. This technique helps to
greatly eliminate course conflicts [3].

The authors of this reference paper researched many academic systems in order to
create an automated system for academic advising in a typical educational system. An
impression of the development and use of a new model is discussed as a web-based
application. To help advisors and other advising staff respond to student complaints and
ideas, a model is offered. The model, a computerized system, enables academic advisors
to provide their pupils with exact, superior guidance [4].

To create multi-year course plans for complicated situations like study-abroad
semesters, double majors, transfer credits, course overrides, and early graduation, a
TAROT system for course advising was created. The design and functionality of TAROT
are discussed in this essay, along with how it differs from other course advising systems
in terms of its features [5].

Themain authors of the current study developed, implemented, and evaluated several
course planning and advising systems beginning in 2005. Using criteria that varied in the
number of priority fields each course had as well as in the arrangement of these fields,
algorithms for course design and advising were studied. The majority of these systems
have been phased out as a result of curricular changes and a few unanticipated errors
[6–10].
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This paper proposes a recommender system for advisors and students to develop
personalized study programs for each student over several semesters. The proposed rem-
edy includes ML-related ideas, explainable suggestions, performance modeling, graph
theory, and an intuitive user interface [11].

In this paper, a framework for booking courses assisted by artificial awareness is
understood by a few designers. This study also discusses the shortcomings of the current
planning framework and compares them to the newplan. The course planning framework
paradigm is implemented using a program/server mode approach [12].

The researchers in this reference paper created a student information system called
MYGJU that can manage both academic and financial data. The user-friendly online
course registration process prevents students from choosing inappropriate or superfluous
courses. Even thoughMYGJUwas introduced, the systemdidnot becomepopular among
students, as is also covered in this reference work [13].

The writers of this review examine, select, and modify effective course-exhorting
improvements to present a clever personalized course prompting model. By incorpo-
rating standard plans for all higher education organizations and making the standard,
guidelines, educational program, and reviewing framework more adaptable to mod-
ify without impacting unrelenting scholarly information, it defeats the current course
prompting frameworks. The suggested strategy helps students by categorizing and select-
ing appropriate courses based on their academic backgrounds and individual interests
[14].

For students wishing to apply for a university degree, the writers of this citation
paper have suggested designing an online course selection system. They also suggest
adding enhancements to a rule-based decision-making system based on this design.
When deciding between a public and a private university, this design permitted them to
make an arguably better choice [15].

The authors of this reference paper researched several academic systems in order
to create an automated system for academic advising in a typical university system. A
firsthand account of the development and execution of a new model is addressed as a
web-based application. A template has been provided to make it simpler for advisors
and other advertising staff to respond to complaints and ideas from students. The model
is a computerized framework that helps academic advisers provide reliable, accurate,
and high-quality counseling to their students [4].

3 Course Level Priorities

The United Arab Emirates University (UAEU) has about 15,000 students enrolled,
whereas the College of Engineering (COE) can hold about 3,000 students. The UAEU is
made upof nine colleges, including theCOE.Electrical andCommunicationEngineering
is one of the five COE departments that has roughly 400 permanent students.

The students finish 147 credits of coursework to meet the requirements for their
bachelor’s degrees. Contingent upon the type of grades andGPA they receive, it normally
takes them 4½ years with an average of 17 credit hours of workload per semester,
5 years with an average of 16 credits of coursework, 5½ years with an average of 15
course credits, and 6 years with an affirm age of 14 credits per semester to complete the
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prerequisites for their certificate. Poor academic performers may need longer because
they often fail courses.

Students can choose from 52 courses divided into 6 categories: Seven general edu-
cation courses totaling 21 credits, 15 college requirements accumulating 38 credits,
23 compulsory department courses totaling 55 credits, seven laboratory courses, one
industrial training course of 15 credits, two graduation projects totaling 6 credits, and
four elective specialization courses totaling 12 credits make up the requirements for a
bachelor’s degree.

Figure 1 shows the hierarchy charts for all fourEEdisciplines of computer, electronic,
power and control, and communication engineering, respectively. Both required and
elective courses are listed in the chart. The background courses for the college are colored
green, the required courses and labs are blue, and the technical electives are orange. The
arrows denote hierarchies. The courses that aremarked on the course boxwith the symbol
“ ” as being required for industrial training. The alphabet “F” designates the courses
offered in the Fall semester and “S” for the Spring semester.

230

481

1

Fig. 1. Electrical Engineering courses hierarchy chart.

Figure 2 shows the software package’s user interface. The Electrical Engineering
disciplines (groups) of Control, Power, Electronics, Communication, and Computer
Engineering are divided into different courses. College and general education courses
are on the left side of the GUI, and major courses are in the center. The start semester
for constructing the study plans is specified in one section. The right window shows the
results of the selection.

A student enrolled in an Industrial Training (IT) course works with an industrial
unit during the whole semester, including the summer. Depending on one’s academic
status and after completing 93 credits or more, one becomes qualified for the hands-on
industrial training phase.
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In order to advance the knowledge field of course design, each course has three
priority levels allocated to it, as shown in Table 1 and Table 2, respectively.When picking
courses for the development of study plans, these criteria help to define individual courses
in terms of their importance. These are arranged from highest to lowest priority in the
following order:

Fig. 2. Interface of the software package.

3.1 Priority of Industrial Training

Industry-related Training (IT) is connected to the first level of importance. During the
course selection process, this quality is given the highest emphasis. Delaying an IT phase
could put off graduating. All courses that must be completed before IT is represented
by the number “1” as shown in Table 1. For instance, IT requires ELEC 320 to be
completed but not ELEC 472. The courses in Table 2 are not necessary, whereas the
courses in Table 1 are all required for industrial training.

3.2 Priority of Hierarchy

This relates to the hierarchy of course levels for each course. For instance, according to
Fig. 1 and Table 1, MATH135 comprises four hierarchical layers. The hierarchies are
displayed as:

• MATH135 -> (MATH140/MATH275) -> ELEC360 -> ELEC380,
• MATH135 -> (MATH140/MATH275) -> ELEC360 -> (ECOM360/ECOM432),
• MATH135 -> ELEC325.

Students who miss classes at high hierarchical levels may put off their graduation
and professional development.
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Table 1. All courses that are required for IT with three priority levels.

Course Code CH Required
for IT

Levels of
hierarchy

Courses
to open

MATH130 – Calculus_I_for_Engineering 3 1 5 22
MATH135 – Calculus_II_for_Engineering 3 1 4 19
MATH140 – Linear_Algebra_I 3 1 3 8
PHYS105 – General_Physics_I 3 1 3 8
PHYS135 – General_Physics_Lab_I 1 1 3 8
MATH275 – Ordinary_Differential_Equations 3 1 2 7
ELEC305 – Electric_Circuits_I 3 1 2 7
ELEC310 – Electric_Circuits_I_Lab 1 1 2 7
PHYS110 – General_Physics_II 3 1 2 4
PHYS140 – General_Physics_Lab_II 1 1 2 4
GENG220 – Engineering_Thermodynamics 3 1 2 4
GENG230 – Computer_Programming 3 1 2 3
ELEC335 – Digital_Logic_Design 3 1 2 3
ELEC345 – Digital_Logic_Design_Lab 1 1 2 3
ELEC451 – Microprocessors 3 1 2 2
ELEC360 – Signals_and_Systems 3 1 1 5
ELEC325 – Engineering_Electromagnetics 3 1 1 3
ELEC320 – Electric_Circuits_II 3 1 1 3
ELEC315 – Fundamentals_of_Microelectronic_Devices 3 1 1 2
ECOM360 – Fundamentals_of_Communication_Systems 3 1 1 2
ESPU107 – Introduction_of_Academic_English_for_Engg. 3 1 1 1
CHEM111 – General_Chemistry_I 3 1 1 1
CHEM175 – Chemistry_Lab_I_for_Engineering 1 1 1 1
GENG215 – Engineering_Ethics 2 1 0 0
STAT210 – Probability_and_Statistics 3 1 0 0
GENG315 – Engineering_Economics 3 1 0 0
CHEM270 – Materials_Science 3 1 0 0
ELEC370 – Electronic_Circuits 3 1 0 0
ELEC375 – Electronic_Circuits_Lab 1 1 0 0
ELEC380 – Analytical Methods for Electrical Engineering 3 1 0 0

3.3 Priority of Open Courses

This has to do with the total number of courses that are linked to a specific course.
A numerical value of “1” is assigned to each course that a particular course opens.
MATH140 oversees the opening of seven different courses at all linked hierarchical lev-
els, as shown in Fig. 1. These courses are ELEC360, ECOM360, ELEC380, ECOM432,
ECOM442, ELEC431, and ELEC433. The total number count includes the associated
lab courses as well. A high number here indicates how crucial a course is to open with
that many courses.
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Table 2. All courses that are not required for IT with three priority levels.

Course Code CH Required
for IT

Levels of
hierarchy

Courses
to open

ELEC461 – Microprocessors_Lab 1 0 1 1
ELEC585 – Design_&_Critical_Thinking_in_Elec._Engg. 3 0 1 1
ECOM432 – Data_Communications_&_Networks 3 0 0 0
ECOM442 – Data_Communications_&_Networks_Lab 1 0 0 0
ELEC411 – Electric_Energy_Conversion 3 0 0 0
ELEC431 – Control_Systems 3 0 0 0
ELEC433 – Instrumentation_and_Control_Lab 1 0 0 0
ELEC462 – Computer_Architecture_and_Organization 3 0 0 0
ELEC472 – Power_Systems 3 0 0 0
ELEC481 – Electric_Energy_Conversion_Lab 1 0 0 0
HSS105 – Emirates_Studies 3 0 0 0
ISLM100 – Islamic_Culture 3 0 0 0
GESU121 – Sustainability 3 0 0 0
GEIE222 – Funda._ of_Innovation_and_Entrepreneurship 3 0 0 0
GEIT112 – Fourth_Industrial_Revolution 3 0 0 0
GENE000 – General_Education (Hum. & Fine_Arts_Area) 3 0 0 0
ELEC495 – Industrial_Training 15 0 0 0
ELEC590 – Capstone_Engineering_Design_Project 3 0 0 0

4 The CSPF Package

The usual student chooses all finished and ongoing semester courses when they first
launch the xx software procedure. The information in the database also includes the
student’s full name, institution ID, email address, year of readiness for the study plan,
and the name of the college in conjunction with the course selection.

The database system initially creates three distinct sets of files. The curriculum’s
courses are included in the first file along with their course IDs, titles, credit hours, and
precedence levels. The courses available during the Spring semester are in a third file,
whereas those given just during the Fall semester are in a second file.

The framework, as shown in Fig. 3, has several clickable buttons. Two of them, titled
“Course” and “Chart,” when clicked, respectively, disclose the courses listed in Table 1
and the hierarchical charts. By selecting the checkboxes, students can select their courses
utilizing the data structures.

To choose the starting semester for the study plan, a different checkboxmenu is used.
The number of credits in the currently chosen semester and the overall number of credits
are displayed in two text fields at the center bottom package image. By deselecting the
course button, a mistake in course selection can be corrected, and the course credits are
then removed from the semester credit hours. The ‘RESET’ button, however, allows the
entire process to be repeated if a mistake is found after pressing the ‘SUBMIT’ button.

The package also recommends top-priority courses for the upcoming semesters. This
recommendation is based on the idea that the student should only be shown required
courses for which they have met all necessary prerequisites. By only showing courses
that are acceptable for a certain semester, this recommendation aids the student in avoid-
ing selecting courses that are not available for that semester. Additionally, the list of
suggestions is ranked from most important course to least important course, and so on.
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In Tables 3, 4, and 5 three test examples of study plans are presented.

4.1 Example Plan 1

Table 3 (a) lists the courses that have been completed and are presently being taken.
To distinguish between Requirements, the courses are colored differently. The study
schedule starts in the Spring of 2023 and runs through the Fall of 2025. The three
priority levels are used to determine which courses to take. First-level check lays out
that the course is vital for vocational preparation and that deferring it could postpone
graduation.

Course hierarchy is the second priority. A greater number connected with a particular
course indicates that the course has numerous levels of forward hierarchy. Opening
many courses that are dependent on the chosen one is the third priority. In this case,
the importance of the course to be taken earlier is demonstrated by a bigger number
associated with a course, as can be observed in Tables 1 and 2.

The first selection process is displayed in Fig. 6. The checkboxes for the current
semester and the completed courses are checked. Additionally, the checkbox for the
Spring 2023 beginning semester is selected. The selection results are displayed using
the SUBMIT button and show that 33 credits have already been earned.

There are also suggestions for the spring 2023 semester. The first seven courses on
the list, as given in Table 3 (b), are automatically chosen by the student. The selection
process for succeeding semesters can be repeated until the student has earned 147 credits
(Table 3 (h)).

This student, who began his bachelor’s degree program in the Spring of 2022, antic-
ipates completing it in seven semesters, including the summer of industrial training if
the right number of credits for each successive semester is chosen.

Fig. 3. The selection process to create study plans.
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Table 3. Study schedule for Example Plan 1.

(a) Passed and current semester courses:

# Course Code CH # Course Code CH
1 ISLM100 3 2 GESU121 3
3 ESPU107 3 4 MATH130 3
5 PHYS105 3 6 PHYS135 1
7 CHEM111 3 8 CHEM175 1
9 PHYS110 3 10 PHYS140 1
11 STAT210 3 12 MATH135 3
13 GENG220 3

Total Credits: 33

(b) Spring 2023 Semester:

# Course Code CH # Course Code CH
1 MATH140 3 2 MATH275 3
3 ELEC305 3 4 ELEC310 1
5 ELEC335 3 6 ELEC345 1
7 GENG230 3

Semester Credits: 17 Total Credits: 50

(c) Fall 2023 Semester:

# Course Code CH # Course Code CH
1 ELEC315 3 2 ELEC320 3
3 ELEC325 3 4 ELEC360 3
5 ELEC451 3 6 GENG215 2

Semester Credits: 17 Total Credits: 67

(d) Spring 2024 Semester:

# Course Code CH # Course Code CH
1 ELEC461 1 2 ECOM360 3
3 ELEC370 3 4 ELEC375 1
5 ELEC380 3 6 CHEM270 3
7 GENG315 3

Semester Credits: 17 Total Credits: 84

(e) Fall 2024 Semester:

# Course Code CH # Course Code CH

1 ELEC411 3 2 ELEC481 1

3 ELEC431 3 4 ELEC433 1

5 Elective1 3 6 HSS105 3

7 GENE000 3
Semester Credits: 17                                                Total Credits: 101

(f) Spring 2025 Semester:

# Course Code CH # Course Code CH
1 ECOM432 3 2 ECOM442 1
3 ELEC462 3 4 ELEC472 3
5 Elective2 3 6 ELEC585 3

Semester Credits: 16                                                Total Credits: 117

(g) Summer 2025:

# Course Code CH # Course Code CH
1 ELEC495 15

Semester Credits: 15      Total Credits: 132

(h) Fall 2025 Semester:

# Course Code CH # Course Code CH

1 GEIE222 3 2 GEIT112 3

3 Elective3 3 4 Elective4 3

5 ELEC590 3
Semester Credits: 15 Total Credits: 147
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4.2 Example Plan 2

This student has a low GPA and is only permitted to enroll in 13 to 16 credits each
semester despite having taken 58 credits worth of curriculum. The student will need
an additional six semesters (including the summer) to finish the prerequisites for the
degree. All semesters have 15 or fewer credits, except the Spring semester of 2024. The
complete study plan is shown in Table 4.

4.3 Example Plan 3

The project methodology is explained in depth regarding Example Plan 3. Before
enrolling for the Spring 2023 semester, this average student had accrued 43 credits,
as shown in Table 5 (a).

Only the chosen courses are shown for each upcoming semester in the first two
examples. Here, all of the courses that this understudy is eligible to attend are listed.
Even though there are many more courses available, just 13 are appropriate for this
particular student because they meet the prerequisites. The courses that are given in
Table 5 (b) are in the same order as those that are listed in Tables 1 and 2.

ReviewingMATH140 reveals that it has three levels of hierarchy, opens eight courses
at all levels, and is a prerequisite for technical training. This course is the most sought-
after to be taken as soon as possible due to these three qualities. The courses following
MATH140 are also arranged in a prioritized manner to make it simpler for the student
to choose, beginning at the top and continuing until the desired number of credits is
achieved.

The student wants to take between five and six courses or roughly 15 to 16 credits
for a well-rounded semester. The last four courses (which are not necessary for IT) are
automatically removed from the nine courses with “Priority for IT.” From the subsequent
“levels of hierarchy,” there are only seven courses left. Thefinal option, “courses to open,”
determines which six courses will be chosen initially for the Spring 2023 semester.
Table 5 (c) shows this selection as courses that have been checked.

For the subsequent semesters, the course selection process uses a similar mechanism.
Although IT should havebeen chosen for theSpring2025 semester (Table 5(g)), choosing
IT in the summer and conventional courses for this semester shortened the time it took
to graduate by one semester.



A Course Study Planning Framework – An Engineering Perspective 225

Table 4. Study schedule for Example Plan 2.

(a) Passed and current semester courses:

# Course Code CH # Course Code CH
1 ISLM100 3 2 GESU121 3
3 ESPU107 3 4 MATH130 3
5 PHYS105 3 6 PHYS135 1
7 CHEM111 3 8 CHEM175 1
9 PHYS110 3 10 PHYS140 1
11 GENG215 2 12 MATH135 3
13 GENG220 3 14 MATH140 3
15 HSS105 3 16 GEIE222 3
17 GENG220 3 18 CHEM270 3
19 ELEC305 3 20 ELEC310 1
21 ELEC335 3 22 ELEC345 1
23 GENG230 3

Total Credits: 58

(b) Spring 2023 Semester:

# Course Code CH # Course Code CH
1 ELEC315 3 2 MATH275 3
3 ELEC320 3 4 ELEC325 3
5 ELEC451 3

Semester Credits: 15                                          Total Credits: 73

(c) Fall 2023 Semester:

# Course Code CH # Course Code CH
1 ELEC360 3 2 ELEC370 3
3 ELEC375 1 4 ELEC380 3
5 ELEC461 1 6 GENG315 3

Semester Credits: 14 Total Credits: 87

(d) Spring 2024 Semester:

# Course Code CH # Course Code CH
1 ECOM360 3 2 ECOM432 3
3 ECOM442 1 4 ELEC462 3
5 ELEC472 3 6 Elective1 3

Semester Credits: 16 Total Credits: 103

(e) Fall 2024 Semester:

# Course Code CH # Course Code CH
1 ELEC431 3 2 ELEC433 1
3 ELEC411 3 4 ELEC481 1
5 Elective2 3 6 ELEC585 3

Semester Credits: 14 Total Credits: 117

(f) Spring 2025 Semester:

# Course Code CH # Course Code CH
1 GEIT112 3 2 Elective3 1
3 GENG000 3 4 Elective4 3
5 ELEC590 3

Semester Credits: 15                                                Total Credits: 132

(g) Summer 2025:

# Course Code CH # Course Code CH
1 ELEC495 15

Semester Credits: 15  Total Credits: 147
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Table 5. Study schedule for Example Plan 3.

Total Credits: 43

(b) Course Code CH Required for IT Levels of hierarchy Courses to open
1 MATH140 3 1 3 8
2 MATH275 3 1 2 7
3 ELEC335 3 1 2 3
4 ELEC345 1 1 2 3
5 ELEC325 3 1 1 3
6 ELEC320 3 1 1 3
7 ELEC315 3 1 1 2
8 GENG215 2 1 0 0
9 CHEM270 3 1 0 0
10 ISLM100 3 0 0 0
11 GEI112 3 0 0 0
12 GESU121 3 0 0 0
13 GENE000 3 0 0 0

(c) Spring 2023 Semester:

# Course Code CH # Course Code CH
1 MATH140 3√ 2 MATH275 3√
3 ELEC335 3√ 4 ELEC345 1√
5 ELEC325 3√ 6 ELEC320 3√
7 ELEC315 3 8 GENG215 2
9 CHEM270 3 10 ISLM100 3
11 GEIT112 3 12 GESU121 3
13 GENE000 3
Semester Credits: 16 Total Credits: 59

(d) Fall 2023 Semester:

# Course Code CH # Course Code CH
1 ELEC451 3√ 2 ELEC360√ 3
3 ELEC315 3√ 4 GENG215√ 2
5 CHEM270 3√ 6 ELEC380 3
7 ISLM100 3 8 GEIT112 3
9 GESU121 3 10 GENE000 3

Semester Credits: 14 Total Credits: 73

(a) Passed and current semester courses:

# Course Code CH # Course Code CH
1 ESPU107 3 2 PHYS105 3
3 PHYS135 1 4 CHEM111 3
5 CHEM175 1 6 GEIE222 3
7 PHYS110 3 8 PHYS140 1
9 MATH130 3 10 MATH135 3
11 STAT210 3 12 GENG220 3
13 HSS105 3 14 GENG315 3
15 ELEC305 3 16 ELEC310 1
17 GENG230 3

(continued)
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Table 5. (continued)

(e) Spring 2024 Semester:

# Course Code CH # Course Code CH
1 ECOM360 3√ 2 ELEC370 3√
3 ELEC375 1√ 4 ELEC380 3√
5 ELEC461 1√ 6 ECOM432 3√
7 ECOM442 1√ 8 ISLM100 3
9 GEIT112 3 10 GESU121 3
11 GENE000 3
Semester Credits: 15 Total Credits: 88

(f) Fall 2024 Semester:

# Course Code CH # Course Code CH
1 ELEC411 3√ 2 ELEC431 3√
3 ELEC433 1√ 4 ELEC481 1√
5 ISLM100 3√ 6 GEIT112 3√
7 GESU121 3 8 GENE000 3
9 Elective1 3 10 Elective2 3

Semester Credits: 14 Total Credits: 102

(g) Spring 2025 Semester:

# Course Code CH # Course Code CH

1 ELEC585√ 3√ 2 ELEC495 15
3 ELEC462√ 3√ 4 ELEC472√ 3√
5 Elective1√ 3√ 6 Elective2√ 3√
7 GESU121 3 8 GENE000 3

Semester Credits: 15 Total Credits: 117

(h) Summer 2025:

# Course Code CH # Course Code CH
1 ELEC495 15√

Semester Credits: 15                                                Total Credits: 132

(i) Fall 2025 Semester:

# Course Code CH # Course Code CH
1 GESU121 3√ 2 GENE000 3√
3 Elective3 3√ 4 Elective4 3√
5 ELEC590 3√

Semester Credits: 15 Total Credits: 147

5 Conclusion

To make sure that students accomplish their bachelor’s degree requirements without
experiencing unnecessary delays, a suitable student course scheduling system must be
established. A course study planning framework has been built based on the three course-
level priorities established around each electrical engineering course. By selecting the
four to seven appropriate courses per semester, students can create comprehensive study
schedules with the aid of this specifically built software.
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Abstract. On a web page, we display, resorting to the Monte Carlo
method, the statistical behavior of the perimeter and area of random
polygons inscribed in a circle. We obtain three outcomes: those variables
behave surprisingly, mainly the perimeter; three languages run at very
different speeds, which is expected, but notorious; and the web page is
an example of what can be simply done on the Web. The web page is
of free access to a user through the use of a browser, thus without any
software installation and necessitating no particular power or matching
operating system. This is an illustrative example making it possible to
ready adaptation to a number of other problems. It combines the Web
and convenient computer languages, to wit: PHP, Python, Fortran, and
C, and the ‘gnuplot’ utility for plotting. The study has as objectives:
to observe the said behaviors; to serve as a model to solve other prob-
lems; and, more generally, to call attention both to the Web as a medium
for scientific computing, and to the adequacy of this in scientific publica-
tions. This study recommends computing in a web-based style, in general,
which can use executable programs mostly similar to classical comput-
ing, these being the inevitable difficulty. This scarcely explored approach
is promptly accessed here, and invites the cooperation of academia and
industry in our technological era.
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1 Introduction

A web-based program, as we mean it, is a computing resource free to use on
a dedicated web page1, where, consequently, a browser is the only necessity,
offering the solution to a given class of mathematical problem, where the user
supplies particular data to obtain a corresponding result. In the present work, we
contribute with a web-based procedure to observe the statistical behavior in a
problem in Geometry, also constituting a template for many other mathematical
problems.

When we mention “mathematical problems”, we are making a distinction:
we have experienced the ”classical” engineers benefit professionally from coop-
erating with their informatic counterparts, and reciprocally.

In the sense mentioned, a web-based solver differs from the numerous appli-
cations that a user can install on a computer in that it requires neither installa-
tion (updating or uninstallation) nor operating system match nor any add-ins.
This also dispenses with any specific qualities of the user’s machine (such as
computer or smartphone). Being on the Internet facilitates collaboration among
researchers (with passwords, if needed). We have advocated web-based work in
many instances ([2] or [3] or [4] or [5], in almost 20 years).

The present Statistics problem is also illustrative and a template, addresses
the behavior of the (random) area and perimeter of polygons that are randomly
generated and inscribed in a circle. A description is briefly given in the next
Section about these two random variables.

The described operation of a web-based computation is the informatic prob-
lem addressed, for which no related resolution was found on the Web (apart from
general information). The procedure will be clarified on its architecture and web
use, with surprising results, deserving additional development.

In the title of one of our previous articles [7], we mentioned “simple science”:
indeed, nowadays, in our technological age (frequently, people, fashionably, even
mistake “technological” for “informatic”), uncountable —indeed, most—articles
in the technical and scientific publications describe their (possibly) excellent
results, but (we have found no exception) do not give us any real confirmation
of their programming. Some publications nowadays offer their programs, yet, in
languages we do not know or in operating system we do not use. We always
cite Wilkinson’s ‘FAIR’ initiative [8]: “There is an urgent need to improve the
infrastructure supporting the reuse of scholarly data.” The tens of authors of this
proclamation duly mention data, but the situation is worse regarding programs
in the literature in science and technology.

In the Sections that follow: “Illustrative problem”, the Statistics problem and
its Mathematical basis are explainde; “Web applications” are briefly discussed,
in view of their alleged paucity; and “Results, discussion” show the architecture
of our computing, with practical results. Finally, some “Conclusions” are put
forward.

1 “web page” is adopted (instead of “webpage”, “web-page”, etc.) as in the
online Cambridge Dictionary [1].

https://dictionary.cambridge.org/dictionary/english/web-page
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2 Illustrative Problem

This study addresses the behavior of the area and the perimeter of random
polygons, of which, so as to make the present problem tractable (and without
real loss of generality), only polygons inscribed in a circle are considered. Also,
the order of the entities “area, perimeter” means that the area is the main
objective of the study, but the trivial calculation of the perimeter is included.
It is the Cartesian coordinates of the vertices of a polygon that will completely
define it.

The calculation of the area of any simple polygon (simple, i.e., not star-
shaped2), be it convex or not, seems complicated to a non-specialist. Surprisingly
simple formulas, however, directly solve the problem, since the time and work of
Meister [9], in the XVIII century, later consolidated by C. F. Gauss and C. G.
J. Jacobi, in the XIX century. Meanwhile, the choice of polygons inscribed in a
circle led to the option to sort the subtending angles, thus, easily excluding star
polygons, and (unnecessary) making the polygons convex.

Various polygons are exemplified: Fig. 1 illustrates “random” polygons
(indeed, as might have been randomly generated) inscribed in a circle, which
are the target of this article; and Fig. 2 shows a concave polygon and a star
polygon. These latter are out of our scope: concave polygons obviously cannot
be inscribed in a circle, although the formulas below fully apply; and star poly-
gons do not correspond to an area as considered here.

For the interested reader, Fig. 3 shows several polygons that were made at
a free access web page of ours, [11]. Let us remark that, although generating
a random polygon inscribed (or not) in a circle is very easy, the task becomes
a complexity hard problem if, namely, the polygon is required to be “simple”
(i.e., non self-intersecting). To avoid this intricacy (out of our scope here), we
had recourse to sort the vertices along the circle (increasing angle θ, Eq. 2), i.e.,
‘Angle sorting’ Yes, in the web page. (The coordinates of the vertices can be
listed by enabling the ‘Show values’ option.)

One of various simple formulas [10] to calculate the area of a polygon with
n vertices, from the Cartesian coordinates of its vertices, is

A =
1
2

∣
∣
∣
∣
∣

i=n∑

i=1

(xiyi+1 − xi+1yi)

∣
∣
∣
∣
∣

(1)

where (xi, yi), i = 1..n, are the coordinates, with the complementary condition
of (xn+1, yn+1) ≡ (x1, y1). (The absolute value is necessary because the value
depends on the selected “direction” of the vertices.) As the polygons are inscribed
in a circle, their coordinates are, of course,

(xi, yi) = ρ(cos θ, sin θ) (2)

2 Star polygons are also called self-intersecting.
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where the radius of the circle, ρ, will be made unitary, and the θ’s are random
angles in (0, 2π). The calculation of the perimeter is trivial, knowing that the
angles have been sorted. Of course, the area, A, and the perimeter, P , of the
random polygons must be in the following intervals, for a radius R ≥ 0, for the
number of vertices going from 2 to infinity.

4R ≤ P ≤ 2πR (3)
0 ≤ A ≤ πR2

Fig. 1. “Random” polygons: a quadrilateral (n = 4), and a pentagon (n = 5).

Fig. 2. “Random” polygons: a concave pentagon, and a star quadrilateral.

Fig. 3. Miscelanious “random” polygons with various n (RNG seed≡1001): (left to
right) 5; ditto, sorted; 10.
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In another Section, “Results, discussion”, we delve into the computation,
both regarding its Mathematics and statistical stages and its programming in the
Internet “computing” medium. This is made accessible, freely and computable
at the dedicated web page [12]. A number of web pages dealing with different
subjects are ready and available.

3 Web and Applications

One of our principal objectives is to present an instance of our constructed web-
based applications, by solving an illustration done through a Statistics problem,
including the applicability to the work by students. We will comment on: Web, a
medium for effective computing; students and computing; and the combination
of different computer languages, each with its own characteristics.

3.1 Web and Computing

We frequently refer the singular example of V. M. Ponce (a professor of
Hydraulics), whose website invites computations by the user, though other
approximating websites exist. His site contains (since 2004) a virtual laboratory,
“Vlab” ([13], through “OnlineCalc”), his perspective being similar to ours (since
1998). An example of his is described in his Problem No. 281, “Muskingum-
Cunge convergence ratios”, chosen here because of his (last in Google Scholar)
publication in 2020 [14]. We show its input-output in Fig. 4 (supposed input,
as Hydraulics is out of our field). There, the user just inserts input data and
receives output results. No default data, however, are supplied. Possibly, this is
intended to make the user, typically the students, have to study and know what
to fill in the fields, as commented next.

Academically, web pages such as ours and Ponce’s do not weaken the need to
study. We have observed that many students no longer do any programming—not
their fault, if the professors follow the same careless path. Then, Excel becomes
the modest fallback. If a web page solves a problem, students should do their own
work (programming), and compare their results, such as we present ([12] once
more). Many of our examples appeared in conferences (e.g., [6], on a chemical
reaction, or [15]).

Worse than students’ lack of interest is the fact that authors in numerical top-
ics give no web pages with their computation for reproduction and confirmation.
We have discovered none, and gave some negative samples in [5].

3.2 The Combination of Different Computing Languages

The combination, if advantageous, of different computing languages is much
facilitated by current standards. Here, we use Python, Fortran, and C, with
‘gnuplot’ for graphing, under PHP, all free versions. Python is friendly to write
a script and popular among scientists, and can act as “glue” ([16] or, e.g., [17]). It
is (mailny) interpreted, so naturally slow. Fortran and C are compiled, therefore,
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Fig. 4. Ponce’s Problem (in Hydraulics) on “Muskingum-Cunge convergence ratios”.

fast for number crunching. The present problem favors long run times, which is
a characteristic in Monte Carlo applications, and this led to use fast languages.
The present study turns into a template for hard problems, which is one of its
objectives, as we keep suggesting the Web for scientific computing.

The language versions are: Python 3.9; Fortran 90, by GNU (Debian); C,
Debian 10.2.1-6; ‘gnuplot’, 5.4; and PHP, 5.6. These versions are those installed
in the public (Linux) system in the University.

The overall structure is a PHP web page that starts a Python script, which
makes the computing but also invokes Fortran and C executables. About con-
necting Python to Fortran, it was done through the ‘f2py’ utility (as ‘f2py3’), v. 2.
This utility is able to convert a Fortran procedure (one or more subroutines) eas-
ily into a Python module, which is a “shared object”, ‘.so’ (or “dynamic linked
library” in Windows terms). For instance, if ‘f2py’ is applied to a file in For-
tran, ‘NameF.f90’, to produce ‘NameF.so’, the corresponding ‘f2py3’ produces
(particularly in our Linux system) a ‘NameF.cpython-37m-x86 64-linux-gnu.so’,
through

$ f2py3 −−c −m NameF NameF. f90

In the python script itself, this module is used simply as ‘import NameF’.
Regarding the connection of Python to C, the procedure was to use the

Python ‘ctypes’ module. Previously. if the C file is ‘NameC.c’, the first steps are
to create the ‘NameC.so’ through
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$ gcc −−c NameC. c
$ gcc −−shared −−o NameC. so NameC. o

Once the ‘.so’ files have been created, they can be used by Python. In order to
save space, the Python source is given as a downloadable annex in the problem
web page (which will be seen at [11]).

4 Results, Discussion

As this study is directed to the Web, it does not show the computing itself. The
task can be freely executed at

Ref. [12]

The user submits the problem data (input)—essentially, only the number of
vertices—and obtains the desired results (output), which is the behavior of the
area and perimeter. This simple scheme (aided by intrinsic default data) is, we
think, adequate to a simple style in Engineering. The dynamic results come in
HTML built with the Web-native scripting language PHP [18]. The architecture,
in simple terms, has the following two elements: a front-end in the Web, to supply
the interface to the user, and a back-end implementing the computing parts.

The Web interface is accessed by the user as the mentioned front-end, accept-
ing the arguments of the task (data), processing them, scheduling the task, and
which sends these data to the back-end, which, in turn, finishes the task, and
replies to the front-end, thus providing the output built in a new (dynamic)
web page. In technical problems, the output is here and often alphanumeric and
or with graphics.

The above structure is used by us in our problems in Engineering, Mathe-
matics and Statistics, because our goal is to solve them and make them freely
available, in order to stress the proposal of this perspective of computing.

The numerical parts of the present problem are resolved in Python, For-
tran, and C. The graphical functionalities exist in Python through the use of
packages (‘modules’) such as ‘matplotlib’ or ‘seaborn’, whereas Fortran and C
have no equivalent. From our previous frequent usage, and to establish a per-
sonal standard, we chose to use ‘gnuplot’ [19], a free graphical package, which
can be neutrally called by many languages. Otherwise, for us, ‘gnuplot’ is more
familiar than Python’s own plotting libraries. On the Web, the computed results
are cast in the HTML format (essentially using the HTML tag ‘pre’, meaning
pre-formatted text), and displayed on the user’s terminal.

The constructed computing solver is executable on our public system, main-
tained by CIIST, the Computing Centre of the University [20]. It is a Linux
operating system and is characterized by 16 GB memory; the ‘uname’ command
reports amd64, Debian 5.10.70 (2021), x86 64 GNU/Linux; and the ‘lscpu’ com-
mand, 8 CPU’s, Xeon, 2 GHz.
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The architecture can be described in the following steps, where the names
(in bold, italics) are those of the particular case:

a. The user reaches the web page where the problem is shown (PHP), named P-
RandPolygons.php, and introduces the adequate data (input) in an HTML
‘form’ fields in the page. The data are sent to the next file through an HTTP
request (“P-“ here recalls that the engine is a Python script).

b. When clicking the ‘Execute’ button, the problem data are transmitted
to an intermediate file, also in PHP, making use of the ‘form’ statement
‘action=RandPolygons.php’.

c. The above mentioned PHP file takes the input received, preparesit, and sends
it to a Python script (next). The transmission is as command line arguments
for execution. The PHP file takes the results from the execution, via stdout
and makes a (temporary, dynamic) PHP file (web page) that contains the
results.

d. The standalone Python script, randPolygons.py , is now run through a PHP
‘exec’ statement. The script in consideration depends on the user’s choice: it
runs the whole calculations (in Python); or passes parts of the computing
to a Fortran subprogram, via module modRandPolygons; or passes, ditto,
to a C subprogram, using a ‘ctypes’ connection to the shared object simu-
late polygons.so.

e. The output from Python (to stdout) is sent to the Results page, a temporary
and dynamic page. It contains an HTML ‘pre’ tag with the text and or
graphics (‘png’), which were produced through a call to the Python ‘base64’
procedure. Thus, this assures that no files stay on the server, which would
need deletion. Importantly in public access, it also prevents clashes that would
occur between various users using the web page.

f. Auxiliary files—The PHP characteristic environment files inserted by
‘include’, i.e., and cascading style sheet and the proper images that iden-
tify the website itself.

The essential files needed to implement the actions mentioned are also listed
in the web page for conciseness.

In the description above, the file names (emphasized for clarity) are the
ones that depend on the specific problem. Vaious other files are common to
other (possibly many) problems. In Fig. 5 is schematically shown the structure,
detailed in item ‘d.’ in the list of steps displayed above.

The circumstance of running “over the Web” does not increase the difficulty
to the usual resolution of a scientific or technical problem, where the ineluctable,
hard task is to know the scientific subject.

The basis language that we have used is Python. After selection by the user,
it runs alone or calls Fortran or C, and always ‘gnuplot’ for the plotting. Writing
a program in languages such as Fortran or C is time consuming by comparison
to popular user-friendly Matlab or Python (or Julia, for that matter). Notwith-
standing, as regards execution, the difference in run time can turn out to be
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Fig. 5. Schematical network showing the communication among the web page compo-
nents.

substantial, which favors the former languages (Julia, e.g., [21], claims to solve
this challenge). On an open environment as the Internet (and always), licensing
must also be considered in using the languages (Fig. 6).

Our problem to observe the behavior of two random variables, area and
perimeter, is now briefly described. The data for the example are the following
(with the default values shown):

– Number of vertices (4);
– Simulation language (Fortran);
– Trials (106) and seed (75357) (for the Monte Carlo simulation);
– Histogram classes (200) (for the plots of the areas and perimeters);
– Show values (No) (of the plot coordinates).

Default simple data for the problem are, as we always do, given in the
web page, permitting immediate results just with a click on the ‘Execute’ button.

The results of the execution are reproduced for increasing number of polygon
vertices in the following figures. What was called “behavior” are, obviously,
histograms of the simulated values of areas, A, and perimeters, P , or, finally
in statistical terminology, “probability density functions” (pdf). Figure 7, for 3
vertices, shows the pdf’s of the area, pdfA, monotonically decreasing, and of the
perimeter, pdfP , with a surprising and abrupt peak at 4.0. In Fig. 8: for 4 vertices,
the curve pdfA becomes a “cupola”, and pdfP shows an abrupt peak at 5.2; and
for 5 vertices, the curves become both smooth. Finally, in Fig. 9, the curves pdfA
and pdfP acquire common shapes. These last shapes become intuitive because,
as seen with many (12) vertices, a high probability is, as expected, for polygons
close to the circle in which they are inscribed.
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Fig. 6. Web page (input) for the random polygons’ problem, with the default values.

Fig. 7. Behavior of the area, A, and perimeter, P , of polygons of n = 3 (’nv’ in images)
vertices.
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Fig. 8. Behavior of the area, A, and perimeter, P , of polygons of n = 4 (left) and n = 5
(right) vertices

Fig. 9. Behavior of the area, A, and perimeter, P , of polygons of n = 6 (left) and
n = 12 (right) vertices

5 Conclusions

In our opinion, the Internet, as a computing medium, has been a relatively for-
gotten field in science and technology. We use to cite one (rare) example by
someone else, whereas, disquietingly, myriads of numerical publications permit
no web-based confirmation. Our practice just needs a browser, avoiding any soft-
ware installation by the user, who is able to easily supply the problem data. In
the illustrative example, a statistical problem is solved, dealing with random
polygons inscribed in a circle, with results that are surprising but intuitive in
the asymptotic case for high number of vertices. Three languages, Python, For-
tran, and C, are used to show the template nature for use in other problems,
under PHP, with ‘gnuplot’ as graphing utility. The resulting web page is open to
execution on the authors’ website. In this study, we have meant to: recommend
using this computing based on the client-server model, which greatly facilitates
access without any specific need from the user; focus on students to bring them
to computing; and to unveil and recall the benefits of bringing different languages
together, with Python as a proficient candidate as a setting.

The problem studied reveals the Web as a suitable medium for scientific and
technical computations. The architecture adopted serves an extensive spectrum
of problems that, obviously, depend on the ability to tackle their unavoidable
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mathematical hardship. The languages used can be other, if compatible through
usual standards, provided that conditions of speed and licensing are granted.

The programs used thinking of the Internet environment are essentially the
same as out of the Web. We reaffirm from our academic and industrial experience
that Web computing is recommendable for both domains, towards their desirable
interconnection.
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Abstract. Diabetes, often regarded as a chronic illness, is a condition
that occurs due to high blood sugar for a prolonged period of time. The
risk of obtaining diabetes can be reduced by precise early prediction and
analysing factors such as hereditary involvement and several other fac-
tors. Although advanced techniques came into existence, we can observe
that the risk of developing diabetes is substantially higher among adults
due to modern life. Timely treatment and diagnosis are required to pre-
vent the outbreak and the advancement of diabetes. The lack of robust-
ness in the precise early prediction of diabetes is a rigid task due to
the size of the dataset and deficient labelled data. In this literature, we
propose an architectural framework for the early prediction of diabetes
disease where data pre-processing, outlier detection and avoidance, K-
fold cross validation, and distinct predictive machine learning (ML) and
deep learning (DL) classifiers (Decision Tree, Logistic Regression, and
Neural Network) are appointed. In this literature, the ensembling of var-
ious machine learning and deep learning classifiers are used as a method
of enhancing diabetes prediction, utilising K-fold cross validation as a
validation strategy. The base classifiers are hypertuned using the grid
search approach by considering numeric hyperparameters. The experi-
ments conducted in this literature were conducted under similar condi-
tions using the benchmark PIMA Indian Diabetes (PID) dataset. As a
substitute for the conventional approach of testing the proposed app-
roach, we have chosen the chronic kidney disease (CKD) dataset from
the University of California (UCI) machine learning repository as a com-
parative study.

Keywords: Machine Learning · DBSCAN · Ensemble Model · k-fold
cross validation · Multi disease prediction

1 Introduction

Diabetes is the most known disease in the world and has been facing crucial
challenges to treat in all countries [12]. The pancreas is responsible for produc-
ing the insulin hormone, which helps the glucose to move from the intestine
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into the blood stream. The insulin deficiency can result in abnormal function-
ing of the pancreas, which creates diabetes, which can cause several conditions
in the human body such as coma, weight loss, beta cells, and a lot more [29].
The condition can result in impactful changes in the behaviour of an individ-
ual and might cause damage to their capital and lifestyle if not treated at an
early stage. As per the World Health Organisation (WHO), there exists 422 mil-
lion people who are identified as diabetic worldwide, with the majority living
found in middle-income and low-income countries. There are 1.5 million deaths
directly referenced to diabetes every year [1]. The main motive behind proposing
this approach is the need for an affordable system capable of assessing patient
parameters and determining the existence of diabetes.

In this literature, we followed multiple classifier systems, treated as ensemble
learning systems, which came into existence and have been applied to a huge
set of problems [7]. Ensembling is a mechanism for integrating several learn-
ers together, and this can aid in improving the prediction capability and the
performance of the proposed approach [2]. The technique of combining distinct
predictive classifiers is called ensemble learning. They have been combined to
effectively address a wide range of machine learning issues in the real world,
including incremental learning and feature selection. This type of learning helps
improve the confidence of a classifier by assigning weights to several individual
classifiers and integrating them to achieve an outcome. In our paper, we used a
voting technique to predict diabetes using ensemble learning. The predictive base
classifiers used for ensemble learning are Decision Trees (DT), Logistic Regres-
sion (LR), and Neural Networks (NN). The base classifiers are chosen distinctly
based on their diverse nature to achieve peak performance [31].

Rest of this paper is organized as follows. The literature available is presented
in Sect. 2, Materials and methods presented in Sect. 3, The ensembling of distinct
ML and DL classifiers are presented in Sect. 4, Results and discussion is presented
in Sect. 5, and Finally, Sect. 6 concludes this paper.

2 Literature Review

Recent research has revealed that a sizable amount of relevant work has been doc-
umented in diabetes prediction by executing a variety of approaches to achieve
peak performance; a few of them were presented in this literature. In [33], they
predicted the diabetes using machine learning algorithms (DT, näıve bayes (NB)
and Random Forest (RF)) using Hadoop cluster and map reduce techniques, and
they achieved an accuracy score of 94% using RF. The experiment is conducted
on a dataset gathered from the National Institute of Diabetes, consisting of data
gathered from 75,664 patients with 13 attributes. In [28], they used distinct
machine learning approaches such as NB, DT, support vector machine (SVM),
and artificial neural networks (ANN) for the prediction of diabetes using the PID
dataset. The experiment was conducted on a 75:25 ratio for training and testing
the proposed approach and achieved an accuracy score of 82% for support vector
machine and ANN. In [5], they followed a weighted ensembling approach using
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machine learning classifiers (k-nearest neighbour (KNN), DT, RF, adaboost, and
multilayer perceptron (MLP)) on the PID dataset and achieved better results
by experimenting with several ensemble models with different machine learning
classifiers as base classifiers, hypertuning the hyperparameters of the base clas-
sifiers to achieve best performance using grid search, and cross-validating them.
They have cross-validated their experiment using k-fold cross-validation (KCV)
with k = 5. In [13], they pre-processed the dataset and clustered the dataset
into two clusters using the k-means clustering technique, and as a predictive
approach, they used a pipeline mechanism of having several machine learning
classifiers. Their experiments are evident in getting better accuracy and results
using the clustered dataset from the PID dataset, and the pipelining mecha-
nism using Adaboost got an accuracy of 98.8%. In [6], the authors proposed an
unweighted majority voting ensemble approach using machine learning classifiers
(LR, KNN, gradient boosting, and RF) to predict diabetes. The dataset used in
conducting their experiment is from National Health and Nutrition Examination
Survey (NHANES) 2013–14, which has 10,172 data records with 54 features, and
they achieved an area under the curve (AUC) score of 0.75. Some of the other
approaches available in the literature [3,8–10,14,16,18,20,22–26,32] can also be
used in the medical domain for various applications. The availability of quality
medical data and efficient ML model for processing those data is always a chal-
lenging issue. In this paper, an ensembling model based frame work is proposed
and the performance of this proposed model is evaluated using PID and CKD
dataset.

3 Materials and Methods

The PID dataset and CKD dataset [CKD] are used in conducting this experi-
ment, which consists of 400 and 768 data samples, respectively. The class feature
and outcome feature indicate the existence or non-existence of the disease. We
created several plots for a better understanding of the discrete and continuous
data-valued attributes. In this paper, a diverse combination of machine learning
and deep learning classifiers are considered as base classifiers in constructing the
unweighted ensemble model—DT, LR, NN. The model is trained and applied
with the voting rule to achieve better prediction accuracy, and the architectural
framework of the proposed ensemble approach is represented in Fig. 1.

3.1 Dataset

In conducting this experiment, the PIMA Indian Diabetes (PID) Dataset [27]
and chronic kidney disease dataset [21] are used. The PID dataset is gathered
from 768 female diabetic patients sourced from the Pima Indian population
residing in Arizona. The PID dataset is comprised of 768 patient records with 8
attributes. The outcome or class variable determines a particular patient record
with a set of parameters that exhibit the existence or non-existence of the disease.
The CKD dataset is collected from the University of California (UCI) machine
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Fig. 1. A systematic representation of the proposed ensemble model for multi disease
prediction.

learning repository. The CKD dataset is used for comparison of the proposed
approach and to build evidence regarding how the size of the dataset effects
the performance of the model. Ensembling strengthens the base classifiers by
achieving great performance by ignoring the size of the dataset.

3.2 Data Preprocessing

The pre-processing of PID diabetes data is performed by collecting several
patient records. The dataset involves nine attributes with a summary of 768
female patient data records, and we found a few instances among those records
that exhibit signs of missing or null values. The missing values are filled using
the mean and median of respective attributes. The data pre-processing is done
by transforming all the medical records stored as diagnostic values. The results
obtained post-processing show that out of 768 medical patient records, 500 data
records were shown as 0, indicating non-diabetic patients, whereas the other
268 data records showed a value of 1, representing diabetic patients, which are
exhibited in Fig. 2.

Outlier Detection and Analysis. Outliers are often considered noise among
the hidden data and need to be removed or identified using an analysis of the data
distributions among attributes. This may cause the model to see a sudden change
in the data and may lead to inaccurate models, which can lead to inappropriate
values being distributed between them. In our proposed approach, outliers are
identified among the data points using pair plots as it is presented in Fig. 3. The
outliers identified are removed from the dataset to achieve better performance.
The correlation among the attributes is observed after the treatment of outliers,
and the outcome is displayed in Fig. 4.
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Fig. 2. The plot indicating the data points is distributed between non-diabetic and
diabetic patients.

Fig. 3. The pair plots among the attributes (skinthickness, insulin and glucose) corre-
sponding to the outcome variable where the outliers are found.

Density-Based Spatial Clustering of Applications with Noise (DBS-
CAN). In the outlier analysis, DBSCAN [4] is used for the detection of multi-
variate outliers present among the data points. In this phase, the training data is
considered, and the data points are grouped into multiple clusters for detecting
outliers. The core objective of this approach is to find the dense areas belonging
to a certain region by knowing a few parameters such as epsilon(eps) and mini-
mum points(MinPts), in which the data samples are divided into the core point
(x), border point and an outlier. The minimum points parameter MinPts is the
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Fig. 4. The correlation among the attributes observed after the treatment of outliers.

least number of samples that are situated around in the neighbourhood in a par-
ticular eps value. The eps parameter is the radius surrounding the data samples
around x. The data point is termed as x if there exists at least a MinPts num-
ber of data samples and if the number of data samples are less than MinPts,
then the data point is considered as a border point. An outlier is a data point
those are situated far from the particular region and the boundary. The graph
between eps value and number of clusters is depicted in Fig. 5.

4 Ensembling of Distinct Machine Learning and Deep
Learning Classifiers

4.1 Decision Tree

A Decision Tree (DT) [19] is a tree approach towards solving machine learning
classification tasks. The trees are constructed using a top-down recursive app-
roach using divide and conquer (DAC). The presence or absence of diabetes is
predicted by developing a tree structure in which intermediate nodes indicate
a feature, each branch defines an outcome of the feature, and each terminating
node impacts an existence or non-existence of diabetes. The outcome label helps
in identifying the diabetes. Consider a dataset with N classes. The formula can
be used to calculate entropy.
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Fig. 5. The graph between the eps and number of clusters using DBSCAN for outlier
detection.

Entropy(E) = −
m∑

i=1

pilog2pi

where pi is the probability of randomly selecting an example in class ‘i’.

4.2 Logistic Regression

Logistic Regression (LR) [30] is a supervised approach among the machine learn-
ing classification approaches which is found evident in solving several chronic
diseases [15]. This approach estimates the relation between the independent
variables X = x1, x2, . . . , xn and a binary dependent variable (i.e., outcome
variable) by estimating the probabilities using a sigmoid/activation function.
This approach is applied only to a binary dependent variable (Y ) with classes
0, 1 and an independent variable that can be ordinal, ratio-level and binomial.
The logistic/sigmoid function is mathematically given as:

σ(y) =
1

1 − e−y

where y = w.X + b and w = [w1, w2, . . . ., wn] are the weights or coefficients, b is
the bias or the intercept.

4.3 Neural Network

Neural Networks (NN) [11] involve a series of interconnected nodes in each layer,
which consists of components such as inputs pi and output qi with a dropout
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layer and flattening layer. The result is computed using an activation function
such as sigmoid and a constant bias b. The architecture of the neural network is
presented in Fig. 6. The activation function can be presented as:

f(b +
n∑

i=1

piqi)

Fig. 6. The architecture of the neural network with several layers used in developing
the proposed approach.

4.4 Combining the Base Classifiers Using Voting Rule

The outcome of an ensemble model [17] is dependent on the outcome of the base
classifiers used in developing the ensemble model. This technique binds the prob-
abilities of each prediction for each model and considers the prediction with the
highest total probability. The integration of several distinct classifiers can aid in
achieving better performance with the help of the soft voting rule. In this study,
the soft voting rule applied, where mi be the ith classifier of an ensemble model
having N distinct classifiers which are set to predict the target class from a set of
k possible classes c1, c2, . . . , cn (in our study it’s binary). For a provided input x,
the classifier mi will result in a k dimensional vector [m1

i (x),m2
i (x), ....,mk

i (x)],
where mj

i (x) is an outcome of the ith classifier for the jth class label. All N
distinct classifiers are considered with same priority unless weights are assigned
for each classifier. The final classification is resulted by averaging the individual
outcomes with different class label and then choosing the label k∗ with respect
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to the highest majority vote (hard voting). The proposed ensemble model con-
siders the class from a total of j classes that results in a maximum probability
and combines them by adding all the probabilities of each class predicted by ith

classifier.

k∗ = argmax
1
N

N∑

i=1

mj
i (x) − 1

In this soft voting rule, mj
i (x) is an estimate of the posterior probability P (cj |x)

obtained by the ith base classifier.

5 Results and Discussion

As a part of the evaluation of the model, several measures must be employed to
verify the model’s performance and to find the necessary improvements that can
occur to improve the overall performance. The evaluation is carried out with the
confusion matrix, which has mainly four outcomes known as True Positive (TP),
True Negative (TN), False Positive (FP), and False Negative (FN). The actual
value refers to the existing value, and the predicted value refers to the value that
is predicted by the proposed model. The measures employed for evaluation are
as follows:

5.1 Accuracy

The most common measure to evaluate any model that finds how accurate the
model is built. It can be termed as the ratio of the sum of correctly classified
values to the sum of correctly classified values and misclassified values. Accuracy
(ACC) is determined as ACC = TP+TN

TP+FN+FP+TN .

5.2 Precision

The measure of exactness or preciseness of the classification for evaluating the
positively classified data values and is considered the ratio of the positively
classified values to the sum of correctly classified data. PRE = TP

TP+FP is used
to calculate precision (PRE).

5.3 Recall

Recall is termed as the remembering/recollection/memorizing as a measure of
quality and it is said to be the ratio of the positively classified data to the sum
of correctly positive and negative classified data. Recall (or) True Positive Rate
(or) Sensitivity (REC, TPR, SEN) is determined as REC = TP

TP+FN .
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5.4 F1-Score

F1-Score is termed as the harmonic mean of the precision and recall to deter-
mine the average rate. The purpose of this metric is mainly used to evaluate
imbalanced datasets, which do not have a balance among those classes between
features. It works well on categorical attributes. As accuracy is not a good metric
since it’s more biased towards the positives rather than the negatives. F1-Score
can compensate for them and hence gives an unbiased result while evaluating the
model. F1-Score (F1) is determined as F1 = 2 × PRE∗REC

PRE+REC ; where PRE,REC
indicates precision and recall respectively. A comprehensive comparison between
the base classifiers and the proposed ensemble approach using voting rule is
depicted in Table 1, Fig. 7 and Fig. 8.

Table 1. A comparison between the base classifiers and corresponding metrics with
the proposed ensemble approach.

Dataset Classifiers Accuracy Precision Recall F1-Score

PID [27] DT 75.65 63.16 74.07 68.18
LR 80 77.78 60.49 68.06
NN 71.3 70.27 32.1 44.07
Ensemble model using hard voting rule (Proposed) 75.22 62 76.54 68.51
Ensemble model using soft voting rule (Proposed) 74.78 84.85 34.57 49.12

CKD [21] DT 98.75 100 98.08 99.03
LR 92.5 100 88.46 93.88
NN 77.5 100 65.38 79.07
Ensemble model using hard voting rule (Proposed) 93.75 100 90.38 94.95
Ensemble model using soft voting rule (Proposed) 98.75 100 98.08 99.03

Fig. 7. A comparison among the proposed ensemble model and base classifiers with
several performance metrics using CKD dataset.
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Fig. 8. A comparison among the proposed ensemble model and the base classifiers with
several performance metrics using PID dataset.

6 Conclusion

In this work, ensembling aids in providing a better path towards the predic-
tion of diabetes and chronic kidney disease using the PID and CKD datasets.
The base classifiers are a diverse combination of machine learning approaches
to solve the multi-disease prediction problems, which are integrated using a vot-
ing technique. The dataset was pre-processed using several techniques, which
improved the overall model’s performance and quality. The validation of the
proposed approach was verified using 3-fold cross-validation (k = 3) among all
the base classifiers and the proposed ensemble approach. The base classifiers
are hypertuned using grid search by considering numerous hyperparameters of
each base classifier to achieve peak performance. The comparative results make
it evident that the proposed approach has outperformed various machine learn-
ing classifiers. Additionally, the proposed unweighted ensemble framework can
be applied to related medical problems to prove its robustness and generality.
This experiment has yielded convincing evidence that the performance of the
model fluctuates by the scale of the dataset. By ensembling, we may reinforce
the suggested technique even when the size of the dataset increases gradually.
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Abstract. Workload prediction involves forecasting the future resource demands
and patterns for a computing system, such as cloud or fog infrastructure. It applies
historical information and analytical methods to forecast future workload pat-
terns. By anticipatingworkload patterns, resourcemanagers can allocate resources
proactively, optimize system performance, and ensure efficient resource utiliza-
tion. This research introduces a Fog-Cloud specific workload prediction model
based on time series analysis, utilizing Intuitionistic Fuzzified C-mean cluster-
ing and Long Short-Term Memory (IFCM-LSTM), with emphasis on CPU and
memory prediction. First, IFCM clustering incorporates uncertainty, allowing for
a more flexible representation of resource patterns. This is particularly useful in
scenarios where resource utilization behavior is uncertain or hesitant. Next, the
LSTM model effectively captures the intricate temporal relationships in the his-
torical workload data collected from fog-cloud nodes. The model’s performance
has been assessed on a real workload dataset using three evaluation metrics: Root
Mean Square Error (RMSE), Mean Squared Error (MSE), and Mean Absolute
Error (MAE).Thesemetrics offer valuable insights into the accuracyof themodel’s
predictions.

Keywords: Cloud and Fog Computing · Internet of Things (IoT) · Time Series
Forecasting · IFCM (Intuitionistic fuzzified C-mean Clustering) · LSTM (Long
Short-Term memory)

1 Introduction

As the number of Internet of Things (IoT) devices continues to grow with voluminous
increase in the data generated at the network edge, there is a growing need for accurate
prediction of workloads [1] in the fog-cloud layer. It has become critical for efficient
resource management and utilization. Workload prediction in the fog layer involves
forecasting the resource demands and patterns at the edge nodes, considering factors such
as CPU andmemory utilization, network traffic, and application-specific parameters [2].
Accurate workload prediction allows for proactive resource allocation, dynamic scaling,
and system performance optimization to meet the varying demands of the applications.
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The rise of IoT and the associated volume of data with big data analytics leverage
in decision-making for organizations [3]. However, one of the most challenging tasks,
experienced by researchers and academics, is evaluating and predicting time-series data.
It refers to data points representing the changing metrics over time, with each point
denoted as X (t), where t ranges from 0 to n. Time series data is considered univariate
when it involves a single variable, while multivariate time series data involves multiple
factors. The term “multifunctional time series data” describes the collection of such
multi-factor time series information. The fundamental principle of time series forecast-
ing is to extract meaningful insights from data to predict future outcomes. In context
of cloud/fog computing, time series analysis is indispensable for workload prediction,
resource allocation, and system optimization. ARIMA and SVM frameworks have eval-
uated and forecasted the sequential data in [4]. In domains, such as resourcemanagement
and performance optimization in cloud/fog computing, various algorithms to forecast
time series data have been effectively implemented and demonstrated.

Fog computing offers various services, through a pay-per-use model, to its end users.
Service elasticity, which refers to the system’s ability to manage fluctuating workloads
during peak times, plays a crucial role. It dynamically allocates or de-allocates computing
resources to closely match the service demand of the current time interval. By employ-
ing service elasticity, fog-cloud enhances Quality of Service (QoS) metrics, includ-
ing service availability, throughput, and response time. It also contributes to reducing
power consumption and avoids resource under/over-provisioning. Auto-scaling mecha-
nisms, classified as reactive or proactive, are used to implement service elasticity. Reac-
tive approaches utilize rule-based triggers based on system resource utilization, while
proactive mechanisms estimate future resource requirements based on past utilization.
Deep learning algorithms, a subset of machine learning techniques, have recently gained
prominence in addressing such challenges.

This work proposes and implements an IFCM-LSTM based model for workload
prediction, emphasizing CPU and resource utilization. The highlights of the work are as
follows.

1. Utilizing the temporal memory and sequence learning capabilities of LSTM, it cap-
tures complex temporal patterns and dependencies present in workload data more
precisely.

2. Through rigorous experimentation on real-world datasets, it is illustrated that the
proposed IFCM-LSTM based model outperforms conventional methods in terms of
prediction.

3. This study helps in efficient capacity planning and improved system performance
in Fog-Cloud computing environment. The findings have implications for optimiz-
ing resource utilization, enhancing scalability, and guaranteeing efficient resource
management in fog-cloud systems.

The remainder of this paper is organized as follows. In Sect. 2, we discuss the related
studies and their limitations and present our contributions. In Sect. 3, we introduce
our proposed prediction model. Section 4 presents the proposed algorithm for resource
prediction. The performance evaluation results and experimental setup are presented in
Sect. 5, followed by the conclusions in Sect. 6.
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2 Related Work

In recent years, Fog service providers have encountered two important challenges: ensur-
ing service quality (QoS) and competing with limited resources. Statistical techniques
have addressed these challenges, particularly in predicting future resource usage. This
topic has attracted significant research attention in computer systems and resource man-
agement. This section reviews related work, encompassing various methodologies and
techniques employed for predicting future resource usage. It includes studies focusing
on both traditional statistical methods and emerging machine-learning approaches.

Lalitha et al. [5] employed a statistical model called ARIMA-ANN to forecast future
resources in cloud environments. Zhao et al. [6] resource-efficient strategy called the
selective offloading based on ARIMA-BP (ABSO) has been introduced to meet delay
requirements and minimize the energy consumption of mobile devices. ABSO uses
the ARIMA-BP approach to estimate the computational capacity of edge clouds and
then design selective offload algorithms to determine offload strategies. Kumar et al.
[7] combined neural networks and independent differential evolutionary algorithms to
predict workloads. Their model can learn the best possible mutation strategy and the
best cross-cutting rate. The experiment was carried out with the benchmark data sets of
the HTTP traces of NASA and Saskatchewan servers for different prediction intervals.
In [8], authors proposed a traffic prediction method based on a statistical model using
the Poisson distribution in a sliding window to calculate the weight of observations. The
normalized mean square error between predicted and observed values was compared
using a real-world cloud computing dataset obtained from monitoring Drop Box usage
to evaluate the proposed method. A separate study by Le et al. [9] has proposed a new
monthly cloud mitigation distribution model for different regions of Japan. The study
used five-year ERA interim meteorological database, provided by the European Centre
forMedium-TermForecasting (ECMWF). The cloud reduction is calculated based on the
cloud liquid water content (CLWC) extracted from the ECMWF ERA interim database.
The probability density function (PDF) of cloud mitigation is determined by using a
curve fitting method.

Numerousmachine learning algorithms have been employed for resource prediction.
Gao et al. [10] proposed a method of predicting a certain time before the predicted time,
to allow enough time for task planning based on anticipated workloads. They introduced
a clustered workload prediction approach that classified tasks into multiple clusters and
trained separate prediction models for each category to improve prediction accuracy.
Guo et al. [11] considers factors related to mobility and utilizing LSTMs to predict
workload. They have solved the problem of uneven resource usage in the edge data
center (EDC). Their method includes EDC’s user mobility and geographical location
information, facilitates resource allocation, and improves resource utilization. In a study
by Kim et al. [12], linear regression was implemented to estimate the total processing
time of individual tasks on candidate MEC nodes (mobile edge computing). Subtasks
are then assigned to certain edge nodes based on the observed state of each MEC node.
They also developed a core cloud monitoring module. Peng et al. [13] propose a network
traffic forecast method for variable sampling rates, using LSTM and machine learning.
The sampling rate determining the accuracy of traffic forecasts can change in real time
with the dynamic change of network traffic.
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3 The Proposed Prediction Model

This work proposes a prediction model based on IFCM-LSTM to predict the CPU
and memory requirements. The model is a combination of intuitionistic fuzzy C-Mean
(IFCM) clustering and long-term short-term memory (LSTM). It starts with the applica-
tion of IFCM [14] clustering to group similar resource utilization patterns, incorporating
uncertainty and flexibility in cluster assignment. The clustered representation is then fed
into the LSTM network, which captures temporal dependencies and predicts future
resource workloads. The combination of IFCM and LSTM leverages the strengths of
both the techniques, resulting in improved prediction accuracy and interpretability.

LSTM [15] captures temporal dependencies for accurate predictions, while IFCM
provides interpretability through membership and non-membership degrees, which is
calculated using following steps:

Step 1. The membership function (mjk ) is calculated as Eq. (1).

mjk = sjk
∑n

j=1 sjk
(1)

where, mjk are the membership values and sjk is the random values generated from
uniform distribution having parameters (0, 1) of kth observation of the time series data
yk (j = 1, 2, ....., n) and k = (1, 2, ...., c).

Step 2.The hesitation levels hjk is calculated usingEq. (2). Equation (3) is used to cal-
culate intuitionistic fuzzified membership (m∗

jk ). The value of intuitionistic membership
(m∗

jk ) is stored in the matrix mold .

hjk = 1 − mjk −
(
1 −

(
mα
jk

)) 1
α
, α > 0 (2)

m∗
jk = mjk + hjk (3)

Step 3. Using m∗
jk obtained in Step 3, the center of clustering

(
v∗
j

)
is computed as

in Eq. (4).

v∗
j =

∑c
k=1

(
m∗
jk

)f
yk

∑c
k=1

(
m∗
jk

)f ; j = 1, 2, . . . .., n. (4)

where, yk(k = 1, 2, ...., c) represents time-series data,
m∗
jk , (j = 1, 2, ....., n; k = 1, 2, ...., c) is intuitionistic membership values derived in

Step 2, and f > 1 is fuzziness factor.
Step 4. Equation (5) alters the membership functions (mjk ) obtained in Step 1.

mjk = 1
∑n

j=1

( djk
dik

) 2
(f−1)

; j = 1, 2, . . . .., n;

k = 1, 2, . . . .., c.
(5)
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djk =
√

(
yk − v∗

j

)2
(6)

In Eq. (5) and Eq. (6), mjk , is the fuzzy membership value of the kth observation
for the jth cluster produced in Step 1, the Euclidean distance

(
djk

)
is evaluation of kth

observation in the jth cluster center, f is the fuzziness factor and v∗
j (j = 1, 2, ...., n) is

the jth cluster center obtained in Step 3.
Step 5. Equation (2) and Eq. (3) are used to modify the hesitation values hjk and

the intuitionistic fuzzy membership variable m∗
jk . In a matrix, named mnew, the updated

instuitionistic membership variables (m∗
jk ) are stored.

Step 6. vjk (non-membership) values are calculated using Eq. (7) and m∗
jk are the

updated values of intuitionistic membership calculated in Step 5. The new intuitionistic
non-membership attributes (vjk) are stored in matrix called V.

m∗
jk + hjk + vjk = 1 (7)

Step 7. If the condition specified in Eq. (8) is satisfied, the algorithm is terminated.
Otherwise, the algorithm proceeds by setting mold equal to mnew and then returning to
Step 3. ε is the small positive integer.

mnew = mold < ε (8)

The output produced by IFCM algorithm, such as membership value and non-
membership values, are concatenated with the time-series data as the input to the LSTM.

The Recurrent Neural Network (RNN) [16, 17] comprised of an input, hidden, and
output layer (Fig. 1). Due to the issues of gradient vanishing and gradient exploding,
back propagation faces difficulties in effectively learning patterns with long-term depen-
dencies [18]. These challenges play a crucial role in the training difficulties encountered
in recurrent neural networks [19–21].

Fig. 1. Sequential Processing in RNN
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Schmidhuber [22] introduced LSTM as an improved version of RNNs, aiming to
overcome the issues of gradient vanishing and gradient exploding of conventional RNN.
LSTM incorporate additional interactionswithin eachmodule or cell, capable of learning
long-term dependencies and remembering information for long period. Unlike standard
RNNs, LSTMs consist of four interacting layers and employ a unique communication
mechanism within their repeating modules. Figure 2 depicts the structural arrangement
of the LSTM neural network which composed of blocks of memory called cells that
transmit two states: cell state and hidden state. The cell state serves as the primary chain
of the data flow, allowing data to forward essentially without any changes. However, the
cell state is responsive to linear transformations, and sigmoid gates are used to add or
remove data. These gates, like weighted layers, control the memory retention process in
LSTMs and help address the problem of long-term dependencies.

The first step, in the development of LSTM network, involves the identification and
discarding of unnecessary information from the cell at this stage. The sigmoid function
is used to make the selection, considering the previous LSTM unit’s output (ht−1) of
t−1 and the present input (Xt) of t. Furthermore, the sigmoid function determines the
part of previous output that needs to be ignored.

Fig. 2. Structure of the LSTM

ft , called the forget gate, is represented by a vector of values ranging from 0 to 1,
associated with each cell state element (Ct−1) shown in Eq. (9).

ft = σ
(
Wf

[
ht−1, Xt

] + bf
)

(9)

σ represents the sigmoid function here while Wf and bf stands for the bias and
weight matrix of the forget gate (ft).

The next step in the LSTM network is to determine and store information from a new
input (Xt) and update the cell state in the following steps. The process consists of two
parts: the sigmoid and tanh layers. Initially, the sigmoid layer decides whether to update
or ignore new information and generates the binary values of 0 or 1. Next, the tanh
function assigns weights to the selected values and determines its level of significance
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in the range of −1 to 1. The combination of these two values changes and updates the
new cell state. The updated memory is then combined with the previous memory (Ct−1)
to generate a new cell state (Ct) shown in Eq. (12).

it = σ
(
Wi

[
ht−1, Xt + bi

])
(10)

Equation (10) calculate input gate that serves the purpose of assessing the significance
of the fresh data contained in the input. The new information is calculated using Eq. (11),
that must be passed to the cell state is a hidden state function of the previous t−1 time
value and the x time value. The activation function is Tanh.

Nt = tanh
(
Wn

[
ht−1, Xt

] + bn
)

(11)

Ct = Ct−1ft + Ntit (12)

Ct−1 andCt represent the cell states at time t−1 and t, respectively,Wi represents the
cell state’s weight matrix and bi is bias. In final stage, the filtered output values (ht) in
Eq. (14) are obtained by applying a filter to the output cell state (Ot). Initially, a sigmoid
layer determines the impact of various cell state components on the output. The result
of the sigmoid gate (Ot) in Eq. (13) is multiplied by the number generated by applying
the function tanh to (Ct). These values are constrained to the range of −1 to 1.

Ot = σ
(
W0

[
ht−1, Xt

] + b0
)

(13)

ht = Ottanh(Ct) (14)

Here, W0 and b0 are the weight matrices and bias respectively, of the output gate.

4 The Algorithm for Resource Occupancy Prediction Model

We designed a prediction model of resource occupancy of fog nodes. For Fog nodes
they receive and process the application requests from IoT devices or submit application
requests to cloud server to meet various quality of service requirements.
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5 Experiment Setup and Evaluation

In this section, the proposed model is evaluated on real-time data sets. The dataset is
collected from 1,750 virtual machines (VMs) hosted in a distributed data centermanaged
by Bitbrain [23], a service provider specializing in enterprise-focused managed hosting
and business computation. The workload consists of two types of resource usage, CPU
andMemory. 70% of the data is used in the training phase, and 30% for the testing phase.
Experiments are conducted on an Intel Core i5-11300H CPU and 16 GB RAM. Python
3.10 and MATLAB 2020b are employed for data analysis and numerical computations,
leveraging their respective strengths. The flow of the proposed model is shown in Fig. 3.

5.1 Evaluation Criteria

Absolute percentage errors (MAPEs), Average absolute errors (MAEs), and Average
Square errors (MSEs) the three commonmetrics are used to evaluate the proposedmodel.
These parameters give a complete understanding of the model’s performance and help to
choose the model best suited to the particular problem. In point value prediction, errors
are determined by calculating the difference between actual and predicted workload,
where ypi , y

a
i represent the predicted and actual value. Equations (15)–(17) define the

MSE, MAE, and MAPE values as shown in Table 1.

MSE = 1

t + 1

t∑

1

[
Error(i)2

]
(15)

MAE = 1

N

N∑

i=1

(
ypi − yai

)
(16)

MAPE = 1

N

N∑

i=1

(
ypi − yai

yai

)

∗ 100 (17)
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Table 1. Prediction Error of the Model

S.No Error Values

1 RMSE 1.609

2 MAE 0.929

3 MAPE 0.166

The result provides an analysis of the usage of CPU andmemory based on actual and
forecasted data. Figures 4(a) and 4(b) show the current CPU and memory usage patterns
on the Bitbrain database, providing insight into resource usage. Figures 5(a) and 5(b)
show the CPU and memory used to predict and evaluate the accuracy of the prediction
model. Fluctuations and potential increase in CPU and memory usage are identified,
helping to understand the resource requirements. Overall, the section provides a com-
prehensive understanding of the observed and predicted resource usage patterns, which
contributes to informed decision-making and potential improvements in performance.

Fig. 3. Framework for the proposed model
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Fig. 4. (a). Sample Bitbrain data for CPU Usage. (b). Sample Bitbrain data for Memory Usage

Fig. 5. (a).Model Prediction of CPU Usage. (b).Model Prediction of Memory Usage

6 Conclusion and Future Work

The work proposed the IFCM-LSTM model for predicting future CPU and memory
utilization for fog-cloud nodes. The model utilized historical data on CPU and memory
usage to forecast the future behavior of these resources. The prediction results show
that the LSTM model accurately predicts future CPU use and memory. The accuracy
of predictions is evaluated using indicators such as RMSE, MAE, and MAPE. These
predictions can have practical applications in resource provisioning,workload balancing,
and overall system performance optimization in fog-cloud computing architecture which
results in making informed decisions and ensure the overall efficiency and reliability of
the fog-cloud computing systems.

In the future, we plan to further enhance our research by incorporating dynamic
offloading strategies, aiming to identify and route tasks to the most appropriate fog
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node based on our predictive results. Additionally, we intend to explore the practical-
ity of our model in real-world fog-cloud computing scenarios, where network condi-
tions and workload patterns can fluctuate. This investigation will offer valuable insights
into the adaptability and robustness of our approach in varying, real-world operational
environments.

References

1. Sham, E.E., Vidyarthi, D.P.: Intelligent admission control manager for fog-integrated cloud:
a hybrid machine learning approach. Concurr. Comput. Pract. Exp. 34(10), e6687 (2022)

2. Yadav, P., Vidyarthi, D.P.: An efficient fuzzy-based task offloading in edge-fog-cloud
architecture. Concurr. Comput. Pract. Exp. 35, e7843 (2023). https://doi.org/10.1002/cpe.
7843

3. Yadav, P., Vidyarthi, D.P.: Analyzing the behavior of real-time tasks in fog-cloud architecture.
In: Woungang, I., Dhurandher, S.K., Pattanaik, K.K., Verma, A., Verma, P. (eds.) Advanced
Network Technologies and Intelligent Computing. CCIS, vol. 1534, pp. 229–239. Springer,
Cham (2022). https://doi.org/10.1007/978-3-030-96040-7_18

4. Wang, Y.,Wang, C., Shi, C., Xiao, B.: Short-term cloud coverage prediction using theARIMA
time series model. Remote Sens. Lett. 9(3), 274–283 (2018)

5. Devi, K.L., Valli, S.: Time series-based workload prediction using the statistical hybrid model
for the cloud environment. Computing 105(2), 353–374 (2023)

6. Zhao, M., Zhou, K.: Selective offloading by exploiting ARIMA-BP for energy optimization
in mobile edge computing networks. Algorithms 12(2), 48 (2019)

7. Kumar, J., Singh, A.K.: Workload prediction in cloud using artificial neural network and
adaptive differential evolution. Future Gener. Comput. Syst. 81, 41–52 (2018)

8. Dalmazo, B.L., Vilela, J.P., Curado, M.: Predicting traffic in the cloud: a statistical approach.
In: 2013 International Conference onCloud andGreenComputing, pp. 121–126. IEEE (2013)

9. Le, H.D., Nguyen, T.V., Pham, A.T.: Cloud attenuation statistical model for satellite-based
FSO communications. IEEE Antennas Wirel. Propag. Lett. 20(5), 643–647 (2021)

10. Gao, J., Wang, H., Shen, H.: Machine learning based workload prediction in cloud comput-
ing. In: 2020 29th International Conference on Computer Communications and Networks
(ICCCN), pp. 1–9. IEEE (2020)

11. Guo, Q., et al.: Research on LSTM-based load prediction for edge data centers. In: 2018 IEEE
4th International Conference on Computer and Communications (ICCC), pp. 1825–1829.
IEEE (2018)

12. Kim, K., Lynskey, J., Kang, S., Hong, C.S.: Prediction based sub-task offloading in mobile
edge computing. In: 2019 International Conference on Information Networking (ICOIN),
pp. 448–452. IEEE (2019)

13. Peng, R., Fu, X., Ding, T.: Machine learning with variable sampling rate for traffic prediction
in 6G MEC IoT. Discrete Dyn. Nat. Soc. 2022 (2022)

14. Xu, Z., Wu, J.: Intuitionistic fuzzy C-means clustering algorithms. J. Syst. Eng. Electron.
21(4), 580–590 (2010). https://doi.org/10.3969/j.issn.1004-4132.2010.04.009

15. Nitesh, K., Abhiram, Y., Teja, R.K., Kavitha, S.: Weather prediction using long short term
memory (LSTM) model. In: 2023 5th International Conference on Smart Systems and Inven-
tive Technology (ICSSIT), pp. 1–6, January 2023. https://doi.org/10.1109/ICSSIT55814.
2023.10061039

16. Rumelhart, D.E., Hinton, G.E., Williams, R.J.: Learning representations by back-propagating
errors. Nature 323(6088), 533–536 (1986)

https://doi.org/10.1002/cpe.7843
https://doi.org/10.1007/978-3-030-96040-7_18
https://doi.org/10.3969/j.issn.1004-4132.2010.04.009
https://doi.org/10.1109/ICSSIT55814.2023.10061039


Resource Management Through Workload Prediction 269

17. Werbos, P.J.: Generalization of backpropagation with application to a recurrent gas market
model. Neural Netw. 1(4), 339–356 (1988)

18. Bengio, Y., Simard, P., Frasconi, P.: Learning long-term dependencies with gradient descent
is difficult. IEEE Trans. Neural Netw. 5(2), 157–166 (1994)

19. Hochreiter, S.: The vanishing gradient problem during learning recurrent neural nets and
problem solutions. Int. J. Uncertain. Fuzziness Knowl.-Based Syst. 6(02), 107–116 (1998)

20. Hochreiter, S., Bengio, Y., Frasconi, P., Schmidhuber, J.: Gradient flow in recurrent nets: the
difficulty of learning long-term dependencies. In: A Field Guide to Dynamical Recurrent
Neural Networks. IEEE Press (2001)

21. Pascanu, R., Mikolov, T., Bengio, Y.: On the difficulty of training recurrent neural networks.
In: International Conference on Machine Learning, pp. 1310–1318. PMLR (2013)

22. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8), 1735–1780
(1997). https://doi.org/10.1162/neco.1997.9.8.1735

23. Shen, S., Van Beek, V., Iosup, A.: Statistical characterization of business-critical workloads
hosted in cloud datacenters. In: 2015 15th IEEE/ACM International Symposium on Cluster,
Cloud and Grid Computing, pp. 465–474. IEEE, Shenzhen, May 2015. https://doi.org/10.
1109/CCGrid.2015.60

https://doi.org/10.1162/neco.1997.9.8.1735
https://doi.org/10.1109/CCGrid.2015.60


Author Index

A
Abraham, Wincy I-3
Aderounmu, G. A. II-148
Akinsola, J. E. T. II-148
Akinyemi, Joseph D. I-274
Al Aghbari, Zaher I-94
Algumalai, Vasudevan II-177
Ali, Anooja I-180
Alraeesi, Abdulrahman II-214
Arora, Parul I-287
Arumugam, Vengatesan II-177
Awate, Pradnya L. II-79

B
Bhagat, Gautam I-42
Bhat, Vignesh I-155
Bhattad, Rashmi I-30
Bhawana I-287
Bhosle, Shivani II-79

C
Casquilho, Miguel II-229
Chaitanya Datta, M. II-245
Chauhan, Narendrakumar II-41
Chopra, Tanishka Hemant II-201

D
Dalal, Purvang II-41
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