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Abstract. Semantic image compression can greatly reduce the amount
of transmitted data by representing and reconstructing images using
semantic information. Considering the fact that objects in an image
are not equally important at the semantic level, we propose a semantic
importance-based deep image compression scheme, where a generative
approach is used to produce a visually pleasing image from segmenta-
tion information. A base-layer image can be reconstructed using a condi-
tional generative adversarial network (GAN) considering the importance
of objects. To ensure that objects with the same semantic importance
have similar perceptual fidelity, a generative compensation module has
been designed, considering the varying generative capability of GAN.
The base-layer image can be further refined using residuals, prioritizing
regions with high semantic importance. Experimental results show that
the reconstructed images of the proposed scheme are more visually pleas-
ing compared with relevant schemes, and objects with a high semantic
importance achieve both good pixel and semantic-perceptual fidelity.

Keywords: Image Compression - Semantic image coding - Scalable
coding

1 Introduction

Image compression is an essential and fundamental topic for efficient image stor-
age and transmission across modern networks. Traditional image codecs, such
as WebP [8], JPEG [23], JPEG2000 [22] and BPG [4] use a hybrid image coding
framework, where basic coding blocks of an image are transformed, quantized
and entropy coded. Block-based coding introduces blocking effects, especially at
a low bitrate. Complicate dependency among coding modules makes the codec
difficult to optimize as a whole. Due to the strong representation capabilities
of deep learning, learned image compression [3] based on deep neural networks,
or deep image compression, has received widespread attention in recent years.
The learned image compression framework can be optimized end-to-end, showing
competitive performance compared with traditional codecs.

To further reduce the amount of transmitted data, image semantic coding
[11,12] can be performed. As traditional and learned image codecs, even the
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lightfiled image codec [14], are typically optimized for pixel fidelity, such as
MSE (Mean Square Error) and PSNR (Peak Signal to Noise Ratio), semantic
image coding aims at maintaining semantic-perceptual fidelity [11]. According
to [21], perceptual fidelity metrics refer to objective metrics of human viewing
experience, while semantic fidelity is the semantic difference between original
and reconstructed image such as the difference in object detection accuracy. A
good choice to optimize towards semantic-perceptual fidelity is to use generative
adversarial network (GAN) [7], since GAN can capture both global semantic
information and local texture and is powerful to produce a visually pleasing
image even with semantic labels only. In recent years, GAN has been used to
improve image coding efficiency [1,2,11,12,17].

Regarding pixel fidelity, the work in [2] has proposed a generative image
compression framework based on deep semantic segmentation (DSSLIC), where
a down-sampled version of the image and a semantic segmentation map need to
be transmitted and used to guide the image generation. Residual can be sent to
refine the generated image as well. Similar as DSSLIC, the work in [15] utilizes
semantic segmentation map to compress image and the redundancy in the spatial
dimension of feature map is addressed by using octave convolution. To avoid
using extra bits for segmentation map, the work [10] trained a segmentation
network from the up-sampled version of the down-sampled image to obtain an
accurate segmentation map at both encoder and decoder.

Targeting for perceptual quality, an image compression system based on
GANs has been designed in [1] for extreme low bitrates, where quantized
extracted features are fed to GANs. In [17], a neural compression scheme with a
GAN has been proposed, which can be optimized to yield reconstructions with
high perceptual fidelity that are visually close to the input. The above works
optimize towards fidelity for the whole image. However, objects in the same
image are different in terms of semantic importance. For example, when view-
ing portrait photos, humans are more important than buildings semantically. In
[1], a selective generative compression scheme has been proposed as well only
using GAN to generate unimportant regions, while user-defined regions were
preserved with fine details. This scheme can only support two levels of semantic
importance. The semantic image coding scheme proposed by Huang et al. [11]
quantized features of different semantic concepts adaptively, where bit alloca-
tion among semantic concepts was determined using a reinforcement learning
algorithm. GAN was used at the decoder to reconstruct images from quantized
features. The scheme was optimized in terms of semantic-perceptual loss without
considering pixel fidelity.

Pixel fidelity and perceptual fidelity are both important, especially for regions
with high semantic importance. Optimizing for both pixel and perceptual loss,
Huang et al. [12] proposed a deep image semantic coding scheme which uses
both quantized extracted features and the segmentation map for image gener-
ation, and residuals were transmitted to restore fine details. However, varying
importance of different regions are not considered. In this work, we propose a
generative image compression that can support any levels of semantic impor-
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tance, and both pixel-level and semantic-perceptual distortion are evaluated in
the training of the proposed work. In the proposed approach, objects with higher
semantic importance are evaluated weighting more on pixel-level accuracy, while
the unimportance regions are mainly concerned with perceptual accuracy. The
proposed scheme is a scalable coding scheme as the work [24], where the base
layer consists of segmentation map and quantized features, and the enhancement
layer comprises coded residuals. Like multiple description coding [13,16,26] that
combats transmission losses via source coding, a scalable image coding scheme
can provide a certain degree of robustness tolerating the loss of enhancement
layer.
The main contributions of this work are summarized as follows:

— We propose a generative deep image compression framework considering vary-
ing semantic importance of objects. Guided by an importance map of an
image of objects, a base-layer image can be reconstructed using a conditional
GAN using the extracted feature and segmentation map. Prioritized residual
coding is then performed that can be used to refine important regions of the
base-layer image.

— Considering the varying generative capability of GAN for objects with dif-
ferent characteristics, a generative compensation module has been designed
to ensure that objects with the same semantic importance have similar per-
centual fidelity.

— The proposed framework has been optimized and evaluated using both the
weighted pixel-level distortion and adversarial loss concerning perceptual loss.
As a result, objects with a high semantic importance can achieve both good
pixel and semantic-perceptual fidelity, and regions with lower importance are
visually pleasing.

2 Semantic Importance-Based Deep Image Compression

Tllustration of the proposed framework is shown in Fig. 1. Encoder E extracts
the latent representation w from the input image x. w is scaled according to
the importance map m and quantized by a quantizer ). The generator G uses
the scaled and quantized latent code w, and the segmentation map s from the
segmentation network F'| to produce a base-layer reconstructed image, . In the
importance map generation module, a pre-defined semantic importance map,
ms, and a generative compensation map, m., are fused to form a final map,
m. me is generated by the generative-compensation network, A, using s and x
as the input. In the residual coding module, a residual processor H conducts
prioritized processing for residual, » = xz — Z, according to mg. The processed
residual 7’ is then compressed and transmitted.

As shown in Fig. 1(a), the image is layered coded. The base layer consists of
lossless compressed w and s, while the enhancement layer includes lossy com-
pressed 7. In Fig. 1(b), the generator G can use decoded w and s to generate an
image . With an available enhancement layer, the decoded residual 7 is added
to & to obtain an enhanced image ' =7 4 Z.
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Fig. 1. The proposed framework. (a) The encoder consists of segmentation network
F, encoder network F, generative-compensation network A, quantizer @), generator
G, and residual processor H. (b) The decoder generates a base-layer image using the
segmentation map and quantized latent code, while an enhanced image can be obtained
combining the residual.
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Fig. 2. The network architecture of generative-compensation module.
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2.1 Model Learning

In this framework, a pretrained segmentation network, PSPNet [25] is used,
and a fixed quantizer maps features to the nearest quantization centers which
has a soft quantization version during back propagation as in [12]. The condi-
tional GAN adopts the same architecture as the work in [12]. The generator
G takes quantized features @ form a distribution of pj;, and segmentation map
s as the input, and tries to generate an image that can cheat the discrimina-
tor D minimizing Lg = Egy~p, [—log(D(G(w, s),s))] [12]. The discriminator
G tries to differentiate the generated images from the original images, minimiz-
ing Lp = Egnpy, [—log(1—D(G(w, s), )]+ Eznpy, [~log(D(z, s))] [12]. Besides
fixed segmentation network and quantizer, the residual processor H is rule-based.
Therefore, we need to jointly train the models of the encoder network FE, the
generative-compensation network A, and the generator G.

The loss function for training needs to consider both pixel fidelity and
semantic-perceptual fidelity, weighting more on pixel fidelity for semantic impor-
tant areas. If an image can be divided into N regions according to semantic
importance, aregion Cj, (k = 1,2, ..., N) has a semantic weight of wy, (wy, € [0, 1])
with wy > we > ... > wyg. A larger weight means it is more important. The overall
loss function can be expressed as follows:

L=MWMSE + Md(G(i, s),2) + Le + Lp + A R(W), (1)

where x(i,7), G(w,s)(i,7), d(), R(), A\ and Ay are the pixel values at posi-
tion (4,7) in the original image and reconstructed base-layer image, the feature-
level distortion function using VGG network, rate function, weights for pixel-
perceptual distortion and rate, respectively. Weighted MSE (WMSE) is defined
as
al 1
WMSE = wy - o] > (@i, g) — G, ) (i, 4)), (2)
k=1 M ptigecs
where p(i,j) € Ck means that the pixel at position (4,7) is in region Cj, and
|Ck| are the number of pixles in Cy.

Since the segmentation network is pre-trained, and the optimization is con-
ducted for the base-layer, the rates of s and 7’ are not included in the loss func-
tion. Besides the adversarial loss, the feature-level distortion function using VGG
network is introduced as in [12] as another semantic fidelity metric. Combining
weighted MSE and unweighted feature loss, the semantic important regions are
impacted more by the pixel fidelity.

2.2 Importance Guided Bitrate Allocation

The semantic importance distribution of an image changes for different applica-
tions. For example, vehicles are most semantic important for vehicle detection
but not for pedestrian detection. Therefore, we assume a predefined semantic
importance map my is available. Guided by my, a bitrate allocation scheme is
then designed.
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Generative Compensation. Originally, we only use m, to guide bitrate allo-
cation. However, we observe that objects with the same semantic weight in the
generative image do not have the same perceptual quality, due to varying gen-
erative capability of GAN. For example, sky and road in an image can have the
same semantic weight, but the perceptual quality of sky with simple texture is
better than that of a road. Therefore, a generative-compensation module has
been added to compensate the generative capability.

The network architecture of the generative-compensation module is shown
in Fig. 2. This generative-compensation module, A, is a network with three con-
volutional layers generating a pixel-level importance map m., whose values are
within [0, 1]. The input of the model is the original image and segmentation map.
Including semantic labels can make m,. reflect the semantic and edge information
of the image better.

Fused Importance Map. Two maps, ms and m. can be fused into one map
m to guide the bitrate allocation of different regions, with

m=Axmg~+ (1 —X\)*meg, (3)

where A is a weight factor. The value range for m is within [0, 1] as well.

For latent code w with C feature maps with a dimension of H x W, m is
rescaled to H*WW . Each element in a feature map is multiplied by a corresponding
important weight in m. The multiplication is performed at the element level for
each channel. By scaling the latent code with a weight between [0, 1] followed by
quantization with fixed quantization centers, the coefficients with a small weight
are represented with a lower quantization precision and thus a lower bitrate. In
this way, bitrate is allocated according to importance.
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Fig. 3. Comparsion of JPEG, JPEG2000, WebP, BPG, Huang et al. [12], Agustssonet
al. [1], and our model in terms of objective metrics. The arrow (|) on the y-axis indicates
that a lower value is better, and (1) indicates that a higher value is better.
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2.3 Prioritized Residual Coding

Residual coding is conducted considering prioritizes as well. A residual processor
skips part of residuals according to mg yielding a processed residual r’. For
example, with a low bit rate, we only keep the residual of most important area.
If the w is the semantic weight threshold for residual skipping, 7’ can be expressed
as

(4)

0, otherwise

T . r(Lj), 7/f x(%])erk AND wkzw
T<l7.7):

where r(i,7) and 7/(i,j) are the values of residual and processed residual at
position (i,7), respectively. Different w is used for varying targeting bitrates.
The residual image 7’ is encoded by the lossy BPG encoder with different quality
factors for varying bitrate.

[N

(g) Ours(0.169 bpp) (h) Semantic importance map

Fig. 4. Visual comparison of reconstructed images of WebP, BPG,Agustsson et al. [1],
Mentzer et al. [17], Huang et al. [12] and our model.

3 Experiment

3.1 Experiment Settings

The proposed model is trained with the Cityscapes dataset [6] with images down-
sampled to 256 * 512. The training set consists of 2975 images, and our perfor-
mance is evaluated using the test set. The latent representation w is represented
using 128 channels. The semantic importance maps are generated according to
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Fig. 5. Example of using reconstructed images of WebP, BPG,Agustsson et al. [1],
Mentzer et al. [17], Huang et al. [12] and our model for vehicle detection.

annotations. Three levels of semantic importance are considered, whose values
are set to 1, 0.67, and 0.33, respectively. The first level includes vehicles, objects,
and humans, while the second one contains constructions and flats. The remain-
ing belong to the third level. A; and Az in the loss function of (1) are set to 10
and 1, respectively. A for the importance map in (3) is set to 0.6. The model
is trained with an initial learning rate of 3 * 10~* which gradually reduces to 0
after 50 epochs.

The segmentation map and latent code are lossless compressed using vector
graph and arithmetic coding consuming 0.01bpp and 0.1bpp, respectively. w in
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(4) is set to 0.9, 0.6, 0.3 for bitrates that are below 0.2bpp, [0.2,0.4]bpp, and
above 0.4bpp, respectively. Residual is compressed by the lossy BPG encoder
under quality factors of {40,35} and {40,35,30} for cases with a bitrate below
and above 0.2bpp, respectively. The proposed scheme is compared with JPEG,
JPEG2000, WebP, and BPG, Agustsson et al. [1], Mentzer et al. [17] and Huang
et al.’s generative semantic image compression scheme in [12] which considers
both pixel and perceptual fidelity.

3.2 Results

Objective Evaluation. For semantic fidelity, the proposed scheme is com-
pared with the latest traditional codecs, which are JPEG2000, WebP and BPG,
JPEG, and learning based codecs including Agustsson et al. [1] and Mentzer et
al. [17] for performance on the object detection task. The simulation was con-
ducted on an NVIDIA GeForce RTX 3080, based on the PyTorch [19] platform.
A yolo-v3 network [20] pre-trained on COCO dataset is used to detect vehicles
in reconstruction images of different methods. Average Precision (AP) [18] is
used to measure the performance of vehicle detection at different bitrates, where
the IOU threshold is set to 0.5. Figure 3 show performance comparison. From
Fig. 3, the proposed scheme achieves the highest AP at all bit-rates, since the
proposed scheme is designed to support image compression with different seman-
tic importance. Vehicles in the images are assigned with the highest semantic
weight, resulting in both good pixel and perceptual fidelities. The highest AP is
obtained at the lowest bitrate, because the unimportant regions are fully gen-
erated at the lowest bitrate without residual coding which further differentiates
salient objects. The AP drops due to the blurry effect of BPG residual coding,
and increases with more bitrate used for residual coding.

The semantic-perceptual quality comparison for the whole images is pre-
sented as well. Kernel Inception Distance (KID) [5] evaluates the feature space
distortion, while Fréchet Inception Distance score (FID) [9] is used to measure
the quality of GAN generation. As shown in Fig. 3, the generative schemes have
better performance than the traditional codec and Agustsson et al. [1] in terms
of KID and FID, since these GAN-based approaches are optimized considering
semantic-perceptual quality. The performance of the proposed and the scheme
in [12] are almost the same. Mentzer et al. [17] performs better on FID than our
method, since the proposed method focuses on maintaining fidelity for impor-
tant regions only which does not show competitive generating capability for the
whole image.
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Fig. 6. Visual comparison with/without the generative compensation module.

Subjective Evaluation. Except the AP, the objective evaluation above do not
differentiate regions with varying importance, and thus subjective evaluation is
conducted as well. For perceptual quality, Fig. 4 shows the visual comparison. It
can be observed that, even with a lower bitrate, the reconstructed images of the
generative approaches are more visual pleasing than those of traditional codecs,
Agustssonet al. [1] and Mentzer et al. [L7]. Compared with Huang et al.’s method,
the regions with high semantic importance in the proposed scheme exhibit a
lower level of degradation from the original content, such as the stop sign. In our
scheme, semantically unimportant area, such as trees in the background, deviates
more from the original content, but is still visually pleasing. For semantic quality,
an example for vehicle detection is present in Fig.5. As shown in the semantic
importance map in Fig. 5(h), regions of vehicles have high semantic importance
in the proposed scheme. These regions are coded with more bitrate resulting in
both good pixel and semantic-percentual fidelity. Compared with other schemes,
more correct vehicles are detected using the reconstructed image of the proposed
scheme with a lower bitrate.

Effectiveness of Generative Compensation Module. Reconstructed ima-
ges of the proposed scheme with and without the generative compensation mod-
ule are shown in Fig.6. In the original importance map in Fig.6(d), sky and
road have the same semantic weight. However, generative capability of GAN
for these objects are different, where sky is more visually pleasing than the
road without compensation. With compensation module, the regions with more
texture details are compensated as shown in Fig. 6(e), achieving similar percep-
tual quality for regions with the same semantic importance.
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Conclusion

In this paper, a generative image compression framework based on semantic
importance has been proposed. A predefined semantic importance map and a
map from the generation compensation module are combined to guide the com-
pression of the latent representation extracted by the encoder. Both adversarial
loss, perceptual loss and semantically weighted pixel-level loss are considered for
end-to-end training. The goal is to improve coding efficiency while maintain-
ing a good pixel and semantic-percentual fidelity for regions with high semantic
importance, and a reasonable perceptual fidelity for the less important regions.
The experimental results verify the effectiveness of the proposed scheme.
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