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Abstract. Adversarial attacks on human parsing models aim to mislead
deep neural networks by injecting imperceptible perturbations to input
images. In general, different human parts are connected in a closed region.
The attacks do not work well if we directly transfer current adversarial
attacks on standard semantic segmentation models to human parsers.
In this paper, we propose an effective adversarial attack method called
HPattack, for human parsing from two perspectives, i.e., sensitive pixel
mining and prediction fooling. By analyzing the characteristics of human
parsing tasks, we propose exploiting the human region and contour clues
to improve the attack capability. To further fool the human parsers, we
introduce a novel background target attack mechanism by leading the
predictions away from the correct label to obtain high-quality adversarial
examples. Comparative experiments on the human parsing benchmark
dataset have shown that HPattack can produce more effective adver-
sarial examples than other methods at the same number of iterations.
Furthermore, HPattack also successfully attacks the Segment Anything
Model (SAM) model.

Keywords: Adversarial attack · Human parsing · Sensitive pixel
mining · Prediction fooling

1 Introduction

In the past few years, many adversarial attack methods have been proposed
to generate adversarial examples for image classification tasks [8,15,19–21]. The
core idea is implementing very small perturbations on the clean image to mislead
the deep neural networks. While for dense prediction tasks, for example, the goal
of the adversarial attacks on the semantic segmentation task [3–6] dedicates to
segmenting each pixel as the wrong class, they are also vulnerable to adversarial
attacks similar to the classification task [2,9–13,26,27]. Human parsing [17,22]
is a specific semantic segmentation task that focuses on recognizing each pixel
of the human regions with the correct human part, which has great potential
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in the areas of shopping platforms, human-computer interaction, image editing,
and posture analysis in medical rehabilitation domain, and so on. Like semantic
segmentation models, human parsers are still vulnerable to adversarial attacks,
which in turn can cause applications that use human parsers to give incorrect
information or be paralyzed, creating a great potential for life. Therefore, the
study of adversarial examples against human parsers is an important research
step to prevent it from being attacked.

Many existing adversarial attack methods designed for semantic segmenta-
tion can not achieve good attack results on the human parsing models, so there
is still lots of room for improvement since they ignore the independent charac-
teristics of the human parsing task. The core difference between human parsing
and semantic segmentation is that human parsing focuses on segmenting the
human region, and the pixels outside the human region are grouped into one
class, i.e., the background class. And the human parts are usually connected
in a closed spatial region. An effective adversarial attack should meet the con-
ditions of implementing imperceptible perturbations on the vulnerable pixels
and misleading more pixels to be classified as the wrong classes. Motivated by
these inherent properties and the attack demand, in this paper, we propose an
effective adversarial attack method for human parsing called HPattack, it for-
mulates two distinct mechanisms into a unified framework, i.e., sensitive pixel
mining and prediction fooling. For sensitive pixel mining, we find that the loss
of pixels in the background region impedes improving the attack capability, so
pixel selection should ignore this part. Apart from that, the pixels in the contour
region [4,22] are wrongly recognized will lead to the whole segmentation accu-
racy decrease. Thus, the adversarial attack method should not only focus on the
pixels inside the human region but also emphatically perturb the pixels in the
contour region. Except for pixel mining, misleading the parsing predictions is
also essential to further improve the attack capability. The dodging attack [7,24]
and impersonation attack [1,23] are designed to keep the prediction results away
from the ground truth, and close to a pre-defined target, respectively. To inherit
the advantages of dodging and impersonation attacks, we introduce a novel back-
ground target attack fusing two types of attacks together to guide the generation
of better adversarial examples, i.e., the prediction results of each pixel are close
to the background class. Extensive experiments on the human parsing bench-
mark dataset LIP [18] have shown the effectiveness of the proposed HPattack, it
can achieve the best attack performance over state-of-the-art adversarial attack
methods. In addition, we also conduct experiments on the Segment Anything
model (SAM) [14], the proposed HPattack obtains better attack results than
other methods. The main contributions can be summarized in the following:

– We propose an effective adversarial attack method for human parsing, HPat-
tack, which can exploit and inject imperceptible perturbations on sensitive
human body pixels and effectively fool human parsers into classifying more
pixels as wrong labels.
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– The human body and contour regions are introduced to exploit useful pixels
for decreasing the accuracy of the whole human parsing. We find that pixels
in the background region are harmful, and those in the contour region are
conducive to the adversarial attack.

– A novel background target attack that combines dodging and impersonation
attacks is proposed to further enhance the attack capability for generating
high-quality adversarial examples.

– Extensive experimental results show that HPattack can generate effective
adversarial examples. It achieves over 93.36% success rate using only three
iterations. In addition, HPattack is also more capable of attacking SAM than
other methods.

2 Related Work

2.1 Adversarial Attacks on Segmentation Models

Adversarial attacks aim at adding small and imperceptible perturbations to the
input of a deep neural network to generate adversarial examples that interfere
with the model’s capabilities. In semantic segmentation [4,6,30], most of the cur-
rent work is dedicated to discovering the vulnerability of semantic segmentation
models using existing adversarial attack methods [9,13,26,27]. In addition, the
study [2] proposes a method for benchmarking the robustness of segmentation
models, showing that segmentation models have different performances under
FGSM [8] and BIM [15] attacks than classification methods, and demonstrat-
ing the robustness of segmentation models under multi-scale transformations.
Hendrik et.al. [12] used universal adversarial perturbation to generate adver-
sarial examples against semantic segmentation. MLAttack [11] adds the loss of
the output of multiple intermediate layers of the model to avoid the impact of
multi-scale analysis on attack performance. SegPGD [10] generates effective and
efficient adversarial examples by analyzing the relationship between correctly
and incorrectly classified pixels, calculated the loss function of both separately,
and tested the capability to attack against robust semantic segmentation mod-
els, and found that these adversarially trained models are not resistant to the
adversarial attack of SegPGD. All these works show that existing semantic seg-
mentation models are highly against well-designed adversarial examples, and it
is essential to study more effective attack methods and apply them to defense
such as adversarial training. In this paper, the proposed approach is mainly
improving the attack capability of white-box attacks on human parsing.

2.2 Human Parsing

Human parsing models aims to classify each image pixel as the correct human
part, i.e., a pixel point at a given location is judged to belong to which of the
categories of head, arm, leg, etc. The current solutions mainly exploit valuable
clues to improve the parsing capability. Researchers have developed various use-
ful clues, such as multi-scale context information is useful to solve various scale
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Fig. 1. The framework of HPattack. The input image is first fed into the pixel mining
module, i.e., the human region and the contour region (red and yellow background
area), which leads the HPattack focusing on the sensitive pixels. Then the background
target attack (purple background area) is further employed to optimize the model
generating error prediction results. Finally, HPattack outputs a new adversarial image
with imperceptible perturbation.

problems (e.g., JPPNet [18] exploited the correlation between the two tasks
of parsing and pose estimation, making them mutually reinforcing, CE2P [22]
added edge information into the loss function to enhance the ability of human
parsing, PGECNet [28] employed a Gather-Excite operation to accurately reflect
relevant human parts of various scales), edge information across adjacent human
classes helps to obtain better boundaries [22], fusing edge, human pose and
parsing together e.g., CorrPM [29], and human hierarchy structure [16,25]. In
addition, some other mechanisms are also proposed, for example, self-correction
mechanism SCHP [17] is proposed to utilize the pseudo label assistance and edge
consistency, and so on.

3 HPattack: Adversarial Attack for Human Parsing

The proposed HPattack contains two main parts, i.e., adversarial sensitive pixel
mining (human body and contour regions) and prediction fooling (background
target attack), the detailed HPattack is shown in Fig. 1.

3.1 PGD for Human Parsing

In this section, we first make a formulaic statement on the adversarial attack
for human parsing by the baseline PGD [19]. In human parsing, given a human
parsing model fθ parameterized by θ, a clean input image xclean ∈ R

H×W×3

and its corresponding ground truth y ∈ R
H×W , each value of y belongs to

C = {0, 1, ..., N − 1}, where N is the total number of categories. The model
classifies each pixel of the input image fθ

(
xclean

) ∈ R
H×W×N , where (H,W )

is the sizes of the input image. PGD for human parsing aims at finding an
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adversarial example xadv that can allow the model to misclassify all pixels in
the input image, which can be formulated as:

arg max
xadv

LCE
(
fθ

(
xadv

)
,y

)
, ||xadv − xclean||p < ε, (1)

where LCE is the cross-entropy loss value, the difference between adversar-
ial example xadv and clean image xclean needs to be ε-constraint at the Lp

parametrization to ensure that the added perturbation remains imperceptible.
Specifically, PGD [19] creates adversarial examples for human parsing that

can be represented as:

xadv
t+1 = Clipε,xclean

(
xadv

t + α × sign
(
�xadv

t
LCE

(
fθ

(
xadv

t

)
,y

)))
, (2)

where α and ε represent each iteration’s step size and perturbation range. xadv
t is

the adversarial example generated at the t-th iteration, and the initial value xadv
0

is set to xadv
0 = xclean+U (−ε,+ε), i.e., random initialization of the perturbation

on the input image. The Clip (·) function constrains the perturbation to the
Lp parametrization under the ε-constraint. LCE is required to get gradually
larger during the attacking process, i.e., leading adversarial perturbation added
according to the direction of the gradient.

3.2 Adversarial Pixel Mining of HPattack

Human Region Loss of HPattack (HRL). For the adversarial attack on
human parsing, the core goal is to misclassify as many pixels of the human
region as possible, and misclassification of the background region is not neces-
sary. However, the background pixels may take up a large ratio of the whole
image, so the loss value of the background’s pixels will affect the optimization
direction of the pixel gradient in the human region and the attack capability
of the adversarial example. To reduce the influence, we ignore the pixels of the
background region computed in the loss function to guide the adversarial exam-
ple generation. Thus, original loss L can be expressed as the sum of two separate
components, i.e.,

L = LB+H =
1

H × W

⎛

⎝
∑

i∈SB

LCE
i +

∑

j∈SH

LCE
j

⎞

⎠ , (3)

where LCE is the cross-entropy loss for each pixel, SB is the set of pixels in the
background region, and SH is the set of pixels in the human region.

Based on the above considerations, we first use ground truth y to select pixels
that are in the human region, then keep only the loss of these pixels to guide
the generation of the adversarial example, as Eq. (4) shows.

LH =
1

H × W

∑

j∈SH

LCE
j . (4)
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Fig. 2. The effectiveness validation of the loss design implemented on pixels only in
the human region (LH) and background target attack (LTb) to improve the attack
capability of PGD when attacking CE2P.

To demonstrate the validity of Eq. (4), we compare the attack capability of
Eq. (4) and Eq. (3) as loss functions in PGD, respectively. We calculate the
ratio of pixels still correctly classified by CE2P [22] and the value of the loss
function. As shown in Fig. 2, Eq. (4) has fewer correctly classified pixels and
larger loss values compared to Eq. (3). This indicates that the loss of pixels
in the background region affects the direction of the gradient and blocks the
improvement of attack capability.

Aggravated Perturbation on Contour of HPattack (APC). The correct
classification of the contour regions can sharpen and refine the segmentation
results and thus further help the pixels within each class to be correctly classified,
it has been widely verified for improving the performance of human parsing
and semantic segmentation models [6,22]. Inspired by this, we add one extra
perturbation to the pixels belonging to the contour region of the clean image.
Specifically, we extract contour mask M ∈ R

H×W for the ground truth of the
input image as shown in Fig. 1 via

M = g (y) , (5)

where g(·) is a contour extraction algorithm used in CE2P [22]. The value Mi ∈
{0, 1} for each position, 1 means that the point at that position lies on the
contour, and 0 means that it does not. Then we add one more perturbation
value to the points on the contour via

xadv
t+1 = Clipε,xclean

(
xadv

t + α (1 + M) � sign
(
�xadv

t
LH

(
fθ

(
xadv

t

)
,y

)))
. (6)
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3.3 Background Target Attack of HPattack

The prediction quality of human parsing directly relates to attack capability.
Thus, we introduce the background target attack to mislead the human parsers
predicting wrong classes. There are two types of adversarial attacks, i.e., untar-
geted attack (dodging attack) and targeted attack (impersonation attack). The
PGD attack only implements the dodging attack, which makes the prediction
result of each pixel as far away from the correct label as possible. Still, it will
cause a lack of attack capability because the distance away from the correct
label is insufficient each time. Thus, it is also necessary to add the imperson-
ation attack to make the prediction result close to a pre-defined target, which is
as far away as possible from the correct label. By forcing the prediction result
to be as far away as possible from the correct label, the attack capability will be
significantly enhanced.

Since dense human parsing focuses on classifying each pixel as the correct
label, we only set a target value for each pixel for convenience. We have stated
that the pixels in the background region limit the attack ability. Thus, we set
the target for each pixel in the human region to be 0, i.e., leading the model to
classify pixels of the human region as background class. We define it as back-
ground target Tb ∈ R

H×W , where each value is 0. So the loss function LH in
Eq. (6) can be replaced as

LTb
= LH

(
fθ

(
xadv

t

)
,y

) − LH

(
fθ

(
xadv

t

)
,Tb

)
, (7)

where LH(fθ(xadv
t ),y) represents the loss of the dodging attack, which has to

become larger to move away from the correct labels. LH(fθ(xadv
t ),Tb) represents

the loss of impersonation attack, which has to keep getting smaller as to move
closer to the background target, we define this module as BT.

Regarding the different choices of the target label, in addition to choosing
the background class 0, it is also possible to randomly select any class other
than the correct label for each pixel. Specifically, we design a comparison that
randomly chooses another class as the target label. For a pixel j ∈ SH with a
correct class yj , then randomly choose from C \ yj . Combining the results of
random selection per pixel, we denote this random target as Tr ∈ R

H×W .
Again, we compared the two choices of the target in Fig. 2 and find that

the loss function of Tb increases more than twice as much as that of Tr. The
ratio of pixels correctly classified by Tb decreases faster than that of Tr and is
already close to 0% at the 40-th iteration, which shows that Tb will be more
capable of attacking than Tr. After that, a detailed comparison experiment of
their attacking capability is conducted in Subsect. 4.3.

In summary, HPattack first use ground truth to select pixels belonging to the
human region and get the contour mask, then calculates the loss of the pixels
in the human region with background target and ground truth, finally finding
the gradient of the loss function LTb

with respect to xadv
t and adding one more

perturbation at the contour region. The overall flow is shown in Alg. 1.
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Algorithm 1. HPattack
Input: The human parsing model fθ, the loss function LTb , a clean image xclean, the

number of iteration T , the corresponding ground truth y.
Output: The adversarial example xadv.
1: xadv

0 ← xclean + U (−ε, +ε);
2: for t = 0 to T − 1 do
3: Get pixels of human region and calculate the LTb via LTb = LH

(
fθ

(
xadv

t

)
,y

)−
LH

(
fθ

(
xadv

t

)
,Tb

)
;

4: Compute the gradient �xadv
t

LTb ;

5: Get contour mask M and generate adversarial example xadv
t+1 via xadv

t+1 =

Clipε,xclean

(
xadv

t + α (1 + M) � sign
(
�xadv

t
LTb

))
;

6: end for
7: return xadv.

4 Experiments

In this section, we first introduce the experimental setup, and then divide exper-
iments into evaluation of attack capability, ablation study, attack segment any-
thing model, and performance against defense methods, all of which indicate
that our HPattack has high performance.

4.1 Experimental Settings

We choose the large-scale human parsing benchmark dataset LIP [18] to verify
the effectiveness of the proposed HPattack. There are 50,462 images in total,
30,462/10,000/10,000 images are chosen for training, validation, and testing,
respectively. All images are annotated with categories C = {0, 1, ..., 19}, i.e., a
background class 0, and 19 categories belonging to the human region. Specifically,
we implement adversarial attacks on the LIP validation set.

To verify the effectiveness of the attack, we choose two state-of-the-art mod-
els, CE2P [22] and SCHP [17], as the two attacked models for human parsing.
The evaluation metric is the standard mIoU [22], which is commonly used in
human parsing, i.e., IoU is first calculated for each category, followed by the
average value. We use mIoU for C \ 0 to reflect the attack success rate, the
smaller the value of mIoU, the higher the attack success rate. The comparison
methods we chose include two traditional adversarial attack methods, BIM [15]
and PGD [19], and also two adversarial attack methods, MLAttack [11] and
SegPGD [10] for semantic segmentation.

For the setting of hyperparameters, we choose a maximum perturbation value
of ε = 8

255 , a step size of ε
T , and a constraint of L∞ according to the setting

of SegPGD [10]. We test the attack capability from the number of iterations T
starting from 3 and up to 100.
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Table 1. Comparison of the attacking capability, the smaller the mIoU score means
the stronger the attack capability, the best results are shown in bold.

Model mIoU

CE2P [22] Clean 52.86

Method/iter 3 5 7 10 20 40 100

BIM [15] 15.34 12.73 12.15 10.01 9.23 8.47 7.82

PGD [19] 14.70 11.85 11.47 9.92 8.63 7.77 7.33

MLAttack [11] 13.11 10.70 10.31 8.64 7.48 6.13 5.79

SegPGD [10] 10.06 7.80 7.13 5.93 5.07 4.57 4.03

HPattack (Ours) 3.20 1.43 0.64 0.37 0.16 0.11 0.09

SCHP [17] Clean 57.06

Method/iter 3 5 7 10 20 40 100

BIM [15] 19.03 17.98 16.90 14.83 13.99 12.58 12.10

PGD [19] 18.17 15.48 14.26 13.36 12.36 11.29 11.05

MLAttack [11] 16.74 13.14 12.79 11.46 10.93 10.57 9.91

SegPGD [10] 10.10 8.59 8.03 7.62 6.90 6.37 5.86

HPattack (Ours) 4.12 2.90 2.37 2.05 1.51 1.22 1.18

4.2 Evaluation of Attack Capability

In this section, we conduct comparative experiments to show the effectiveness
of our HPattack. Specifically, we first test the models’ parsing capability on the
clean images and then compare our HPattack with four state-of-the-art adver-
sarial attack methods.

As shown in Table 1, the results for the clean images of CE2P [22] and
SCHP [17] are 52.86 and 57.06, respectively. It achieves the worst attack capabil-
ity for the BIM [15] attack, while PGD [19] has a better attack effect than BIM.
MLAttack [11] reduces to about 5.79 at the 100-th iteration tested on the CE2P
model, but SegPGD [10] method can reduce to about 5.93 just with 10 iterations.
If we adopt the attack mechanism of our HPattack, it just needs three iterations
which attack the CE2P [22] and the SCHP [17] both drop too much less than
5. This indicates that our HPattack method can generate adversarial examples
with strong attack capability in a short time. In addition, if we increase more
iterations implemented with our HPattack, the attack success rate can close to
100%, i.e., let mIoU be almost 0. This means that the human parsing model is
almost invalid.

Besides, we also provide qualitative comparison results in Fig. 3, where seg-
mentation results are obtained by testing adversarial examples on the CE2P and
SCHP model with 3 attack iterations. In particular, we choose the SegPGD as
a comparison, which performed better in quantitative experiments than other
comparison methods. It can be observed that the human parsing results of the
HPattack misclassified almost all pixels of the whole image region compared to
the SegPGD method.
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Fig. 3. The qualitative analysis of the adversarial attack. For each colorful image, the
first column is itself, the second is the prediction result of CE2P on it, the third is the
prediction result of SCHP on it, and the forth is the ground truth.

Furthermore, since we add the additional perturbations to the contour region
in our HPattack, there is a risk of making the perturbation more prominent and
thus resulting in the adversarial examples being vulnerable to human perception.
Still, as shown in Fig. 3, the generated adversarial examples have no significant
perturbations compared to the clean images and the adversarial examples gener-
ated by SegPGD. Overall, it can be seen that the attack capability of HPattack
is significantly better than SegPGD.

4.3 Ablation Study

Table 2. Ablation study for HPattack, the smaller the mIoU, the stronger the attack
capability, the best results are shown in bold.

Model Method mIoU

3 5 7 10 20 40 100

CE2P [22] PGD [19] 14.70 11.85 11.47 9.92 8.63 7.77 7.33

+HRL 10.49 8.11 7.05 5.09 4.29 3.37 3.05

+HRL+APC 10.02 7.74 6.16 5.00 4.03 3.34 3.01

+HRL+APC+RT 7.16 5.10 3.42 3.14 1.76 1.33 0.91

+HRL+APC+IMA 4.77 2.13 1.35 1.07 0.66 0.53 0.49

+HRL+APC+BT (HPattack) 3.20 1.43 0.64 0.37 0.16 0.11 0.09

SCHP [17] PGD [19] 18.17 15.48 14.26 13.36 12.36 11.29 11.05

+HRL 11.98 9.34 8.51 7.69 6.81 5.97 5.58

+HRL+APC 11.23 8.66 7.85 7.03 6.13 5.23 4.87

+HRL+APC+RT 7.58 6.83 5.00 4.08 3.82 3.47 3.18

+HRL+APC+IMA 6.59 3.67 2.91 2.58 1.92 1.69 1.55

+HRL+APC+BT (HPattack) 4.12 2.90 2.37 2.05 1.51 1.22 1.18
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Our HPattack method consists of three components: the loss of human region
(HRL), aggravated perturbation on contour region (APC), and background tar-
get attack (BT). Thus, we conduct ablation experiments on these three compo-
nents to test the attack capability for attacking CE2P [22] and SCHP [17]. The
baseline method is implemented with the standard PGD attack method. Then we
add three modules to the PGD inch by inch, and the detailed comparison results
are shown in Table 2. To further explain the effectiveness of the background
attack mechanism, we provide a comparison that replaces the background target
Tb with a random target Tr, and we denote it as (+HRL+APC+RT). In addi-
tion, to test the effectiveness of using the minus sign to combine impersonation
attacks, we tested the attack capability of the second part in Eq. 7 (LTb

), i.e.,
−LH(fθ(xadv

t ),Tb), denoted as (+HRL+APC+IMA). If (+HRL+APC+IMA)
leads to a very significant improvement, then it shows that using the minus sign
for combining does not affect performance.

As shown in Table 2, the human region loss (HRL) module reduces the mIoU
to two-thirds of PGD, and aggravated perturbation on contour (APC) only
reduces the mIoU by about 0.5 compared to (+HRL) because it only adds one
more perturbation to the pixels in the contour region. In contrast, adding the
background target (BT) can obtain a performance drop of about 80% than the
PGD result tested on the CE2P model with 3 attack iterations, which is the most
significant improvement of the attack capability. From Table 2, we can observe
that the random target (RT) will play some role in reducing mIoU relative to
human region loss and aggravated perturbation on contour. However, the per-
formance reduction is not significant enough relative to the background target
attack, which verifies the analysis in Sect. 3.3 that the random target is not as
effective as the background target in improving the attack capability. The mIoU
scores of (PGD+HRL+APC+IMA) show that using the minus sign as the com-
bination strategy can reduce mIoU to below 5 in many cases, i.e., adopting the
minus sign mechanism is effective.

4.4 Attack Segment Anything Model

We have shown the effectiveness of the HPattack on the standard human pars-
ing models, an interesting discussion is whether the HPattack mechanism can
be transferred to the large-scale pre-trained segmentation model, such as Seg-
ment Anything Model (SAM) [14]. SAM is a state-of-the-art image segmentation
model trained with 11 million images and 1.1 billion masks, and SAM has very
high accuracy in various semantic segmentation tasks. Specifically, we choose
the pre-trained ViT-Base model of SAM to attack and use the SegPGD [10] as
a comparison method, which performed relatively better in quantitative experi-
ments. We should note that the current SAM can only output the segmentation
result of the whole image, but the actual class of each pixel is not given.

The detailed comparison results are shown in Fig. 4. The highlighted regions
with red circles show that HPattack fools the SAM model with worse segmen-
tation results than SegPGD. For example, the first, second, and fourth columns
of the image after being attacked by our HPattack compared to SegPGD, will
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Fig. 4. Comparison of attacking SAM. HPattack performs better than SegPGD.

make SAM unable to segment the upper clothes or pants; the third and fifth
columns will make the SAM fail to segment hair and shoes, respectively.

5 Conclusion

In this paper, we propose an effective adversarial attack method for human pars-
ing, which boosts the adversarial attack capability by progressively combining
the loss of human region, the aggravated perturbation on contour, and the back-
ground target attack. HPattack owns good attack ability on the human parsing
models and applies to large-scale pre-trained segmentation model SAM. In con-
clusion, our approach can provide a meaningful reference for subsequent research
on human parsing and even semantic segmentation.
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