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Message from the PC Chairs

This volume contains the papers presented at the 19th International Conference on
Formal Aspects of Component Software (FACS 2023), held online during October
19–20, 2023.

FACS aims to bring together practitioners and researchers in the areas of component
software and formal methods in order to promote a deeper understanding of how formal
methods can or should be used to make component-based software development suc-
ceed. The component-based software development approach has emerged as a promising
paradigm to transport sound production and engineering principles into software engi-
neering and to cope with the ever-increasing complexity of present-day software solu-
tions. However, many conceptual and technological issues remain in component-based
software development theory and practice that pose challenging research questions.
Moreover, the advent of digitalization and industry 4.0, which requires better support
from component-based solutions, e.g., cloud computing, cyber-physical and critical sys-
tems, and the Internet of Things, has brought to the fore new dimensions. These include
quality of service, safety, and robustness to withstand inevitable faults, which require
established concepts to be revisited and new ones to be developed in order to meet the
opportunities offered by these supporting technologies.

To celebrate the 20th anniversary of FACS, this edition invited submissions to a
special track on the topic of “component-based systems through the years” that describe
important results and success stories that originated in the context of component-based
software engineering.

The research track received 18 submissions, out of which the Program Committee
selected 6 papers (33% acceptance rate), whereas all five invited submissions to the
anniversary track were accepted. All submitted papers were reviewed by three referees
(single blind). These proceedings include all the final versions of the accepted papers,
taking into account the comments received by the reviewers.Authors of selected accepted
papers will be invited to submit extended versions of their contributions to appear in a
special issue of Elsevier’s journal Science of Computer Programming.

We would like to thank all researchers who submitted their work to the confer-
ence, the Steering Committee members who provided precious guidance and support,
all colleagues who served on the Program Committee, and the external reviewers, who
helped us to prepare a high-quality conference program. Particular thanks to the invited
speakers, Marsha Chechik from the University of Toronto in Canada and Rajeev Alur
from the University of Pennsylvania in the USA, for their efforts and dedication to
present their research and to share their perspectives on formal methods at FACS.
We are extremely grateful for their help in managing practical arrangements to the
Open University of the Netherlands, to Springer for their sponsorship, and to FCT,
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the Portuguese Foundation for Science and Technology, within the project IBEX, with
reference PTDC/CCI-COM/4280/2021, for additional financial support.

November 2023 Javier Cámara
Sung-Shik Jongmans



Message from the Anniversary Chair: Exploring
the Available FACS Impact (2003–2023)

Joint work with Louis Robert

Introduction. This preface is dedicated to a bibliometric analysis of the proceedings
of the first eighteen editions of the International Conference on Formal Aspects of
Component Software (FACS), also known as “workshop” and “symposium” for its first
ten editions, to perceive its achievements and evaluate its impact on the community.

Methodology. Bibliographic and bibliometric data were collected from different but
complementary resources. Three databases1–Dimensions, Scopus and Web of Science–
allowed a first visualization of data, and afterwards complete extractions of the elements
necessary for the study. In addition, to extend the period covered by those databases,
search engines2–such as Lens, Semantic Scholar and openAIRE–were used. More-
over, these resources have been complemented by consultation using SpringerLink,
ScienceDirect and DBLP3 for monitoring and enumeration purposes, namely by using
digital object identifiers, DOI.

Our search queries, although adapted to the resource and engine used, were in gen-
eral centred on the full title of the conference and its acronym (FACS); most interfaces
require the use of the all search criterion (search in all fields), and of quotes to constrain
the expression. The changing status of meetings (workshop, symposium and then con-
ference) was covered by a regular expression when it was possible. In addition, let us
note that most of the platforms require information concerning the document type, a
disciplinary filter (e.g., computer science) and a filter on the period (2003–2023).

Results. The FACS proceedings, either Electronic Notes in Theoretical Computer Sci-
ence (ENTCS, 2005–2009) or Lecture Notes in Computer Science (LNCS, 2010–2022),
contain 294 contributions by 476 authors from 39 countries. Starting from 2005, each
volume contains 10 (2021) to 23 (2005, 2013, 2014) articles. In addition, 75 selected
extended papers have been published in 13 special issues of Science of Computer Pro-
gramming (SCP, 2010-2022) and Software and System Modeling (SoSyM, 2023) inter-
national journals. Let us note that in the databases used, the ENTCS volumes are not

1 https://www.dimensions.ai.
https://www.scopus.com.
https://www.webofscience.com.

2 https://www.lens.org.
https://www.semanticscholar.org.
https://explore.openaire.eu.

3 https://link.springer.com.
https://www.sciencedirect.com.
https://dblp.org.

https://www.dimensions.ai
https://www.scopus.com
https://www.webofscience.com
https://www.lens.org
https://www.semanticscholar.org
https://explore.openaire.eu
https://springerlink.bibliotecabuap.elogim.com
https://www.sciencedirect.com
https://dblp.org
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Fig. 1. Keywords co-occurrency: 2011–2016 vs. 2017–2022

explicitly linked to the FACS workshop, making extractions partial with 170 records at
most. On their side, the (manually built) DOI-based queries provide 263 records.

The data that caught our attention are the titles, keywords and abstracts. They have
been the subject of text mining to highlight the topics and the themes covered, and their
evolution over the two FACS decades. The data processing was carried out thanks to the
available export and analysis functions for the databases and the engines used. For result
visualization, the VOSViewer tool4 was also used, like in Fig. 1, where VOS stands for
visualization of similarities.

By comparing the co-occurrency of the keywords with VOSviewer using a technique
that categorizes the keywords in clusters, we found some interesting features of the topics
landscape over the past two decades. First, formal aspects of component-based system
development–design, specification, verification and validation–stay central to the FACS
community over the years. Second, whereas the focus of the first editions was mainly on
software components, it was then put on distributed, embedded and complex systems in
general, and more recently on cyber-physical systems. Third, the artificial intelligence-
related topics were diffuse in 2015–2016, but now the artificial intelligence cluster is
formed and anchored to systems’ analysis activities.

Discussion. Bibliometric data provide a perspective on the visibility of the FACS con-
ference. Obviously, it depends on databases’ core collections. Open Access (OA) also
provides a perspective for analysis on how important it has been over the last twenty
years, and on howOA has increased the visibility of the FACS contributions. The data on
OA available in the databases, which are displayed in Fig. 2, together with the possibility
of sorting by citation, allowed us to provide a first attempt to address these questions,
with the creation of top lists of the most-cited FACS articles (top 10, top 20 and top 30).
For all the databases explored, more than 50% of the FACS contributions are in OA. Let

4 N. J. van Eck and L. Waltman. Software survey: VOSviewer, a computer program for
bibliometric mapping. Scientometrics, 84(2):523–538, 2010.
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Fig. 2. Open Access: Synthesis for WoS, Lens, and Scopus databases

Fig. 3. Open Access for 10 and 20 most cited articles

us emphasize that the OA ratio for the 3 lists of the most-cited articles is greater then
for all the articles in general, as illustrated in Fig. 3 for the top 10 and top 20 articles in
comparison with Fig. 2.

Currently, the overall impact analysis is mainly based on citations for both databases
and search engines. Amore precise impact analysis for separate contributions is possible,
e.g., with Semantic Scholar to identify influential citations. Notice that it also depends
on the access to the full text of the citing papers in the core collections.

November 2023 Olga Kouchnarenko
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Model Checking for Safe Autonomy

Rajeev Alur

University of Pennsylvania

We focus on the problem of formally verifying correctness requirements of a closed-loop
control system where the controller is trained using machine learning. As an illustrative
realistic case study, we consider an autonomous car that navigates a structured environ-
ment using a neural-network-based controller. In this scenario, safety corresponds to
avoiding collisions, and we first discuss how to formalize this as a verification problem.
Then we describe a specific solution strategy, advocated by the verification tool Verisig,
which relies on tools for computing reachable states of hybrid dynamical systems. We
conclude by discussing challenges and opportunities of applying formal verification to
establish safety of autonomous systems with learning-enabled components.



Assurance for Software Product Lines Through Lifting
and Reuse

Marsha Chechik

University of Toronto

Fromfinancial services platforms to social networks to vehicle control, complex software
has come to mediate many activities of daily life. Software failures can have significant
consequences to individuals, organizations and societies. As such, stakeholders require
evidence-based assurance that software satisfies key requirements – for instance, that it
is safe, secure, or protects privacy. Evidence is often generated using testing or verifi-
cation techniques, making creation and maintenance of assurance an expensive process.
Furthermore, many industries – from automotive to aerospace to consumer electronics –
develop and maintain complex families of software systems in the form of product lines,
which can yield billions of distinct products. It is infeasible to create evidence and assure
each possible product individually; thus, there is a clear need for new approaches for
assuring software product lines.

In this talk, I will discuss approaches for reuse of analyses and evidence through the
formal process of lifting. I will provide an overview of recent results in this space and
identify future challenges.
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Symbolic Path-Guided Test Cases
for Models with Data and Time

Boutheina Bannour1(B), Arnault Lapitre1, Pascale Le Gall2,
and Thang Nguyen2

1 Université Paris-Saclay, CEA, List, 91120 Palaiseau, France
boutheina.bannour@cea.fr

2 Université Paris-Saclay, CentraleSupélec, MICS, 91192 Gif-sur-Yvette, France

Abstract. This paper focuses on generating test cases from timed sym-
bolic transition systems. At the heart of the generation process are sym-
bolic execution techniques on data and time. Test cases look like finite
symbolic trees with verdicts on their leaves and are based on a user-
specified finite symbolic path playing the role of a test purpose. Gener-
ated test cases handle data involved in time constraints and uninitialized
parameters, leveraging the advantages of symbolic execution techniques.

Keywords: model-based testing · timed input/output symbolic
transition systems · symbolic execution · tioco conformance relation ·
test purpose · test case generation · uninitialized parameters

1 Introduction

Context. Symbolic execution [7,13,15,20] explores programs or models’ behaviors
using formal parameters instead of concrete values and computes a logical con-
straint on them, the so-called path condition. Interpretations of these parameters
satisfying the constraint yield inputs that trigger executions along the desired
path. Symbolic execution’s primary application is test case generation, where
considering test cases guided by different symbolic paths facilitates achieving
high coverage across diverse behaviors. Symbolic execution has been defined
first for programs [20] and extended later to models [3,4,8,13,15,27] in par-
ticular to symbolic transition systems where formal parameters abstract values
of uninitialized data variables [4,15], values of received data from the system’s
environment [1,3,4,8,13,15,27], and durations stored in clock variables [4,27].
Contribution. In this paper, we investigate test case generation from models
given as symbolic transition systems that incorporate both data and time. Time
is modeled with explicit clock variables, which are treated as a particular case of
data variables that occur in guards and constrain the transitions’ firing. Our app-
roach allows for general logical reasoning that mixes data and time through sym-
bolic execution, typically compared to Timed Automata [2], which are models
dedicated to time and use tailored zone-based abstraction techniques to handle
time. Test cases are built based on a test purpose, defined as a selected symbolic
path of the model. We require test purposes to be deterministic, i.e. any system
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
J. Cámara and S.-S. Jongmans (Eds.): FACS 2023, LNCS 14485, pp. 3–22, 2024.
https://doi.org/10.1007/978-3-031-52183-6_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-52183-6_1&domain=pdf
https://doi.org/10.1007/978-3-031-52183-6_1


4 B. Bannour et al.

behavior expressed as a trace cannot be executed both on the test purpose and
on another symbolic path. By leveraging this determinism property and sym-
bolic execution techniques, we define test cases as tree-like structures [19,24],
presenting the following advantages: (i) data and time benefit from compara-
ble property languages, seamlessly handled with the same symbolic execution
techniques; (ii) input communication channels are partitioned into controllable
input channels enabling the test case to stimulate the system under test, and
uncontrollable input channels enabling observation of data from third parties;
(iii) state variables do not need to be initialized, and finally (iv), test cases can
be easily executed on systems under test, typically achieved through behavioral
composition techniques, such as employing TTCN-3 [26], or by maintaining a
test case state at runtime using on-the-fly test case execution [8,12,15]. In either
case, our test cases are coupled with constraint solving to assess the satisfiability
of test cases’ progress or verdict conditions. We provide a soundness result of our
test case execution on the system under test in the framework of the timed con-
formance relation tioco [21] issued from the well-established relation ioco [28].
Finally, we implement our test case generation in the symbolic execution plat-
form Diversity [9].
Paper Plan. We devote Sect. 2 to present timed symbolic transition systems mix-
ing data and time, and in Sect. 3, we define their symbolic execution serving as
the foundation for our test case generation. In Sect. 4, we give the main elements
of the testing framework: the conformance relation tioco and test purposes. In
Sect. 5, we detail the construction of symbolic path-guided test cases. In Sect. 6,
we provide some links to related work. In Sect. 7, we provide concluding words.

2 Timed Input/Output Symbolic Transition Systems

Preliminaries on Data Types. For two sets A and B, we denote BA, the set of
applications from A to B. We denote

∐
i∈{1,...n} Ai the disjoint union of sets A1,

. . . , and An. For a set A, A∗ (resp. A+) denotes the set of all (resp. non-empty)
finite sequences of elements of A, with ε being the empty sequence. For any two
sequences w,w′ ∈A∗, we denote w.w′ ∈A∗ their concatenation.

A data signature is a pair Ω = (S,Op) where S is a set of type names
and Op is a set of operation names provided with a profile in S+. We denote
V =

∐
s∈S Vs the set of typed variables in S with type : V → S the function that

associates variables with their type. The set TΩ(V ) =
∐

s∈S TΩ(V )s of Ω-terms
in V is inductively defined over V and operations Op of Ω as usual and the
function type is extended to TΩ(V ) as usual. The set FΩ(V ) of typed equational
Ω-formulas over V is inductively defined over the classical equality and inequality
predicates t � t′ with �∈ {<,≤,=,≥, >} for any t, t′ ∈TΩ(V )s and over usual
Boolean constants and connectives True, False, ¬, ∨, ∧ and quantifiers ∀x, ∃x
with x a variable of V . We may use the syntax ∃{x1, . . . , xn} for the expression
∃x1 . . . ∃xn. A substitution over V is a type-preserving application ρ : V →
TΩ(V ). The identity substitution over V is denoted idV and substitutions are
canonically extended on terms and formulas.
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An Ω-model M = (
∐

s∈S Ms, (fM )f∈Op) provides a set of values Ms for each
type s in S and a concrete operation fM : Ms1 × · · · × Msn

→ Ms for each
operation name f : s1 . . . sn → s in Op. An interpretation ν : V → M associates
a value in M with each variable v ∈ V , and is canonically extended to TΩ(V )
and FΩ(V ) as usual. For ν an interpretation in MV , x a variable in V and v a
value in M , ν[x 
→ v] is the interpretation ν′ ∈ MV which sends x on the value
v and coincides with ν for all other variables in V . For ν ∈ MV and ϕ ∈ FΩ(V ),
the satisfaction of ϕ by ν is denoted M |=ν ϕ and is inductively defined w.r.t.
the structure of ϕ as usual. We say a formula ϕ∈FΩ(V ) is satisfiable, denoted
Sat(ϕ), if there exists ν ∈MV such that M |=ν ϕ.

In the sequel, we consider a data signature Ω = (S,Op) with time ∈ S to rep-
resent durations and Op containing the usual operations <: time.time → Bool
and + : time.time → time, . . . An Ω-model M being given, Mtime is denoted D
and is isomorphic to the set of non-negative real numbers. <: time.time → Bool
and + : time.time → time are mapped to their usual meanings.
Timed Input/Output Symbolic Transition Systems (TIOSTS) are automata han-
dling data and time, and defined over a signature Σ = (A,K,C), where:

– A =
∐

s∈S As and K are pairwise disjoint sets of variables representing respec-
tively data variables and clock variables of type time

– and C =
∐

s∈S Cs is a set of communication channels with the convention
type(c) = s for any c ∈ Cs. Moreover, channels of type s∈S are partitioned
into input and output channels, i.e., Cs=Cin

s

∐
Cout

s .

We denote Cin =
∐

s∈S Cin
s , resp. Cout =

∐
s∈S Cout

s , the set of all input, resp.
output, channels, regardless of their type.

Interactions of TIOSTS with the environment are expressed in terms of com-
munication actions. The set of communication actions over Σ is Act(Σ) =
I(Σ) ∪ O(Σ) where:

– I(Σ) = {c?x | c∈Cin, x∈Atype(c)} is the set of input actions, and
– O(Σ) = {c!t | c∈Cout, t∈TΩ(A ∪ K)type(c)} is the set of output actions.

c?x denotes the reception of a value to be stored in x through channel c. c!t
denotes the emission of the value corresponding to the current interpretation of
term t through channel c. The set of concrete communication actions over C is
Act(C) = I(C) ∪ O(C) where:
I(C) = {c?v | c∈Cin, v∈Mtype(c)} and O(C) = {c!v | c∈Cout, v∈ Mtype(c)}

Notations. For a ∈ Act(Σ) (resp. a ∈ Act(C)) of the form c?y or c!y, chan(a)
and val(a) denote c and y respectively. For expressiveness concerns, we also use
extensions of those actions: either carrying n pieces of data, i.e. c!(t1, . . . , tn) or
c?(x1, . . . , xn), and simple signals c! or c? which are actions carrying no-data.

Definition 1 (TIOSTS). A TIOSTS over Σ = (A,K,C) is a triple G =
(Q, q0,Tr), where

– Q is the set of states,
– q0∈Q is the initial state,
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Fig. 1. Example TIOSTS of an ATM

– Tr is the set of transitions of the form (q, act, φ,K, ρ, q′) with q, q′ ∈ Q,
act ∈ Act(Σ), φ ∈ FΩ(A ∪ K), K ⊆ K and ρ : A → TΩ(A ∪ K) is a type-
preserving function.

In the sequel, given a transition tr of the form (q, act, φ,K, ρ, q′), we will access its
components by their name, for example, act(tr) for its communication action.
We comment on the ingredients of a TIOSTS through the TIOSTS given in
Example 1.

Example 1. The TIOSTS G=(Q, q0, T r) in Fig. 1 represents a simple Automatic
Teller Machine (ATM) with Q={q0, . . . , q4} and Tr={tr1, . . . , tr11}. Its signa-
ture introduces two clocks (wclock, rclock), 7 data variables (rid, amt, tb, fee,
rid_ret, stat, mid_ret) and 6 channels including 2 input channels ( Transc,
Auth) and 4 output channels (Debit, Abort, Cash and Log).

Transition tr1 : q0
Transc?(amt,tb),[True],{wclock},〈rid:=rid+1〉−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ q1 represents a recep-

tion on channel Transc of a client withdrawal request for a given amount stored
in variable amt and the corresponding bound on processing time stored in vari-
able tb, which can vary due to bank security checks. tr1 is unconditionally fired
(due to the guard True), resets clocks in K={wclock} and updates variable rid
with rid+1. tr1 abstracts client interaction and bank processing time retrieval.
Transition tr2 :

q1
Debit!(rid,amt+fee,ATM_ID),[wclock≤1∧tb≥4∧fee>0∧10≤amt≤1000],{},〈〉−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ q2

represents an emission of (bank) debit request on channel Debit of the value of
rid, the value of the term amt+fee, and the value of the constant ATM_ID. tr2
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can be fired if and only if the duration since wclock reset is less than or equal 1,
the processing time bound is greater than or equal 4, the ATM fee is strictly
positive, and the withdrawal amount in some range (between 10 and 1000).

Other transitions represent debit authorization reception (tr3), cash return
(tr4), logging non-involved debit authorization (tr5 and tr9), cancellation upon
timeout (tr6) or debit refusal (tr7), cancellation due to amount out of range
or inappropriate processing time bound (tr10), reception of non-involved debit
authorization (tr8), and feeless debit request (tr11).

3 Symbolic Execution of TIOSTS

We use symbolic execution techniques for defining the semantics of TIOSTS:
transitions are executed not for concrete values but rather using fresh variables
and accumulating constraints on them. Given an TIOSTS G = (Q, q0, T r) over
Σ = (A,K,C), we consider a set F of fresh variables disjoint from TIOSTS
variables, i.e. F ∩ (A ∪ K) = ∅, and partitioned with the following subsets:

– F ini a set of variables dedicated to initialize variables of G ;
– F in = (F in

c )c∈Cin verifying that variables in F in
c are of type type(c);

– F out = (F out
c )c∈Cout verifying that variables in F out

c are of type type(c);
– F dur a set of variables of type time.

For the signature ΣF = (F, ∅, C), the set Evt(ΣF ) of symbolic events over
ΣF is Ftime × (Act(ΣF ) ∪ {_}) with _ for indicating the absence of an action.
For ev = (z, act) in Evt(ΣF ), delay(ev) and act(ev) denote resp. z and act.
Intuitively, z is the duration elapsed between the action preceding act and act.

An Execution Context (EC) ec is a data structure of the form (q, π, λ, ev, pec)
composed of pieces of information about symbolic execution:

– q ∈ Q, a state (control point) of the TIOSTS reached so far,
– π ∈ FΩ(F ), a constraint on variables in F , the so-called path condition, to be

satisfiable by the symbolic execution to reach ec,
– λ : A ∪ K → TΩ(F ), a substitution,
– ev ∈ Evt(ΣF ), a symbolic event that has been executed to reach ec,
– pec a predecessor of ec useful to build a symbolic tree in which nodes are ECs

and edges connect predecessor ECs to ECs themselves.

For any execution context ec, we note q(ec), π(ec), λ(ec), ev(ec) and pec(ec)
to denote the corresponding elements in ec. In the same line, we also
note act(ec), delay(ec) and chan(ec) for resp. act(ev(ec)), delay(ev(ec)) and
chan(act(ev(ec))). For convenience, Sat(π(ec)) will be denoted Sat(ec).

Initial ECs are of the form ec0 = (q0, T rue, λ0,_, self) with: λ0 associating
to every variable of A a distinct fresh variable of F ini, and to variables of K
the constant 0; "_" an identifier indicating the absence of an action to start the
system; and self an identifier indicating that , the predecessor of an initial EC
is the initial context itself. EC(G) denotes the set of all ECs of a TIOSTS G.
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For a non-initial execution context ec, we use the notation pec(ec) ev(ec)−−−−→ ec or
pec(ec) ev(ec)−−−−→ ec ∈ EC if ec and its predecessor are both in a subset EC of EC(G).

Transitions are executed symbolically from an EC. An example execution on
the TIOSTS of Fig. 1 is provided before presenting the general definition.

Example 2. The symbolic execution of transition tr2 (given in Example 1) from
execution context ec1 results in a successor context ec2 as follows:

ec1
(z1,Debit!(y1

D1
,y1

D2
,y1

D3
))

−−−−−−−−−−−−−−−−−→ ec2.
Figure 2 provides a summary of both contexts. In the execution context ec1, the
variables fee, rid, rid_ret, stat, and mid_ret are evaluated with fresh initial
parameters. The successor context ec2 is computed by associating the clock
wclock with a new duration z1 in F dur, indicating the time elapsed since the
previous event.

The emission event (z1,Debit!(y1
D1

,y1
D2

,y1
D3

)) corresponds to the outcome
of the symbolic evaluation of the transition action act(tr2) =Debit!(rid, amt +
fee,ATM_ID). The variables y1

D1
, y1

D2
and y1

D3
are respectively in F out

Debit,1,
F out
Debit,2 and F out

Debit,3
The evaluation of the transition guard φ(tr2) = wclock ≤ 1∧ tb ≥ 4∧fee >

0∧10≤amt≤1000 yields the formula z1≤1∧tb1≥4∧fee0>0∧10≤amt1≤1000
which together with identification conditions y1

D1
=rid0+1, y1

D2
=amt1+ fee0

and y1
D3

=ATM_ID constitutes π(ec2), the path condition of ec2. Identification
conditions result from the transition action evaluation.

Fig. 2. Symbolic execution of a TIOSTS
transition

Definition 2 will make clear the
computation of the EC’s successors
from TIOSTS transitions. While in
Example 2, we have illustrated the
symbolic execution of a unique transi-
tion (tr2), we will define symbolic exe-
cution by simultaneously executing all
the outgoing transitions from a given
EC. Following this approach, we can
introduce the same symbolic variables
for all outgoing transitions as far as
they have the same role. Typically, the
same fresh duration is employed to rep-
resent the time passing in the compu-
tation of all the EC’s successors.

Generically, given an execution
context ec in EC(G), we will access the
symbolic variables introduced by the
executions from ec with the following
notations: f in

c (ec) for c ∈ Cin, fout
c (ec)

for c ∈ Cout, and fdur(ec). For conve-
nience, all such fresh variables are available by default with every execution
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context ec, even if there is no outgoing transition from q(ec) carrying on a given
channel c. For α ∈ {in, out}, fα(ec) = {fα

c (ec) | c ∈ Cα}. In Def 2, to make it
easier to read, f in

c (ec), fout
c (ec) and fdur(ec) are respectively denoted as xc, yc

and z.

Definition 2 (Symbolic Execution of a TIOSTS). Let G=(Q, q0,Tr) be
a TIOSTS, ec = (q, π, λ, ev, pec) be an execution context in EC(G), and xc be
a fresh variable in F in

c for any c ∈ Cin, yc be a fresh variable in F out
c for any

c ∈ Cout and let z be a fresh variable in F dur.
The successors of ec are all execution contexts ec′ of the form

(q′, π′, λ′, ev′, ec) verifying that there exists a transition tr = (q, act, φ,K, ρ, q′)
in Tr and constituents λ′, ev′ and π′ of ec′ are defined as follows:

– the substitution λ′ : A ∪ K → TΩ(F ):

λ′(w) =

⎧
⎪⎨

⎪⎩

λ′
0(ρ(w)) if w ∈ A

0 if w ∈ K

λ′
0(w) else i.e. if w ∈ K \ K

(1)

where λ′
0 : A ∪ K → TΩ(F ) is the auxiliary function defined as:

λ′
0(w) =

⎧
⎪⎨

⎪⎩

xc if act = c?w
λ(w) + z if w ∈ K

λ(w) else
(2)

– ev′ is (z, c?xc) if act = c?w and is (z, c!yc) if act = c!t for a given channel c
– π′ is the formula π ∧ λ′

0(φ) if act = c?w and is π ∧ λ′
0(φ) ∧ (yc = λ′

0(t)) if
act = c!t for a given channel c.

The symbolic execution SE(G) of G is a couple (ec0,EC) where: ec0 is an
arbitrary initial EC, and EC is the smallest set of execution contexts containing
ec0 and all successors of its elements.

Most of the time (e.g., if it is possible to run a cycle of G for an arbitrarily long
time), EC is an infinite set. The computation of the successors of an execution
context translates the standard execution of a transition from that context: λ′

0 is
an intermediate substitution that advances all clocks by the same fresh duration
z to indicate time passing, assigns to a data variable w a fresh variable xc if w is
the variable of a reception (c?w) and leaves the other data variables unchanged.
Then, λ′ is defined, for the data variables, by applying λ′

0 on the terms defined
by the substitution ρ introduced by tr and, for the clock variables, by resetting
the variables of K to zero and advancing the other clocks using λ′

0. The event
action is either c?xc (case of a reception c?w) or c!yc (case of an emission c!t).
The path condition π′ is obtained by the accumulation of the condition π of the
predecessor context ec and of the guard φ of the transition evaluated using λ′

0.
Moreover, in case of an emission, π′ keeps track of the identification condition
matching yc with the evaluation λ′

0(t) of the emitted term t.
In the sequel, we will denote tr(ec) the transition that allows building the

execution context ec. By convention, tr(ec) is undefined for initial contexts.
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Example 3. Fig. 3 illustrates parts of the symbolic execution of the ATM example
TIOSTS given in Fig. 1.

So far, we have defined the symbolic execution of a TIOSTS without any
adjustments related to our testing concerns from TIOSTS. In the following, we
will complete the symbolic execution with quiescent configurations, i.e., iden-
tifying situations where the system can remain silent. The system is usually
expected to react by sending messages when it receives a message from its envi-
ronment. However, sometimes, it cannot emit an output from any given state
[4,15,18,25,28]. In such a case, the inability of the system to react becomes a
piece of information. To make this fact clear we enrich symbolic execution by
adding a special output action δ! to denote the absence of output in those specific
deadlock situations.

Definition 3 (Quiescence enrichment). The quiescence enrichment
SE(G)δ of SE(G) = (ec0,EC) is (ec0,ECδ) where EC

δ is the set EC enriched
by new execution contexts ecδ. For each context ec = (q, π, λ, ev, pec) in EC, a
new context ecδ = (q, π ∧ πδ, λ, (fdur(ec), δ!), ec) is considered where1:

πδ =
∧

pec(ec′)=ec

chan(ec′)∈Cout

(
∀fdur(ec).∀fout

chan(ec′)(ec).¬π(ec′)
)

Let us emphasize that πδ is satisfiable only for contexts ec where there is
no choice of values for the variables for triggering from ec a transition carry-
ing an emission. The context could not be considered quiescent if such a choice
were possible, i.e. if there would exist an output transition towards an execu-
tion context ec′, for which there is an instantiation of variables fdur(ec) and
fout

chan(ec′)(ec) making the condition π(ec′) true.

Example 4. We discuss some examples from Fig. 3. The execution context
ec0 does not have successors with outputs (πδ is True) which denotes that
the ATM is awaiting withdrawal requests or non-involved debit authoriza-
tions. This quiescent situation is captured by adding the context ecδ

0 =
(q0, T rue, λ(ec0), (z0, δ!), ec0). The execution context ec1 has three successors
with outputs, ec2, ec9 and ec10. Then, πδ is:

∧

j∈{2,9,10}
∀fdur(ec1).∀fout

chan(ecj)
(ec1).¬π(ecj)

which is not satisfiable. Thus, there is no need to add a quiescent transition from
ec1. The same applies to ec2 and ec3.

A symbolic path of SE(G)δ = (ec0,ECδ) is a sequence p = ec0.ec1 . . . ecn

where ec0 is the initial context, for i ∈ [1, n], eci ∈ EC
δ, and pec(eci) = eci−1.

Paths(SE(G)δ) denotes the set of all such paths. We will use the notation tgt(p)

1 with the convention that
∧

quantified over empty conditions is the formula True.
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to refer to ecn, the last context of p. We define the set of traces of a symbolic
path p in Paths(SE(G)δ) by:

Traces(p) =
⋃

ν∈MF

{
ν(p) | M |=ν ∃F ini.π(tgt(p))

}

where ν applies to a path p of the form p′.ec as ν(p) = ν(p′).ν(ev(ec)) with the
convention ν(ev(ec0)) = ε and ν(ev(ec)) = (ν(z), c?ν(x)) (resp. (ν(z), c!ν(y)) or
(ν(z), δ!)) if ev(ec) is of the form (z, c?x) (resp. (z, c!y) or (z, δ!)).

By solving the path condition of a given path, we can evaluate all symbolic
events occurring in the path and extract the corresponding trace. The set of
traces of G is defined as :

Traces(G) =
⋃

p∈Paths(SE(G)δ)

Traces(p)

Fig. 3. Symbolic execution of the ATM TIOSTS of Fig. 1
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4 Conformance Testing

Conformance testing aims to check that a system under test behaves correctly
w.r.t a reference model, a TIOSTS G in our case. The test case stimulates the
system with inputs and observes the system’s outputs, their temporalities, and
the quiescent situations to compare them to those specified by G. For generality,
we propose test cases that control some inputs of the system under test while
leaving other inputs driven by systems in its environment. We assume that the
test case selects inputs and observes outputs on some channels while it can only
observe inputs and outputs on other channels of the system under test. Illus-
trating with the ATM, a test case provides the ATM with withdrawal requests,
and observes withdrawal authorizations received from the bank.

We characterize a Localized System Under Test (LUT) (terminology from [6,
14]) tested in a context where some inputs are not controllable. For this, we
partition Cin = CCin � UCin where:

– CCin is the set of controllable input channels and
– UCin is the set of uncontrollable input channels.

For a set of channels C, we denote Evt(C) = D × Act(C) the set of all concrete
events that can occur in a trace: an event (d, act) indicates that the occurrence
of action act happens d units of time after the previous event. In model-based
testing, a LUT is a black box and as such, is abstracted by a set of traces
LUT ⊆ Evt(Cδ)∗ with Cδ = C ∪ {δ} satisfying additional hypotheses, denoted
as H, ensuring its consistency. Hypotheses H gather the following 3 properties,
where for σ1, σ2 in Evt(C)∗, d in D and ev ∈ Evt(C) we have:

– stable by prefix: σ1.σ2 ∈ LUT ⇒ σ1 ∈ LUT
– quiescence: for any d < delay(ev), σ1.ev ∈ LUT ⇒ σ1.(d, δ!) ∈ LUT
– input complete: for any d < delay(ev), c ∈ CCin, v ∈ M ,

σ1.ev ∈ LUT ⇒ σ1.(d, c?v) ∈ LUT

The first hypothesis simply states that every prefix of a system trace is also
a system trace. The hypothesis on quiescence states that if an event ev whose
action is in act(C) occurs in LUT , then LUT can remain quiescent for any
duration strictly less than the delay of the event. The hypothesis on input com-
pleteness enables LUT to receive any input on a controllable channel, i.e., an
input received from the test case, during the delay of any ev in the LUT .

The semantics of a TIOSTS G, denoted by Sem(G), will include traces with
the admissible temporary observation of quiescence: if an event ev = (d, act) is
specified in G then quiescence can be observed for any duration d′ < d. Sem(G)
is then defined as the smallest set containing Traces(G) and such that for any
σ ∈ Evt(C)∗, ev ∈ Evt(C), for any d < delay(ev):

σ.ev ∈ Traces(G) ⇒ σ.(d, δ!) ∈ Sem(G)
As other previous works [23,29] have already done to suit their needs, we are

now slightly adapting the conformance relation of [21]:
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Definition 4 (tioco). Let C be a set of channels. Let G and LUT be resp. a
TIOSTS defined on C and a subset of Evt(Cδ)∗ satisfying H.
LUT tioco G iff for all σ ∈ Sem(G), for any ev ∈ Evt(Cout ∪ {δ}), we have:

σ.ev ∈ LUT ⇒ σ.ev ∈ Sem(G)

The relation tioco states that LUT is in conformance with G, if and only if after
a specified sequence σ observed on LUT , any event produced by LUT as an
output or a delay of quiescence, leads to a sequence σ.ev of sem(G).

Test case generation is often based on the selection of a test purpose which
permits to choose a particular behavior in G to be tested [4,8,15,17]. As sym-
bolic execution plays a key role both for the semantics of TIOSTS and for testing
issues in general, whether it is for the test case generation or the verdict com-
putation, our test purposes will be paths tp ∈ Paths(SE(G)δ) with satisfiable
path conditions, i.e. verifying Sat(tgt(tp)). As outputs are involved in the tioco
relation, we require tp to end with an output event, i.e., chan(tgt(tp)) ∈ Cout.

Contrary to [15], our test purposes are simple paths and not (finite) sub-
trees, simplifying the construction of test cases. We will not need to consider
the case where the observed behavior on LUT corresponds to several symbolic
paths simultaneously. By taking it a step further, to avoid such tricky situa-
tions completely, we restrict ourselves to symbolic paths that do not induce non-
determinism. In line with [3,19], we forbid that there are two outgoing transitions
of an execution context concerning the same channel which can be covered by
the same trace. Unlike [3,19] which impose determinism conditions at the state
level, we deal with uninitialized variables at the path level:

Definition 5 (Test purpose). Let tp ∈ Paths(SE(G)δ) be a symbolic path
verifying Sat(tgt(tp)) and chan(tgt(tp)) ∈ Cout. Let EC(tp) be its set of execu-
tion contexts.
tp is a test purpose for G if tp satisfies the so-called trace-determinism property:
for ec in EC(tp) and ec′ in EC(G) s.t. Sat(ec′), pec(ec) = pec(ec′), tr(ec) �=
tr(ec′), and chan(ec) = chan(ec′), the following formula is unsatisfiable:

(
∃F ini.π(ec)

) ∧ (
∃F ini.π(ec′)

)

The trace-determinism property simply expresses that from any intermediate
execution context of tp, it is impossible to deviate in G with a common trace,
independently of the initial conditions.

Example 5. The test purpose tp = ec0.ec1 . . . ec4 given in Fig. 3 satisfies trace-
determinism. To support our comments, let us consider a simpler TIOSTS with
three transitions (tr1, tr2 and tr3), with two of them, tr2 and tr3, creating a
non-deterministic situation:
tr1 : q0

Transc?amt−−−−−−−→ q1, tr2 : q1
Debit!amt−−−−−−→ q2 and tr3 : q1

[ fee>0 ] ,Debit!amt+fee−−−−−−−−−−−−−−−−→ q3
The TIOSTS symbolic execution for some initial execution context ec0 (F ini =
{amt0, fee0}) can reach execution contexts ec1 (tr(ec1) = tr1, pec(ec1) = ec0),
ec2 (tr(ec2) = tr2, pec(ec2) = ec1), and ec3 (tr(ec3) = tr3, pec(ec3) = ec1),
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building 2 symbolic paths ec0.ec1.ec2 and ec0.ec1.ec3. Respective path conditions
are π(ec2) = (y1

D = amt1) and π(ec3) = (fee0 > 0)∧(y1
D = amt1+fee0) where

amt1 binds the value received on the channel Transc (f in
Transc(ec0) = amt1) and

y1
D binds the value emitted on the channel Debit (fout

Debit(ec1) = y1
D).

Given tp = ec0.ec1.ec2, execution contexts ec2 and ec3 share the same out-
put channel Debit and the same predecessor context ec1. tp satisfies the trace-
determinism property. Indeed, the formula:(
∃{fee0,amt0}.(y1

D=amt1)
) ∧ (

∃{fee0,amt0}.(fee0>0) ∧ (y1
D=amt1+fee0)

)

is not satisfiable because amt1 < amt1 + fee0 holds as we have fee0 > 0. A
trace cannot belong to distinct paths: if the debit value is the same as what is
requested for withdrawal then the trace covers ec2, else ec3 is covered.

5 Path-Guided Test Cases

Roughly speaking, a test case TC will be a mirror TIOSTS of a TIOSTS G,
restricted by tp, a test purpose of G, intended to interact with a LUT that we
wish to check its conformance to G up to tp. TC will be a tree-like TIOSTS with
tp of G as a backbone, incorporating the following specific characteristics:

– execution contexts in EC(tp) constitute the main branch,
– sink states or leaves are assimilated with a test verdict. Notably, the last

execution context tgt(tp) of tp will be assimilated with the PASS verdict,
– from each ec in EC(tp) other than tgt(tp), the outgoing arcs outside tp decline

all ways to deviate from tp and directly lead to a verdict state, either an
inconclusive verdict or a failure verdict. In Definition 6, we will specify the
different ways of constructing these arcs from tp states, leading to a verdict.

In Definition 6, we define TC by enumerating the different cases of transitions
to be built according to channel type and tp membership. We now give a few
indications for enhancing the readability.

– Channel roles are reversed: channels in CCin as well as channel δ (resp.
Cout ∪ UCin) become output (resp. input) channels;

– Variables of TC will be symbolic variables involved in tp and will be used to
store successive concrete events observed on LUT ;

– Any observation on LUT will be encoded as an input transition in TC,
whether it is an emission from a channel of Cout, a reception on a channel of
UCin or a time-out observation.

On the latter, it is conventional to consider that a system that does not react
before a certain delay, chosen to be long enough, is in a state of quiescence.
The only notable exception is when input transitions of tp give rise to output
transitions for TC, modeling a situation in which TC stimulates LUT by sending
it data. The choice of the data to send is conditioned by two constraints: (i)
taking into account the information collected so far and stored in the variables
of TC in the first steps, and (ii) the guarantee of being able to reach the last
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EC of tp, i.e. the verdict PASS. This will be done by ensuring the satisfiability
of the path condition of tp, leaving aside the variables already binded.

We will refer to variables of a symbolic path as follows: for2 α ∈ {in, out},
fα(p) =

⋃
i∈[1,n) fα(eci) will denote all introduced fresh variables in Fα used to

compute a symbolic path p = ec0.ec1 . . . ecn. Similarly, fdur(p) = {fdur(eci)|i ∈
[1, n)}. Moreover, for a target execution context ecn = tgt(p), we denote f

α
(ecn)

and f(ecn) resp. for fα(p) and f(p).

Definition 6 (Path-guided test case). Let tp be a test purpose for a TIOSTS
G. Let us consider the signature Σ̂ = (Â, K̂, Ĉ) where:

– Â = f in(tp) ∪ fout(tp),
– K̂ = fdur(tp),
– Ĉ = Cδ such that Ĉin = Cout ∪ UCin and Ĉout = CCin ∪ {δ}

A test case guided by tp is a TIOSTS TC = (Q̂, q̂0, T̂ r) over Σ̂ where:

– Q̂ =
(
EC(tp) \ {tgt(tp)}

)
∪ V where:

V = { PASS, FAILout, FAILdur, INCout, INCdur, INCucIn
spec , INCucIn

uspec },
– q̂0 = ec0,

– T̂ r is defined by a set R of 10 rules of the form
H

tr∈ T̂ r

(Ri)
LABEL for i ∈ [1, 10].

Such a rule reads as follows: the transition tr is added due to rule Ri to T̂ r
provided that hypothesis H holds and Sat(φ(tr)).

In writing the rules of R, we will use the following formulas

φstim : ∃F ini ∪ f(tgt(tp)) \ f(ec′).π(tp)

φobs
spec : fdur(ec) < TM ∧ (∃F ini.π(ec′))

φobs
uspec : fdur(ec) < TM ∧

∧
pec(ec′)=ec
chan(ec′)=c

(∀F ini.¬π(ec′))

φδ
spec : fdur(ec) ≥ TM ∧

∨
pec(ec′)=ec

chan(ec′)∈Cout∪UCin∪{δ}
(∃F ini.π(ec′))

φδ
uspec : fdur(ec) ≥ TM ∧

∧
pec(ec′)=ec

chan(ec′)∈Cout∪UCin∪{δ}
(∀F ini.¬π(ec′))

where the constant TM (Time-out) sets the maximum waiting-time for
observing outputs or uncontrollable inputs.

ec
(z,c?x)−−−−→ ec′ ∈ EC(tp) c ∈ CCin

(
ec, c!x, φstim, {fdur(ec)}, id

̂A, ec′)∈ T̂ r

(R1)
SKIP

ec
(z,c!y)−−−−→ ec′ ∈ EC(tp)

ec′ �= tgt(tp) c ∈ Cout

(
ec, c?y, φobs

spec, {fdur(ec′)}, id
̂A, ec′)∈ T̂ r

(R2)
SKIP

ec
(z,c!y)−−−−→ ec′ ∈ EC(tp)

ec′ = tgt(tp) c ∈ Cout

(
ec, c?y, φobs

spec, ∅, id
̂A,PASS

)
∈ T̂ r

(R3)
PASS

2 For i and j in N verifying i < j, [i, j) contains the integers from i to j − 1 included.
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ec
(z,c!y)−−−−→ ec′ ec ∈ EC(tp) \ {tgt(tp)}

ec′ �∈ EC(tp) c ∈ Cout

(
ec, c?y, φobs

spec, ∅, id
̂A, INCout

)
∈ T̂ r

(R4)
INCout

ec
(z,c!y)−−−−→ ec′ ec ∈ EC(tp) \ {tgt(tp)}

ec ∈ EC(tp) c ∈ Cout

(
ec, c?fout

c (ec), φobs
uspec, ∅, id

̂A,FAILout
)
∈ T̂ r

(R5)
FAILout

ec
(z,c?x)−−−−→ ec′ ∈ EC(tp)

c ∈ UCin

(
ec, c?x, φobs

spec, {fdur(ec′)}, id
̂A, ec′)∈ T̂ r

(R6)
SKIP

ec
(z,c?x)−−−−→ ec′ ec ∈ EC(tp) \ {tgt(tp)}

ec′ �∈ EC(tp) c ∈ UCin

(
ec, c?x, φobs

spec, ∅, id
̂A, INCucIn

spec

)
∈ T̂ r

(R7)
INCucIn

spec

ec ∈ EC(tp) c ∈ UCin

(
ec, c?f in

c (ec), φobs
uspec, ∅, id

̂A, INCucIn
uspec

)
∈ T̂ r

(R8)
INCucIn

uspec

ec ∈ EC(tp)
(
ec, δ!, φδ

spec, ∅, id
̂A, INCdur

)
∈ T̂ r

(R9)
INCdur

ec ∈ EC(tp)
(
ec, δ!, φδ

uspec, ∅, id
̂A,FAILdur

)
∈ T̂ r

(R10)
FAILdur

A verdict PASS is reached when tp is covered, verdicts INCm
n are reached

when traces deviate from tp while remaining in G, and verdicts FAILm denote
traces outside G. The annotations n and m provide additional information on
the cause of the verdict. Rules R1, R2 and R6, grouped together under the label
SKIP, allow advancing along tp, resp. by stimulating LUT with the sending of
data, observing an emission on Cout and observing a reception on UCin. Rule
R3 indicates that the last EC of tp, thus the PASS verdict, has been reached.
Rules R4, R7, R8 and R9, each with a label INCm

n indicate that the observed
event causes LUT to leave tp, without leaving G, resp. by observing an output,
an input specified in G, an input not specified in G and a time-out observation.
Lastly, rules R5 and R10, resp. labeled by FAILout and FAILdur, raise a FAIL
verdict, for resp. an unauthorized output and an exceeded time-out.

Example 6. In Fig. 4, the test case for tp = ec0.ec1 . . . ec4 (see Example 5) is
depicted. Certain verdict states are repeated for readability, and defining rules
annotate the transitions. The test case utilizes the Transc channel as a control-
lable input channel for stimulation while observing all other channels. For space
considerations, we comment only on some rules.
Rule R1 defines a stimulation action Transc!(amt1, tb1) (transition from ec0
to ec1) constrained by π(tp) to select an appropriate value for amt1 and tb1

together with a time of stimulation z0 that allows to follow the test purpose.
Within π(tp), amt1 is limited to some range (10 ≤ amt1 ≤ 1000), tb1 is greater
than or equal 4, while z0 is unconstrained (a duration measured with clock z0).
Non-revealed variables, i.e., other than z0, amt1 and tb1 appearing in π(tp) are
bound by the existential quantifier due to their unknown values at this execution
point. The clock z1 is reset to enable reasoning on subsequent actions’ duration
(measured on z1). Rule R2 defines an observation action Debit?(y1

D1
,y1

D2
,y1

D3
)

constrained by (z1<TM) ∧ ∃fee0.π(ec2) (transition from ec1 to ec2) while rule
R5 defines the same observation constrained by (z1 < TM) ∧ ∀fee0.¬π(ec2) ∧
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∀{fee0} .¬π(ec9) (transition from ec1 to FAILout). Both situations are pos-
sible: Trace (0,Transc!(50, 4)).(0,Debit?(1, 51,ATM_ID)) reaches ec2 whereas
FAILout is reached by traces (0,Transc!(50, 4)).(0,Debit?(1, 0,ATM_ID)) and
(0,Transc!(50, 4)).(2,Debit?(1, 51,ATM_ID)) due resp. to data and time non-
compliance. Rule R6 defines an unspecified quiescence δ! constrained by (z1 ≥
TM)∧ ∀fee0 .¬π(ec2)∧ ∀fee0 .¬π(ec9)∧ ∀fee0 .¬π(ec10) (transition from ec1 to
FAILdur). The trace (0,Transc!(50, 4)).(5, δ!) reaches FAILdur (time-out TM is
set to 5): the time-out is exceeded without the mandatory output on the channel
Debit being observed. Rule R9 defines a specified quiescence δ! (transition from
ec1 to INCdur not drawn for space). This case arises when there is still sufficient
time to reach ec2, ec9 or ec10 (no quiescence applies from ec1, see Example 4).

Fig. 4. Test case for ATM
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A test case TC interacts with a LUT , designed to comply with a TIOSTS
G, to issue a verdict about a test purpose tp. TC is therefore defined as a mirror
image of G: emissions (receptions) in TC correspond to receptions (emissions) of
G (cf. rules R1 and R2), except uncontrollable channels whose actions are not
reversed (cf rule R6). Given a concrete action act (with v for value received or
sent), we denote act its mirror action, defined as follows: c!v = c?v for c ∈ Cout,
c?v = c!v for c ∈ CCin and c?v = c?v for c ∈ UCin.

We introduce an execution relation that abstracts a synchronized execution
of a trace with TC:

Definition 7 (Relation execution �TC). Let G be a TIOSTS and tp a test
purpose for G with TC = (Q̂, q̂0, T̂ r) the test case guided by tp.

The execution relation �TC⊆
(
Evt(Cδ)∗ × Q̂ × MF

)2 is defined by:
for ev.σ ∈ Evt(Cδ)∗, q, q′ ∈ Q̂ and for ν, ν′ ∈ MF , (ev.σ, q,

ν) �TC (σ, q′, ν′) holds iff there exists tr ∈ T̂ r s.t. src(tr) = q, tgt(tr) = q′,
ν′(act(tr)) = act(ev) and M |=ν′ φ(tr) with ν′ defined as:

– if ev=(d, c?v) and chan(tr)=c then ν′=ν[fdur(q) 
→d][f in
c (q) 
→v] ;

– if ev=(d, c!v) and chan(tr)=c then ν′=ν[fdur(q) 
→d][fout
c (q) 
→v] ;

– else, i.e., ev=(d, δ!) and chan(tr)=δ, ν′ = ν[fdur(q) 
→d].

Intuitively, a step (ev.σ, q, ν) �TC (σ, q′, ν′) consists in:

– reading the first element ev of a trace from a test case state q and an inter-
pretation ν synthesizing the known information about the variables in F ;

– finding a transition tr in T̂ r whose action matches the mirror action of ev;
– building a new triple with σ the trace remaining to be read, q′ a successor

state of q in Q̂, and ν′ the updated interpretation of the variables F .

The execution relation simulates a parallel composition between timed input
output systems, synchronizing inputs and outputs. Our formulation deviates
from the one in [22] for two essential reasons: the symbolic nature of the test
case requires the intermediate interpretations of variables to be memorized, and
uncontrollable channels require to adapt the synchronization [11].

Let LUT be a subset of Evt(Cδ)∗ satisfying H and ∗�TC be the reflexive and
transitive closure of �TC. Given a LUT trace σ0, we apply the execution relation
iteratively from an initial triplet consisting of σ0 a trace, q̂0 the initial state and
ν0 an arbitrary interpretation, to obtain the corresponding test verdict for tp, so
that the verdict set obtained from the execution of TC on LUT is defined by:
vdt(LUT,TC) = {V | ∃σ0 ∈ LUT, ν0 ∈ MF , (σ0, q̂0, ν0)

∗�TC (σ,V, ν)}.
Theorem 1 states the soundness of the test case execution for detecting errors

through the FAILout and FAILdur verdicts. A proof can be found in [5]. Com-
parable results can be formulated for the other verdicts. Still, those relating to
FAIL verdicts are the only ones to guarantee that any discarded system under
test does not satisfy the tioco conformance relation.
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Theorem 1. Let C be a set of channels. Let G and LUT be resp. a TIOSTS
defined on C and a subset of Evt(Cδ)∗ satisfying H.
If LUT tioco G then for any test purpose tp for G with TC as test case guided
by tp, we have FAILout �∈ vdt(LUT,TC) and FAILdur �∈ vdt(LUT,TC).

The test case generation is implemented as a module in the Diversity symbolic
execution platform [9]. Resulting test cases are expressed in Diversity’s entry
language, allowing their exploration through symbolic execution with the SMT-
solver Z3 [10]. For easier execution, we export the test cases from Diversity in
JSON format, with transition guards expressed in the SMT-LIB input format for
SMT-solvers. Our experiments involved applying this test case generation to the
ATM example on an Intel Core i7 processor. Varying the size of the test purposes
up to 100 transitions, we observed successful trace-determinism verification for
all test purposes. We noted a noticeable increase in generation duration as the
test purpose size grew while still remaining feasible. Generating the TIOSTS
test case (513 transitions) for the test purpose of 100 transitions took more than
40s, in contrast to only 500 ms for the test purpose of size 4 in Example 6 (31
transitions) resp. 8s for the test purpose of size 50 (138 transitions).

6 Related Work

Existing works for (t)ioco conformance test cases from symbolic models employs
two main generation methods: online and offline. Online generation [8,12,15]
involves dynamically generating test cases while exploring the model during exe-
cution on the system under test. In contrast, offline generation [3,4,16] focuses
on deriving test cases from the model before executing them on the system under
test. Some works [8,12,15] propose online test case generation using symbolic
execution. Yet, these works did not consider time constraints, and in particu-
lar, work [8] did not consider quiescence. In [8], a test purpose is a finite path,
while in [15], it is a finite symbolic subtree. Both works require maintaining a set
of reached symbolic states during test case execution to avoid inconsistent ver-
dicts in case of non-determinism, at the expense of computational resources for
tracking the symbolic states and solving their path conditions. Work [4] proposes
offline test case generation using a path to compute a timed stimulation sequence
for the system under test. The recorded timed output sequence is then analyzed
for conformance. This approach lacks control over the value and timing of the
next stimulation relative to the observed system behavior, potentially resulting
in greater deviations from the test purpose. In [16], objective-centered testers
for timed automata are built using game theory. Works [3,19] propose offline
test case generation as tree-like symbolic transition systems and thus restricted
to determinism as we do. The test case generation in [19] relies on abstract
interpretation to reinforce test case guards on data to keep chances of staying
in the test purpose and does not consider time. In [3], symbolic execution tech-
niques are used for data handling, while zone-based abstraction techniques are
employed for time. This separation results in less expressive and flexible models,
as it cannot extend to incorporate data parameters in the time constraints.
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7 Conclusion

This paper presents an offline approach to conformance test case generation
from models of timed symbolic transition systems using symbolic execution to
handle data and time. Our test purpose is a symbolic path in the model that
fulfills a determinism condition to enable the generation of sound tree-like test
cases. By distinguishing between controllable inputs (from the test case) and
uncontrollable inputs (from other systems), our approach enhances the usability
of test cases when the system interacts with other systems (remote in general).
This allows our test cases to be used in more liberal configurations, typically
those that may appear for distributed systems. It’s worth noting that our test
cases include configurations where the resolution time exceeds the stimulation
time or overlaps the arrival of an observation. These points will be the subject
of future work. Similarly, the experiments described in this paper concern the
computation of test cases derived from models that have not yet been used to
test systems. This is another avenue for future work.
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Abstract. Programmable controllers are gaining prevalence even in dis-
tributed safety-critical infrastructures, e.g., in the railway and aerospace
industries. Such systems are generally integrated using multiple loosely-
coupled reactive components and must satisfy various critical require-
ments. Thus, their systematic testing is an essential task, which can be
encumbered by their distributed characteristics. This paper presents a
model-based integration test generation approach leveraging hidden for-
mal methods based on the collaborating statechart models of the com-
ponents. Statecharts can be integrated using various composition modes
(e.g., synchronous and asynchronous) and then transformed (via a sym-
bolic transition systems formalism – XSTS) into the input formalisms of
model checker back-ends, namely UPPAAL, Theta and Spin in an auto-
mated way. The model checkers are utilized for test generation based
on multiple coverage criteria. The approach is implemented in our open
source Gamma Statechart Composition Framework and evaluated on
industrial-scale distributed controller subsystems from the railway indus-
try.

Keywords: Model-based integration testing · Collaborating
statecharts · Asynchronous communication · Hidden formal methods ·
Tool suite

1 Introduction

Software-intensive programmable controllers are becoming increasingly wide-
spread in safety-critical infrastructure, including railway interlocking systems
(RIS) [25,32] and onboard computers of satellites [1,29,41]. Such systems are
commonly integrated using multiple components that may communicate in dif-
ferent ways, e.g., synchronously or asynchronously. This way, these components
form a loosely coupled distributed architecture. In general, these systems are
embedded into their environments and system components must cooperate to
conduct complex tasks in response to external commands and environmental or
internal events (e.g., changes in the context or component failures) to reach their
objectives. Thus, they are often referred to as reactive systems.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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The distributed architecture of these systems may complicate their devel-
opment, necessitating precise means to describe the functional behavior of the
components, as well as their integration, including their execution (e.g., sequen-
tial, concurrent or parallel) and communication modes (e.g., signal- or message-
based). In addition, as these systems carry out safety-critical tasks, testing their
implementation in a systematic way is vital. Nonetheless, the verification of com-
ponent interactions is often encumbered by the imprecise, informal definition and
interpretation of their execution and communication modes.

To aid the development of complex distributed systems, model-based
and component-based systems engineering (MBSE and CBSE) [3,21,27,39]
approaches advocate the application of reusable models and components based
on high-level modeling languages, e.g., SysML and UML. These modeling lan-
guages allow for the platform-independent description of functional behavior
in terms of components, e.g., statecharts [19] for reactive behavior, as well as
structure, e.g., block diagrams to define the (hierarchical) integration of system
components.

In turn, most MBSE and CBSE approaches do not provide refined and exten-
sible tool-centric means for the automated and systematic testing of the system
implementation [30]. These insufficiencies may stem from informal model seman-
tics or the lack of sound and efficient verification methods, e.g., the lack of inte-
gration between the high-level models and verification back-ends [9,31].

Consequently, verification-oriented MBSE and CBSE approaches for devel-
oping distributed control systems should support – in an integrated tool suite –
i) high-level modeling languages with precise semantics to describe the behavior
of standalone components, and component integration (composition) based on
different modes of execution and communication, ii) automated model transfor-
mations with traceability that map these models into different model checkers
to support the exhaustive verification of functional behavior in a flexible and
reusable way, and iii) test generation algorithms suitable for large-scale systems
based on various coverage criteria to test the system implementation efficiently.

To address these challenges, we propose a fully automated model-based test-
ing (MBT) approach in our open source Gamma Statechart Composition Frame-
work1 [34]. At its core, the approach builds on a high-level statechart language
(GSL) [12] and a composition language (GCL) [17] with precise semantics to
describe the functional behavior of standalone components, as well as their inte-
gration using various execution and communication modes (jointly, referred to as
composition modes) to support the modeling of synchronous and asynchronous
systems. The emergent models are automatically mapped into a low-level formal-
ism, called EXtended Symbolic Transition Systems (XSTS), serving as a common
formal representation to capture reactive behavior. Formal verification based on
temporal properties is supported by mapping XSTS models and properties into
the input formalisms of different model checker back-ends; so far, UPPAAL [4]
and Theta [40] have been supported. The mappings feature model reduction

1 More information about the framework (e.g., preprints) and the source code can be
found at http://gamma.inf.mit.bme.hu/ and https://github.com/ftsrg/gamma/.

http://gamma.inf.mit.bme.hu/
https://github.com/ftsrg/gamma/
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and model slicing algorithms to allow for the verification of large-scale systems.
Back-annotation facilities automatically map the verification results into a high-
level trace language (GTL) [17]. Building on the formal verification and back-
annotation functionalities [10], the approach generates integration tests based
on customizable structural (model element-based), dataflow-based and behavior-
based (interactional) coverage criteria. Test cases are optimized and concretized
to different platforms, e.g., C or Java, to detect faults in the implementation
of components (e.g., missing implementation of states or transitions), incorrect
variable definitions and uses or component interactions.

Our previous works [16,17,34] focused on the design and verification of timed
systems (with UPPAAL) and reactive systems featuring signal- and shared vari-
able based communication (with Theta). The already presented version of the
framework featured GSL and GCL, the model transformations into the UPPAAL
and Theta model checker back-ends along with the model reduction and slicing
algorithms, and automated test generation based on the coverage criteria. This
work extends the framework to support asynchronous systems with message-
based communication and integrates the open source Spin [23,24] model checker,
which is tailored to verifying models with such characteristics. The integration
necessitates i) a mapping between the framework’s behavioral representation
(XSTS) and Promela (the input language of Spin) and ii) the validation of our
approach, including the evaluation of its performance. The results show that Spin
provides additional versatility and thus, is a valuable addition to the framework.

The novel contributions of the paper are as follows:

1. the EXtended Symbolic Transition Systems (XSTS) formalism (see Sect. 4) as
a general representation for reactive components and their integration that
supports high-level control structures (see their application in Sect. 5) to facil-
itate efficient verification;

2. a nontrivial mapping between the XSTS and Promela languages (see Sect. 6)
integrating the open source Spin model checker into Gamma, including two
message queue representation modes for asynchronous communication using
i) arrays and ii) native asynchronous channels in Promela; and

3. the evaluation of our extended approach on real-life distributed controller
subsystems from the railway industry, comparing the UPPAAL, Theta and
Spin integrated model checkers and their underlying algorithms (see Sect. 7).

2 Related Work

The main features of our approach revolve around i) a low-level analysis lan-
guage (XSTS) to describe reactive behavior and allow for formal verification
using model checkers and ii) an end-to-end integrated MBT approach for com-
posite high-level engineering models using hidden formal methods (i.e., users
do not have to familiarize themselves with the underlying analysis models and
algorithms). Thus, we present related work according to these aspects.
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Analysis Languages. BoogiePL [6], as the input formalism of the Boogie model
checker, is a generic intermediate language for verifying object-oriented pro-
grams. The language is coarsely typed and offers constructs such as procedures
and arrays. The main distinguishing feature of BoogiePL compared to XSTS is
that it was specifically tailored to fit computer programs, not reactive behavior,
and offers constructs for this specific domain (like procedures).

PVS [36] is a specification and verification language based on classical, typed
higher-order logic and can be used for theorem proving, a lower-level approach
to construct and maintain large formalizations and logical proofs.

The Symbolic Analysis Laboratory (SAL) [38] language is an intermediate
language tailored to concurrent transition systems. It is intended to be the tar-
get for translators that extract the behavior descriptions from other languages,
and a common source for different analysis tools. It is supported by the SAL
toolset that includes symbolic (BDD-based) and bounded (SAT/SMT-based)
model checkers. In turn, SAL provides limited support for traceability and back-
annotation with respect to the integration of high-level modeling languages.

In comparison, we offer XSTS, an extension of symbolic transition systems
close to the input formalisms of model checkers, which also includes control
structures to retain several characteristics of the engineering models that can
be utilized in mappings for model checking (e.g., parallel execution), and also
supports easy traceability and back-annotation regarding the verification results.

Integrated Test Generation Approaches. The idea of using hidden formal methods
to generate tests based on integrated models has been applied in several tool-
based approaches. The CompleteTest tool [8] analyzes software written in the
Function Block Diagram (FBD) language. The approach generates tests based
on logical coverage criteria (e.g., MC/DC) by mapping FBD into UPPAAL.

Literature [33] introduces the AutoMOTGen toolset that allows for the map-
ping of Simulink/Stateflow models into the SAL framework and the model check-
ing based test generation based on different logical coverage criteria.

AGEDIS [20] is an MBT toolset for component-based distributed systems.
It integrates model and test suite editors, test simulation and debugging tools,
test coverage and defect analysis tools, and report generators. Test models can
be defined using UML class, state machine and object diagrams. Test generation
uses the so-called TGV engine [26] and supports state and transition coverage.

Smartesting CertifyIt [28] is also an MBT toolset, which integrates editors for
defining requirements and traceability, test adapters and test models. Test mod-
els are composed of UML class diagrams (for data description), state machines
and object diagrams (initial states of executions), as well as Business Process
Model and Notations (BPMN). Tests are generated with the CertifyIt Model
Checker, which supports state, transition and transition-pair coverage criteria.

Our Gamma framework is unique from the aspect that it supports various
composition modes [17] (including support for asynchronous communication),
formally defined but configurable test coverage criteria with model reduction and
slicing algorithms [16], and model checkers integrated via the XSTS formalism.
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3 Extended Model-Based Testing Approach

This section first overviews the underlying modeling languages that support our
extended model-based testing (MBT) approach for component-based reactive
systems. Next, the section details the steps (user activities and automated inter-
nal model transformations) that constitute the i) model design ii) formal verifi-
cation and iii) test generation phases of our approach in Gamma.

– The Gamma Statechart Language (GSL) is a UML/SysML-inspired con-
figurable formal statechart [19] language supporting different semantic vari-
ants of statecharts, e.g., different kinds of priorities for transitions [12].

– The Gamma Composition Language (GCL) is a composition lan-
guage for the formal hierarchical composition of state-based (GSL) com-
ponents according to multiple execution and communication (composition)
modes [17]. It supports synchronous systems where components communicate
with sampled signals and are executed concurrently (synchronous-reactive)
or sequentially (cascade), as well as asynchronous systems where components
communicate with queued messages and are executed sequentially (scheduled
asynchronous-reactive [14]) or in parallel (asynchronous-reactive).

– The Gamma Genmodel Language (GGL) is a configuration language
for configuring model transformations, e.g., to select the model checker for
verification or the coverage criteria for test generation.

– The Gamma Property Language (GPL) is a property language support-
ing the definition of CTL* [7] properties and thus, the formal specification of
requirements regarding (composite) component behavior.

– The EXtended Symbolic Transition Systems (XSTS) (Sect. 4) is a low-
level formalism tailored to formal verification that supports the description
of reactive behavior based on a set of variables, the values of which represent
system states, and transitions that describe the possible state changes.

– The Gamma Trace Language (GTL) is a high-level trace language for
reactive systems, supporting the description of execution traces, i.e., reached
state configurations, variable values and output events in response to input
events, time lapse and scheduling from the environment [17]. Such execution
traces are also interpretable as abstract tests as the language also supports
the specification of general assertions targeting the values of variables.

Figure 1 depicts the modeling languages, modeling artifacts and the model
transformations of our MBT approach in Gamma. In the following, we overview
the steps of the workflow, i.e., model design, formal verification and test gener-
ation; for more details regarding the formalization of the test coverage criteria
and model reduction and slicing algorithms, we direct the reader to [16].

Model Design. The model design phase consists of three steps. As an optional
step, external component models, i.e., statecharts created (Step 0) in integrated
modeling tools (front-ends), are imported to Gamma by model transformations
(Step 1) that map these models into GSL statecharts. Currently, the import of
Yakindu [15], MagicDraw, SCXML [37], and XSML [14] models are supported.
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Fig. 1. Modeling languages and transformation chains of our approach in Gamma.

Next, the GSL models can be hierarchically integrated in GCL (Step 2) according
to different (and potentially mixed) execution and communication modes [17].

Formal Verification. The integrated GCL model can be formally verified using a
sequence of automated model transformations that map the model and verifiable
properties (specified in GPL – Step 3) into inputs of model checker back-ends
via XSTS, i.e., UPPAAL, Theta or the newly integrated Spin. The mappings
are configured using GGL (Step 4) to select back-ends, add optional constraints
(e.g., scheduling) and set reduction and slicing algorithms [16]. The selected
model checker exhaustively explores the model’s state space with respect to the
given property (Step 5) and potentially returns a diagnostic trace that is back-
annotated to the GCL model, creating a representation in GTL.

Test Generation. If the verification results are satisfactory, implementation from
the models can be derived manually or automatically using the code generators of
Gamma or the integrated modeling front-ends (Step 6). Integration tests for the
implementation can be generated based on the GCL model using the aforemen-
tioned formal verification facilities [10]. Test generation is driven by customizable
dataflow-based, structural (model element-based) and behavior-based (interac-
tional) coverage criteria (Step 7), which are formalized as reachability properties
in GPL representing test targets (see [16] for their formalization), and control the
model checkers to compute test target (criterion) covering paths during model
traversal; model checking time can be limited by timeouts to discard uncoverable
test targets. These paths, i.e., returned witnesses for satisfying the reachability
properties, are represented as GTL execution traces (Step 8) and, in a testing
context, are regarded as abstract test cases for the property based on which they
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are generated. Optimization algorithms are used to i) prevent starting model
checking runs for already covered test targets and ii) remove unnecessary tests
that do not contribute to the coverage of the specified criteria [16]. The abstract
tests are concretized (Step 9) to execution environments (e.g., JUnit) by gen-
erating concrete calls to provide test inputs, time delay and schedule system
execution, and then retrieve and evaluate outputs to check the conformance of
the system model and implementation for these particular traces.

Fig. 2. Excerpt of the spacecraft component model.

For example, if we aim to cover with tests each state node in a GCL model,
we can use the state-coverage keyword (with potential include and exclude con-
straints regarding the targeted state nodes) in a GGL analysis model transfor-
mation task besides selecting the model checker back-end for test generation.
As a result, GPL reachability properties are generated for every targeted state
node (in the form of E F state regionName.stateNodeName ) besides the analy-
sis model, which are, one by one, translated into the input property formalism of
the selected model checker and checked on the generated analysis model. In case
the targeted state node is reachable, the model checker returns a diagnostic trace
consisting of a series of steps (alternating sequence of states and input events)
leading to its coverage. This diagnostic trace is automatically back-annotated to
GTL, creating an abstract test case that serves as a basis for test concretization.

Note that the architecture of the framework supports the parallel running of
multiple model checkers (model checker portfolio) for test generation, this way,
tackling the problem of finding the most suitable back-end for a given model.

4 EXtended Symbolic Transition Systems

The symbolic transition systems (STS) formalism [22] is a commonly used low-
level representation, e.g., for hardware model checking. STS models consist of
two SMT [2] formulas that describe the set of initial states and the transition
relation. Our novel EXtended Symbolic Transition Systems (XSTS) formalism
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introduced here is built on top of STS, and serves as a formal representation for
the behavior of component-based reactive systems.

The key contributions of our XSTS formalism compared to STS are as follows:

– XSTS introduces an imperative layer on top of SMT formulas, i.e., a set of
control structures with operational semantics, having two advantages:
1. It allows for the direct mapping of XSTS models into STS models, and

thus, into SMT formulas (see the Appendix for details) for their verifica-
tion by SMT-based model checkers. As a key feature, the mapping can
exploit variable substitution techniques [35] to increase the efficiency of
verification by reducing the size and complexity of SMT formulas (e.g.,
by eliminating unreachable branches based on conditions) given to the
back-end solvers. Control structures in the XSTS model facilitate the
efficiency of model checking, as model mappings can utilize the capabili-
ties of target model checkers that may have specific support for handling
certain control structures (e.g., partial order reduction to handle parallel
behavior), or peculiar abstraction for havoc structures (see below).

2. It supports the concrete execution of XSTS models (i.e., simulation func-
tionalities) and code generation from XSTS models.

– XSTS introduces annotations to variables to support metadata attachments
(e.g., to identify control variables). Annotations support traceability between
source and target models (e.g., GCL and derived XSTS models) that can be
leveraged during verification (e.g., special handling of the control variables).

– XSTS introduces clock variables to support time-dependent behavior.
– XSTS partitions the transition relation of STS to allow for distinguishing

between the behavior of the environment and that of the modeled system.
This feature can be leveraged during verification (back-annotation of diag-
nostic traces to higher-level models) and also during test generation by sep-
arating the steps of the environment and that of the modeled system in a
generated execution trace, which is important when mapping to concrete test
calls.

In the following, we introduce the elements of the XSTS language based on
an example spacecraft statechart model (see Fig. 2) originally defined in [16]
that transmits data to a ground station while managing its battery. Note that
in general, the XSTS language has all the features necessary to capture in a
semantic-preserving way the behavior of integrated GSL and GCL models.

Type Declarations. An XSTS model (see the left snippet of Fig. 3) begins with
custom type declarations (type keyword) that contain literals, similarly to enum
types in programming languages.

Variable Declarations. Type declarations are followed by global variable decla-
rations (var keyword) with integer, boolean, clock, and the previously discussed
custom types. The language also supports array types, which are mathematical
SMT arrays, similar to the map data structure of programming languages (see
Line 12). Variable declarations can optionally contain an initial value (Line 8).
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Variables annotated with the ctrl keyword (Lines 6–7) are control variables, indi-
cating that these variables contain control information, which can be exploited
during verification (e.g., in Theta when using different abstraction algorithms).

Transitions. Model behavior is defined by three transitions, which are atomic,
i.e., they are either executed in their entirety or not at all. The system’s internal
behavior is described by the trans transition (Lines 14–44), while the behavior
of the system’s environment is described by the env transition (Lines 48–58).
The init transition (Lines 45–47) initializes the system. Regarding their execu-
tion order, the init transition is executed first, after which the env and trans
transitions alternate. In our example, the init transition sets the statechart’s
initial state, while the env transition places a random message (more precisely,
its identifier) in its queue. The trans transition pops a message from the queue,
which is processed in both regions (see Sect. 6 for the details of queue handling).

Basic Statements. The detailed behavior of transitions is captured via state-
ments. Assign statements (see Line 19) assign a value of its domain to a single
variable. Assume statements (Line 34) act as guards; they can be executed only
if their condition holds. Havoc statements assign a nondeterministically selected
value of its domain to a variable (Line 55). Local variable declarations can be
used to create transient variables that are only accessible in the scope they were
created in and are not part of the system’s state vector (Line 54).

Composite Statements. Composite statements contain other statements (oper-
ands), and can be used to describe complex control structures. Sequences are
lists of statements that are executed sequentially; each statement operates on
the result of the previous statement. Choice statements (see Line 33) model non-
deterministic choices between multiple statements; only one branch is selected
for execution, which cannot contain failing assumptions, i.e., if every branch
contains failing assumptions, then the choice statement also fails. Parallel state-
ments support the parallel execution of the operands (Lines 24–44). If-else state-
ments are deterministic choices based on a condition (see Lines 25–31) with an
optional else branch. XSTS also supports deterministic for loops over ranges
(Line 30).

5 Transforming Asynchronous GCL Models into XSTS

The XSTS-Promela mapping (to be presented in Sect. 6) exploits the traits of
the GCL-XSTS transformation (see the transformations related to Steps 4 and 5
in Sect. 3). Thus, we first overview the relevant parts of this automated trans-
formation before moving onto the XSTS-Promela mapping in the next section.

Synchronous statechart components (defined in GSL) are the basic building
blocks of GCL models (see Step 2 in Sect. 3). Asynchronous components are
created from simple or composite synchronous ones (i.e., synchronous-reactive
or cascade composite components) by wrapping them using a so-called asyn-
chronous adapter [17]: an adapter maps signals used in the synchronous domain
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Fig. 3. XSTS and Promela representations of the spacecraft component of Fig. 2.
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into messages and related message queues in the asynchronous domain and vice
versa, i.e., the two representations of events in the two domains.

The transformation uses the same steps for every asynchronous adapter
(detailed in [13]). Here, we overview the relevant parts of this procedure related
to asynchronous communication based on the standalone spacecraft component
and its (automatically generated) XSTS representation described in Fig. 3.

As for GSL statecharts, the XSTS elements corresponding to the transitions
are created (Lines 24–43), e.g., parallel statements corresponding to orthogonal
regions, containing if-else structures and choice statements corresponding to the
transitions of state nodes (considering hierarchy) in the particular regions. Note
that literals of a custom type declaration stored in a control variable correspond
to the state nodes of a region.

As for composite (GCL) synchronous components, their execution and inter-
actions are handled by (hierarchically) composing the created XSTS statements
corresponding to the contained components, and defining shared variable based
communication (corresponding to signal transmission) using assign statements.

Fig. 4. XSTS-Promela mapping’s two supported message queue representation modes.

For the asynchronous adapters defined in GCL, the related XSTS constructs
“wrap” the statements representing synchronous behavior by introducing and
handling additional variables related to the representation of message queues
(see Lines 15–23). For a single message queue in an asynchronous adapter, the
transformation introduces one or more annotated array variables (denoting that
the variable represents a queue) depending on whether the queue stores only non-
parameterized messages (msgQueue array, Line 12) or also message parameter
values, i.e., payload (one or more argQueue arrays for every parameter type to
enable storing each parameter value of each message; Line 13). In addition,
an integer variable with an annotation is introduced (len, see Line 11) storing
the number of messages present in the queue (the annotation denotes that the
variable stores the size of a queue). In general, every message type stored in
the queue is assigned an integer identifier that is appended to the msgQueue
array, modeling the append of the message instance to the corresponding message
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queue (see Line 53). In case the message is parameterized, the parameter value
is appended to the corresponding argQueue array (see Line 56).

Asynchronous message handling is defined using the nonempty, peek and
pop message queue operations (the Promela representation of these operations
is summarized in the left snippet of Fig. 4). An if statement is created that
checks whether the msgQueue variable corresponding to the message queue is
nonempty (len > 0 condition, see Line 15), and if so, the stored message identifier
is retrieved (peek and pop, see Lines 16–17) and based on it, the corresponding
input event (signal) variable is set to true (Line 19). Potentially, the parameter
values are also loaded from the argQueues to the corresponding input parameter
variables (peek and pop, see Lines 20–21). Finally, the constructs representing
the synchronous behavior are wrapped into the created if statement.

Regarding the verification of the emergent XSTS models, the different model
checkers (i.e., corresponding mappings) integrated into Gamma support slightly
different subsets of the XSTS language, as well as different property languages,
i.e., supported subsets of the GPL language (see Table 1): UPPAAL fully sup-
ports the verification of time-dependent behavior with a restricted CTL property
language, whereas Spin fully supports the verification of parallel behavior (see
parallel statements in Sect. 6) and LTL [7]; in turn, Theta has experimental sup-
port for these features and supports only reachability properties. Nonetheless,
every model checker supports the XSTS constructs used for asynchronous com-
munication as presented in this section, as well as the specification of reachability
properties to capture test targets in our MBT approach.

Table 1. Overview of features of the mappings and underlying model checkers sup-
ported by our MBT approach in Gamma. � = full support; �–= experimental

Model checker
(back-end)

Model
representation

Parallel
behavior

Timed
behavior

Asynchronous
communication

Property
language

Theta XSTS �– �– � Reachability

UPPAAL Timed
automata

� � Restricted CTL

Spin Promela
process
models

� � LTL

6 Mapping XSTS Models into Promela

The integration of Spin into the Gamma framework relies on a semantic-
preserving mapping between XSTS and Promela. The mapping distinguishes
XSTS elements (see Sect. 4) that i) do have or ii) do not have a direct semantic
equivalent in Promela, as well as iii) constructs related to asynchronous com-
munication. The only XSTS element whose semantic-preserving mapping is not
supported is clock variable, as Promela does not support time-dependent behav-
ior: for such variables, the mapping introduces integer variables in the Promela
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model and “discretizes” component execution according to user-defined con-
straints.

In the case of i), the mapping is simple and creates a single Promela element
with the same semantics, as presented in Table 2. Note that several constructs are
optimized, e.g., the mapping resets local variable declarations at the end of their
declaring scope and uses d step for the sequences of assignments. Contrarily, in
the case of ii) and iii), multiple Promela elements are created to preserve the
semantics of the original XSTS elements and asynchronous communication.

In the following, we consider XSTS constructs related to ii) and iii). First, we
present the mapping of XSTS transitions, havoc and parallel statements based
on the spacecraft model represented in Fig. 3. Then, we describe asynchronous
communication supported by two message queue representation modes.

Table 2. XSTS elements and their direct semantic equivalent element(s) in Promela.

XSTS Promela

boolean, integer, custom, array type bit, int, mtype, array type

(local) variable declaration (local) variable declaration (+ resets)

assume statement boolean expression (in if construct)

assignment statement assignment statement

sequence (of statements) sequence (of statements) (+ d step)

choice statement nondeterministic multiary if construct

if-else statement binary if construct with else

loop statement for deterministic iteration statement

Mapping Elements Without a Direct Semantic Equivalent. The init transition
is mapped into Promela’s init process (see Lines 55–57 in the Promela code),
which, after executing the mapped initialization statements, runs the EnvTrans
process (Line 34). The EnvTrans process comprises (in a cycle) the statements
of the env and trans transitions; the corresponding statements are wrapped in
atomic blocks and labeled ENV (Line 35) and TRANS (Line 46). The states of
execution are indicated by the isStable and flag (meta)variables (Line 7): the
former is true iff trans has finished, but the execution of env has not started yet
(needed to specify valid end states in property specifications – Line 35), while
the latter encodes which transition is under execution: 0 – init, 1 – env and 2 –
trans (needed for back-annotation – Lines 46 and 52).

Havoc statements describe nondeterministic assignments from the targeted
variable’s domain and thus, they are mapped into nondeterministic multiary
if selection constructs whose options describe the possible values based on the
variable’s type (see Line 38). For boolean variables, true and false (0 and 1)
values, for custom types, the declared literals are included. Integer variables are
handled only if their domain is restricted, e.g., in the case of stored message
identifiers; otherwise this construct is not supported in the Promela mapping.

Parallel statements (i.e., their operands; see Lines 8 and 22) are mapped into
Promela processes and synchronization constructs. First, the local variables (if
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any) referenced from the operands are identified, which are mapped into param-
eter declarations in the corresponding processes (assignments to local variables
are not supported). Next, synchronization channels are created (Lines 4–5) to
allow for synchronization between the caller and the parallelly running processes:
the caller waits for the started processes to finish execution (Lines 47–50).

Mapping Elements of Asynchronous Communication. As for asynchronous com-
munication, the XSTS-Promela mapping builds on the traits of the GCL-XSTS
transformation (see Sect. 5), in particular, the annotated array variables (msg-
Queue and argQueue) and len variables, jointly representing the message queues
of asynchronous adapters. As a configuration option, the mapping features two
(fixed capacity) message queue representation modes based on i) arrays and ii)
native asynchronous channels in Promela. Note that the former can be consid-
ered as a straightforward mapping (resembling the one to UPPAAL), whereas
the latter serves as an experiment in the context of Promela, potentially being
more efficient (see Sect. 7). Figure 4 summarizes how the nonempty, append, peek,
pop and size queue handling operations are represented in the two message queue
representation modes. Note that Fig. 3 uses the array-based mode, but the other
version could be easily reproduced based on Fig. 4.

In the former case, the mapping is straightforward: the XSTS array variables
and len variables are mapped into Promela array variables and integer variables.
The statements that refer to these variables and correspond to message queue
operations are also mapped according to the rules presented in Table 2.

The latter mode uses the asynchronous channel construct of Promela that
natively supports the size queue operation using the built-in len function, disre-
garding the XSTS integer variable len. To support the nonempty, append, peek
and pop message queue operations, the mapping traverses the XSTS model and
identifies the corresponding statements (i.e., the constructs of the left snippet of
Fig. 4) based on variable annotations and pattern matching, which are mapped
to native message queue related constructs in Promela (right snippet of Fig. 4).

7 Practical Evaluation

This section evaluates our extended MBT approach, focusing on the features
of the model mappings via the XSTS formalism and their performance in the
context of the integrated model checker back-ends, Theta, UPPAAL and Spin.

We conduct this evaluation in alignment with the needs of our industrial part-
ner that develops railway control systems in the context of customized MBSE
and CBSE approaches. During development, our partner must conform to safety
standards (cf. EN 50128 [5]), which require (among others) integration test gen-
eration based on these models to check the system implementation. Thus, our
partner has interest in conducting this task in an automated and efficient way.

In regard to test generation, we already showed the feasibility of our approach
for synchronous models in [16] using the UPPAAL and Theta model checkers.
Nevertheless, our partner uses different composition semantics at different hier-
archy levels of a system model (considering different deployment modes), and is
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interested in generating tests for components with asynchronous communication,
too. Accordingly, our partner needs information regarding the characteristics of
the supported model checkers and message queue representations.

Thus, we formulated the following research questions (RQ) for our evaluation:
how efficient are the integrated model checkers of Gamma for test generation, in
terms of generation time and generated test set size, on

RQ-1. synchronous models (shared variable based communication), and
RQ-2. asynchronous models (message queue based communication) using a i)

native channel based (relevant only in the case of Spin), and ii) array-
based mapping of GCL/XSTS message queues?

Models. We evaluated the RQ on two system models received from our indus-
trial partner, namely railway signaller subsystem (RSS) and railway interlocking
system (RIS), each corresponding to the characteristics of a specific RQ.2

RSS comprises the model of a subsystem used in railway traffic control sys-
tems [11]. It builds on statechart components (two antivalence checkers con-
nected to a signaller) communicating in a synchronous (signal-based) way with
many interaction points (dispatch/reception of signals in different states). Thus,
it is a relevant model for generating tests that check interactions. RSS consists
of 26 state nodes, 97 transitions and 5 variables.

The RIS model [11] defines an industrial communication protocol used in
RIS, and comprises three components defined in the proprietary XSML language
(integrated to Gamma in [14]), namely control center, dispatcher and object
handler. The components are executed sequentially, and communicate with their
messages stored in local message queues; the control center and object handler
can communicate only via the dispatcher. Thus, testing interactions based on
messages besides covering state nodes and transitions is relevant in this model’s
context. The model contains 38 state nodes, 118 transitions and 23 variables.

Measurement Settings. We used different composition modes in the different
models to capture the components’ expected execution and communication
modes. For the RSS model, we used the cascade and synchronous-reactive
composition modes [17]. For RIS, we used the scheduled asynchronous-reactive
mode [14] and the capacity of 4 for internal message queues between compo-
nents. The message queues storing external messages had a capacity of 1 as
only the head of the queue was of interest during execution (one message can
be processed in an execution cycle). Regarding verification and test generation
settings, we used all model reduction and slicing techniques, and test optimiza-
tion algorithms of Gamma [14,16] to achieve the best results our framework can
provide.

Each measurement was run five times (we calculated their median) on the
following configuration: Intel Core (TM) i5-1135G7 @ 2.40GHz, DDR4 16GB

2 Model descriptions and measurement results can be found at https://github.com/
ftsrg/gamma/tree/v2.9.0/examples/, as well as [16] (RSS) and [14] (RIS).

https://github.com/ftsrg/gamma/tree/v2.9.0/examples/
https://github.com/ftsrg/gamma/tree/v2.9.0/examples/
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@ 3.2GHz, SSD 500GB. The model checkers were run with the following argu-
ments:

– Theta (DX): java -jar theta –domain PRED CART –refinement SEQ ITP
– predicate abstraction based algorithms (most suitable for XSTS);

– UPPAAL (XU): verifyta -t0 – set to generate “some trace” (with default
BFS traversal) as predictably, this is the “fastest” option (the “shortest trace”
option, according to our preliminary measurements, results in “slightly”
shorter generated traces but “significantly” longer generation time);

– Spin: we used three different sets of arguments (settings):
1. XP: spin -search -I -m250000 -w32 – DFS approximate iterative shorten-

ing, increased bound (larger than the state space’s estimated maximum
“diameter”) and increased hash size for better performance: compared to
the next setting, this one provides longer (not optimal, but still sound)
traces but shorter generation time (see exact results later);

2. XP-i: spin -search -i -m250000 -w32 – non-approximate iterative short-
ening algorithm variant of the previous option;

3. XP-B: spin -search -bfs -w32 – BFS traversal of the state space.

Regarding the Spin-related arguments, the XP setting worked for both mod-
els; the other two worked only for the RSS model. For RIS, the XP-B option
ran out of memory within 10 s, whereas XP-i ran out of the 300-s time limit
(timeout) for certain model-property pairs.

Table 3. Number of test targets, generated tests and steps; median end-to-end test gen-
eration time and average test generation time for a single test target for full interaction
coverage in the cascade and synchronous-reactive RSS model.

Cascade Synchronous

#Test targets 49 49

#Generated tests (DX/XU/XP/XP-B/XP-i) 9/7/6/6/6 -/7/5/6/6

#Steps in tests (DX/XU/XP/XP-B/XP-i) 41/30/172/27/27 -/37/600/33/33

ΣT (DX/XU/XP/XP-B/XP-i) (s) 467/54/179/188/340 -/102/174/220/1102

T (DX/XU/XP/XP-B/XP-i) (s) 9.5/1.1/3.7/3.8/6.9 -/2.1/3.6/4.5/22.5

Addressing RQ-1. Table 3 shows test generation results for the RSS model aiming
at covering each interaction [14] between the antivalence checkers (event raises)
and signaller components (execution of transitions triggered by the correspond-
ing event) in two model variants using the cascade and synchronous-reactive
composition modes. As illustrated, there were 49 test targets (captured using
injected boolean variables and reachability properties for each interaction [16] in
the form of E F var eventRaised and var correspondingTransitionFired )
that could potentially be covered by the Theta (DX), UPPAAL (XU) and Spin
(XP, XP-B and XP-i) back-ends.

Regarding test generation time, Theta was the slowest in the cascade model
variant and could not handle the more complex synchronous-reactive variant.
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As for UPPAAL and Spin, the former was significantly faster (70% and 42% for
XP) considering end-to-end generation time. Nonetheless, Spin seemed to scale
better as the synchronous-reactive model variant did not pose a greater challenge
for the XP setting compared to the cascade variant – in contrast to UPPAAL.

Regarding the generated test size, the XP-B and XP-i Spin settings generated
the smallest test sets (least number of summed steps in tests), even though the
former setting was much more efficient in terms of generation time. UPPAAL
generated 10% longer traces on average, as expectable, considering that it uses
a BFS-based model traversal mode aimed at “some trace.” In addition, Theta
(in the cascade variant) returned a 37% larger test set compared to UPPAAL.
The XP setting returned significantly larger test sets compared to the other
model checkers, even though it used the approximate DFS iterative shortening
algorithm. In turn, these longer generated tests were utilized by the test opti-
mization algorithms to cover the same interactions with fewer test cases.

To answer RQ-1, the experiment showed that even though Spin is slightly
slower in terms of test generation (verification) time than its fastest counterpart
(UPPAAL), it seems to be able to handle more complex interactions more effi-
ciently, and thus, it has advantages for such models in the framework. Regarding
the generated test set size, the length of the traces returned by Spin differ largely
depending on the used settings. The results also show that there is a trade-off
between the length of generated traces and generation time.

Addressing RQ-2. Table 4 shows test generation results aiming at covering each
state node, transition and interaction in the asynchronous RIS model using the
XU (with array-based mapping of message queues into UPPAAL), and the native
channel-based (XP-N) and array-based (XP-A) mappings of GCL/XSTS mes-
sage queues into Promela. The table does not include results for the DX mapping
as Theta was unable to handle this model.

Table 4. Number of test targets, generated tests and steps; median end-to-end test
generation time and average test generation time for a single test target for full state
node, transition and interaction coverage in the integrated RIS model.

State Transition Interaction

#Test targets 38 118 387

#Generated tests (XU/XP-N/XP-A) 4/5/5 26/34/34 22/24/24

#Steps in tests (XU/XP-N/XP-A) 30/119/119 230/870/870 240/808/808

ΣT (XU/XP-N/XP-A) (s) 243/140/135 950/1777/1653 5377/8315/7840

T (XU/XP-N/XP-A) (s) 6.4/3.7/3.6 8.1/15.1/14.0 13.9/21.4/20.3

The data show that test generation time increased for each verification back-
end as the test coverage criteria got finer. This phenomenon can be explained
by the complexity of annotated model elements capturing the criteria, and the
increasing number of test targets [16]. Surprisingly, Spin was on average 43%
faster than UPPAAL in the case of state node coverage even though the result
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was reversed for transition and interaction coverage (45% and 34% slower on
average). Regarding the two message queue representation modes, the array-
based one was slightly faster in each case, having a 5% advantage on average.

As for the size of the generated test sets, the results were similar to that of
the RSS model: Spin returned significantly longer traces compared to UPPAAL
due to the underlying algorithms; however, in this case the number of generated
tests was also larger. Also, there was no difference in the two message queue
representation modes in this regard; Spin returned the same traces in each case.

To answer RQ-2, the experiment showed that Spin is an efficient and useful
element of the framework and can provide additional flexibility in the case of
different models and test coverage criteria. Regarding our message queue repre-
sentation modes, our native asynchronous channel based solution does not bring
benefits compared to our array-based solution. Regarding generated test set size,
the results are very similar to that of RQ-1: Spin with the XP setting returns
significantly longer diagnostic traces, resulting in larger test sets.

8 Conclusion and Future Work

In this paper, we presented an MBT approach for distributed (control-oriented)
reactive systems with asynchronous communication. Our approach builds on the
Gamma framework and features precise statechart and composition languages
for component design and their integration, and hidden formal methods (model
checkers) for model-based test generation. As a novelty, we integrated the open
source Spin model checker to the Gamma framework via the EXtended Symbolic
Transition Systems formalism, a verification-oriented low-level representation of
reactive behavior. Our evaluation showed that Spin is efficient at generating tests
and can complement the other integrated model checkers for different models.

For future work, we plan to examine the capabilities of Spin for models with
parallel behavior, and how we can exploit its property language supporting linear
temporal logic (LTL) [7] to capture more sophisticated test targets – two features
not supported by the other integrated model checkers.
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Appendix: XSTS-STS Mapping

Symbolic transition system [18] models consist of two SMT [2] formulas. The
set of initial states are described by a formula over the model variables, e.g.,
x = 0. The transition relation is described by a formula over the primed and
unprimed versions of the model variables; the primed versions refer to the newly
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Table 5. XSTS elements and their equivalent STS formulas.

Statement XSTS example STS equivalent nextIndex

Assignment x := y x’ = y x → 1, y → 0

Assumption assume x > 5 x > 5 x → 0

Havoc havoc x true (x′ is unconstrained) x → 1

Sequence x := y
assume x > y
y := 3

x′ = y ∧
x′ > y ∧
y′ = 3

x → 1, y → 1

Choice choice { x := y }
or { x := y + 1 }

(temp = 0 ∧ x′ = y) ∨
(temp = 1 ∧ x′ = y + 1)

x → 1, y → 0

If-else if (x > y) { x := 0 }
else { x := 1 }

(x > y ⇒ x′ = 0) ∧
(x ≤ y ⇒ x′ = 1)

x → 1, y → 0

Loop for i from 0 to 1 do {
x := i }

(i′ = 0 ∧ x′ = i′) ∧
(i′′ = 1 ∧ x′′ = i′′)

x → 2, i → 2

assigned values of the variables, e.g., x′ = x+1, meaning that x variable’s value
gets incremented by 1. To allow multiple assignments to the same variable in
the transition, we allow variables to appear with more than one prime sign and
annotate the transition relation with a function (nextIndex ), describing which
primed version corresponds to the variable’s value in the next state after the
transition; e.g., if the transition formula is x′ = 1 ∧ x′′ = 2 and the nextIndex
function is x → 2, then the x variable’s value will be 2 after the transition.

Table 5 shows the mapping between the statements of the XSTS language
and their equivalent STS transition formulas through examples. An assignment
simply asserts that the next value of the left-hand-side is equal to the value of
the right-hand-side. Assumptions translate directly into SMT formulas, while a
havoc statement introduces the next value of the variable, but does not constrain
it (therefore it can have any value from its domain).

Composite statements compose the mapping of their constituent statements.
A sequence maps to a conjunction of its statements, but each statement will
use the current primed versions of the variables. A choice statement requires an
unconstrained temporary variable – the assignment of this variable by the solver
will also determine which branch may be true (at most exactly one). An if-else,
on the other hand, uses implication to select the branch that is asserted to be
true, the else statement meaning the negation of the conjunction of all other
branch conditions. A for loop is unfolded into a sequence, but this is done by
the model checking algorithm, so the number of iterations may depend on the
current state (but not the execution of the statement itself).
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Abstract. Many visions for model-driven component-based develop-
ment emphasize models as the “single source of truth” by which dif-
ferent forms of analysis, specification, verification, and code generation
are integrated. Such a vision depends strongly on a clear modeling lan-
guage semantics that provides different tools and stakeholders with a
common understanding of a model’s meaning. In this paper, we report
on a mechanization of a formal semantics in the Isabelle theorem prover
for key aspects of the SAE standard AADL modeling language. A pri-
mary goal of this semantics is to support component-oriented contract
specification and verification as well as code generation implemented in
the HAMR AADL model-driven development tool chain. We provide
formal definitions of run-time system state, execution steps, reachable
states, and property verification. Use of the mechanization for real-world
applications is supported by automated HAMR translation from AADL
models into the Isabelle specifications. In addition to general verifica-
tion support, we define well-formedness properties and associated proofs
for models, system states, and traces that are automatically proven for
HAMR-generated Isabelle models.

1 Introduction

Model-driven development tools continue to gain traction for building and assur-
ing safety-critical systems. The Architecture Analysis and Design Language
(AADL) [1] stands out among other standardized modeling languages due to
its stronger semantic interpretation of modeling elements. Stronger emphasis on
semantics has led to AADL’s use in numerous large-scale industrial research
projects, particularly those prioritizing formal methods. An ecosystem of tool-
ing has developed around AADL that includes analyses for behavior specification
and verification, resource utilization and timing, trade space exploration, hazard
analysis, code generation, and assurance case development.

Despite this emphasis on semantics, semantic descriptions in the current
version of the standard are presently mostly in narrative form, or with limited
use of timed automata that are not strongly integrated with other descriptions.
This makes it more difficult to establish the soundness of model-based analyses
and verification, the correctness of code generation, and a consistent semantic
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
J. Cámara and S.-S. Jongmans (Eds.): FACS 2023, LNCS 14485, pp. 45–64, 2024.
https://doi.org/10.1007/978-3-031-52183-6_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-52183-6_3&domain=pdf
https://doi.org/10.1007/978-3-031-52183-6_3


46 S. Hallerstede and J. Hatcliff

interpretation across multiple tools. Recently, Hugues has led an effort within
the AADL committee to develop a road map for integrating formal definitions
of semantics into the standard. This is supported in part by an open source
mechanization of the AADL static semantics and various supporting analyses in
the Coq theorem prover [22].

In an accompanying coordinated effort, Hatcliff, Hugues and others [19] devel-
oped a rule-based specification of important elements of the AADL Run-Time
Services (RTS). The AADL RTS aim to (a) hide the details of specific RTOS
and communication substrates (e.g., middleware) and (b) provide AADL-aligned
system implementations with canonical platform-independent actions that real-
ize key steps in the integration and coordination of component application logic.
Though it is designed to be implementation-independent, traceability to the RTS
formalization in [19] has been emphasized in the High Assurance Modeling and
Rapid engineering framework (HAMR) AADL code generation framework [17]
as a guide in developing consistent code generation on multiple platforms and in
designing integrated model and code behavior contract specification and verifi-
cation [21] and property-based testing [18]. HAMR provides code generation in
C and in Slang [26] (a safety-critical subset of Scala, that can also be translated
to C) and system deployments can be generated for the JVM, Javascript, Linux,
and the seL4 microkernel.

To improve the utility, feature coverage, and confidence in the formaliza-
tion in [19], we are developing a suite of interconnected artifacts including an
executable version of the semantics (to serve as an abstract reference implemen-
tation, e.g., to use in model-based testing) and an encoding of the semantics
in the Isabelle theorem prover. One of HAMR’s code generation targets is the
seL4 micro-kernel whose semantics and correctness properties have been formally
specified and proved in Isabelle – providing one of the most significant applica-
tions of formal methods to date [23]. One of the motivations for chosing Isabelle
over another theorem prover is to provide semantic specifications for AADL and
HAMR that can eventually be connected to the seL4 formalization.

In this paper, we report on the Isabelle-based mechanization of AADL seman-
tics, inspired by the definitions in [19], as well as several significant novel exten-
sions that provide foundations for verification and refinements of the framework
to address characteristics of HAMR code generation target platforms. We refer to
this mechanization as AADL-HSM (AADL HAMR Semantics Mechanization).
The specific contributions of this paper are as follows.

– We provide a mechanization of the notions of port, thread, and system states
as well as the AADL run-time services given in [19].

– We give definitions of AADL communication that accommodate AADL port-
based communication properties and that can be instantiated to the commu-
nication semantics of different deployment platforms.

– We give definitions for thread scheduling that can accomodate, e.g. the static
cyclic scheduling used by HAMR on recent industry projects [5].

– We introduce basic definitions of a property framework for reasoning about
threads and system properties. This lays the formal foundation for addressing



A Mechanized Semantics for HAMR AADL Runtime 47

the rationale and soundness for the GUMBO contract framework for compo-
nent verification [21] and testing [18].

– We extend the HAMR code generator to translate core AADL instance models
and HAMR initial system states into the mechanization.

This paper summarizes the approach and key aspects of the above contri-
butions, but the primary artifacts substantiating the results are our Isabelle
specifications publicly available at [29]. These are formatted and commented
using Isabelle’s documentation framework to provide a 100+ page PDF read-
able guide to the semantics of the AADL subset supported by HAMR. The
HAMR distribution is available at [28].

2 AADL Background

SAE International standard AS5506C [1] defines the AADL core language for
expressing the structure of embedded, real-time systems via definitions of com-
ponents, their interfaces, and their communication.

AADL provides a precise, tool-independent, and standardized modeling
vocabulary of common embedded software and hardware elements using a
component-based approach. Components have a category that defines a stan-
dard interpretation. Categories include software (e.g., threads, processes), hard-
ware (e.g., processor, bus), and system (interacting hardware and software).
Each category also has a distinct set of standardized properties that can be
used to configure the specific component’s semantics for various aspects: timing,
resources, etc.

Fig. 1. Temperature Control Example (excerpts) – AADL Graphical View

Figure 1 presents a portion of the AADL standard graphical view for a simple
thermostat that maintains a temperature according to a set point structure.
The system (not shown) contains a process called tempControlProcess. This
process consists of three threads: tempSensor, tempControl, and fan, shown
in the figure from left to right. Passing data from one thread to another is
done through the use of ports. Each port can be classified as an event port
(e.g., to model interrupt signals or other notification-oriented messages without
payloads), a data port (e.g. modeling shared memory between components or
distributed memory services where an update to a distributed memory cell is
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automatically propagated to other components that declare access to the cell),
or an event data port (e.g., to model asynchronous messages with payloads,
such as in publish-subscribe frameworks). We refer to these classifications as
the port’s kind. Inputs to event and event data ports are buffered. The buffer
sizes and overflow policies can be configured per port using standardized AADL
properties. Because of these similarities, we introduce the term event-like to refer
collectively to event and event data ports. Inputs to data ports are not buffered;
newly arriving data overwrites the previous value.

The periodic tempSensor thread measures the current temperature, e.g.,
from memory-mapped IO, which is not shown in the diagram, and transmits the
reading on its currentTemp data port. If it detects that the temperature has
changed since the last reading, then it sends a notification to the sporadic (that
is, event driven) tempControl thread on its tempChanged event port. When the
tempControl thread receives a tempChanged event, it will read the value on its
currentTemp data port and compare it with the most recent set points. If the
current temperature exceeds the high set point, it sends a command to the fan
thread to turn on. Similarly, if the current temperature is low, it will send an
off fan command. In either case, fan acknowledges whether it was able to fulfill
the command by sending user-defined data types FanAck.Ok or FanAck.Error
on its fanAck event data port.

AADL provides a textual view to accompany the graphical view. The fol-
lowing listing illustrates the component type declaration for the tempControl
thread for the example above. The data transmitted over ports are of specific
types, and properties such as Dispatch Protocol and Period configure the
tasking semantics of the thread.

thread TempControl
features
currentTemp: in data port TempSensor::Temperature.i;
tempChanged: in event port;
fanAck: in event data port CoolingFan::FanAck;
setPoint: in event data port SetPoint.i;
fanCmd: out event data port CoolingFan::FanCmd;

properties
Dispatch_Protocol => Sporadic;
Period => 500 ms; -- the min sep between incoming msgs

end TempControl;

The next listing illustrates integration of subcomponents. The body of pro-
cess TempControlProcess type has no declared features because the component
does not interact with its context in this simplified example. The implementation
of TempControlProcess specifies subcomponents and subcomponent communi-
cations over declared connections between ports.

process TempControlProcess
-- no features; no interaction with context

end TempControlProcess;

process implementation TempControlProcess.i
subcomponents
tempSensor : thread TempSensor::TempSensor.i;
fan : thread CoolingFan::Fan.i;
tempControl: thread TempControl.i;
operatorInterface: thread OperatorInterface.i;
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connections
c1:port tempSensor.currentTemp -> tempControl.currentTemp;
c2:port tempSensor.tempChanged -> tempControl.tempChanged;
c3:port tempControl.fanCmd -> fan.fanCmd;
c4:port fan.fanAck -> tempControl.fanAck;
end TempControlProcess.i;

AADL provides many standard property sets including those used to config-
ure the core semantics of AADL, e.g., thread dispatching or port-based commu-
nication. Developer-specified property sets enable one to define project-specific
configuration parameters.

In this paper (following [19]) and in our AADL-HSM mechanization in
Isabelle, we limit our semantics presentation to thread components since almost
all of AADL’s run-time services are associated with threads and port-based com-
munication.1

3 Model Representation

The HAMR tool chain uses a similar approach to many AADL tools: it processes
an AADL instance model [15, Section 4.1.6] as generated by the AADL OSATE
Integrated Development Environment (IDE). The instance model indicates spe-
cific component implementations to be used in a system build, and it provides
connection topologies directly in terms of thread component ports (thus “flatten-
ing” the model and emphasizing threads as the primary run-time entities of the
system). Within its generated code, HAMR includes data structures representing
model information such as thread interfaces, port declarations, connection infor-
mation, and associated AADL properties referenced within the run-time system.
AADL-HSM has a corresponding representation of model information centered
around thread and port descriptors, CompDescr and PortDescr respectively,
record CompDescr =
name :: string
id :: CompId
portIds :: PortIds
dispatchProtocol :: DispatchProtocol
dispatchTriggers :: PortIds

compVars :: Vars

record PortDescr =
name :: string
id :: PortId
compId :: CompId
direction :: PortDirection
kind :: PortKind
size :: nat

urgency :: nat

Like many modeling tools, HAMR autogenerates unique identifiers for model
elements. Types are introduced for component identifiers and port identi-
fiers in the code, and corresponding types CompId and PortId appear in the
AADL-HSM definitions. PortIds is a type for a set of port identifiers. The top-
level Model structure contains a mapping from component identifiers to compo-
nent descriptors (similarly for ports),
record Model =

modelCompDescrs :: (CompId , CompDescr) map
modelPortDescrs :: (PortId , PortDescr) map

modelConns :: Conns

1 Other categories of components, see [1], will be treated in later work.
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Connections are represented as a map from a connection source PortId to a set
of one or more target PortIds,
type-synonym Conns = (PortId , PortIds) map

Functions isInCDPID and isInCIDPID are two of approximately 40 helper
functions for accessing model elements in AADL-HSM specifications:
fun isInCDPID :: Model ⇒ CompDescr ⇒ PortId ⇒ bool

where isInCDPID m cd p = (p ∈ portIds cd ∧ isInPD(modelPortDescrs m $ p))
fun isInCIDPID :: Model ⇒ CompId ⇒ PortId ⇒ bool

where isInCIDPID m c = isInCDPID m (modelCompDescrs m $ c)

These two examples are predicates that hold for a model m when a port with
identifier p is an input port in a component with descriptor cd (or alternatively
for a component with identifier c). The functions use Isabelle record, set, and
map operations. Isabelle maps are defined as functions from a “key” domain to
an option “val” domain of type “key ⇒ option val”. We add an infix operator
$ whose application will reduce (via the Isabelle simplifier tactic) to a value v
when a map lookup operation returns Some v (if lookup returns None, then the
expression will fail to produce a canonical value).

A number of model well-formedness properties are included with the base
model specification. The following example property specifies that connections
only go from out ports to in ports of matching kinds:
definition wf-Model-ConnsPortCategories :: Model ⇒ bool

where wf-Model-ConnsPortCategories m ≡
(∀ p ∈ dom (modelConns m). isOutPID m p ∧
(∀ p ′ ∈ (modelConns m $ p). isInPID m p ′ ∧ (kindPID m p = kindPID m p ′)))

When HAMR translates a system representation into AADL-HSM, it also gen-
erates proofs that the model satisfies the well-formedness properties (which are
first established by the HAMR OSATE IDE plug-in). Due to the architecture
of the theory, these proofs only need to use the Isabelle simplifier tactics. This
organization provides the foundation for specializations of the semantics to be
defined (e.g., for AADL subsets that only use a particular set of features, or that
require AADL properties relevant to a particular development pipeline). For
example, by adding additional well-formedness properties, we can indicate the
modeling sublanguage used on the DARPA CASE program for an seL4-based
platform. [29] illustrates model-based specifications and well-formedness proofs
for several system examples.

4 State Representation and Application Logic

A key contribution of [19] was a mathematical description of key elements of
an AADL-based system’s run-time state. In this section, we summarize our
mechanization of those notions as well as various enhancements and extensions.
Figure 2 presents the graphical summary from [19] of thread state concepts.
Many of AADL’s thread execution concepts are based on long-established task
patterns and principles for achieving analyzeable real-time systems [9]. Following
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Fig. 2. Thread and Port State Concepts

these principles, at each activation of a thread, the application code of the thread
will abstractly compute a function from its input port values and local variables
to output port values while possibly updating its local variables. In AADL ter-
minology, dispatching a thread refers to the thread becoming ready for execu-
tion from a OS scheduler perspective, and the semantics for dispatch is deter-
mined by several thread properties specified in the AADL (captured formally as
indicated in the definition CompDescr above). The thread Dispatch Protocol
property selects among several strategies for determining when a thread should
be dispatched. In this paper, we consider only Periodic, which dispatches a
thread when a certain time interval is passed, and Sporadic, which dispatches
a thread upon arrival of messages to input ports specified as dispatch triggers.
When a thread is dispatched, information describing the reason for its dispatch
is stored in the thread’s state and is retrievable via the Dispatch Status RTS
(diagrammed in Fig. 2 and formalized below). For example, in a sporadic compo-
nent, Dispatch Status returns information indicating which port triggered the
dispatch. This may be used in either the component application or infrastructure
code to branch to a message handler method dedicated to processing messages
arriving on the particular port.

Figure 2 illustrates that a thread’s state includes the state of its ports, local
variables, and dispatch status, and this is formalized in the ThreadState defini-
tion below.
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record ′a ThreadState =
tvar :: ′a VarState
infi :: ′a PortState
appi :: ′a PortState
appo :: ′a PortState
info :: ′a PortState
disp :: DispatchStatus

datatype DispatchStatus =
NotEnabled

| Periodic PortIds
| Sporadic PortId ∗ PortIds

In AADL-HSM, we represent thread local variable state VarState as a map
from variable ids to values of an abstract type ′a as shown below.

type-synonym ′a VarState = (Var , ′a) map

The polymorphic type ′a reflects the fact that the run-time semantics is orthog-
onal to the actual types of data being manipulated by application code. In an
instantiation to the HAMR run-time, ′a would be instantiated to HAMR’s uni-
versal type structure used to represent values constructed according to the AADL
Data Modeling annex. This universal type structure enables HAMR to map val-
ues to and provide interoperability between the different programming language
type systems supported by HAMR code generation.

One of the most important aspects of the thread state are the various buffers
and memory blocks used to storing incoming and outgoing data for ports. In
AADL-HSM, these are represented uniformally using values from the PortState
type, which map from PortIds to ′a Queues.

type-synonym ′a PortState = (PortId , ′a Queue) map

Queues encapsulate lists with a bound and overflow policy as described in the
AADL standard. We enhance the definitions in [19] with various properties
proven about queue behavior.

Figure 2 illustrates that the state of each port is decomposed into the Infras-
tructure Port State (IPS) and the Application Port State (APS). The IPS rep-
resents the communication infrastructure’s perspective of the port. The APS
represents the thread application code’s perspective of the port. The Thread-
State definition includes input IPS and APS (infi and appi) and output IPS and
APS (info and appo). The distinction between IPS and APS is used to represent
AADL’s notions of port freezing and port variable as presented in more detail
in [14].

Typically, when a thread is dispatched, the component infrastructure uses
the Receive Input RTS (referenced in Sect. 5) to move one or more values from
the IPS of input ports into the input APS. Then the component application code
is called and the APS values remain “frozen” as the code executes. This pro-
vides the application a consistent view of inputs even though input IPS may be
concurrently updated by communication infrastructure behind the scenes. The
application code writes to the output APS throughout execution. Our intended
design for this is that when the application code completes, the component
infrastructure will call the Send Output RTS to move output values from the
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output APS to the IPS, thus releasing the output values all at once to the com-
munication infrastructure for propagation to consumers.

For input event data ports, the IPS typically would be a queue into which
the middleware would insert arriving values following overflow policies speci-
fied for the port. For input data ports, the IPS typically would be a memory
block large enough to hold a single value. For output ports, the IPS represents
pending value(s) to be propagated by the communication infrastructure to con-
nected consumer ports. At the component’s external interface, this execution
pattern follows the Read Inputs; Compute; Write Outputs structure championed
by various real-time system methods (e.g., [9]) enabling analyzeability.

The AADL standard indicates that a thread’s application code is organized
into entry points (e.g., subprograms that are invoked from the AADL run-time).
For example, the Initialize Entry Point (InitEP) is called during the system’s
initialization phase, the Compute Entry Point (ComputeEP) is called during the
system’s “normal” compute phase. The behavior of entry point application logic
is formalized in an App record as constraints on the thread state variables and
the application port state.
record ′a App =

appInit :: ′a VarState ⇒ ′a PortState ⇒ bool
appCompute :: ′a VarState ⇒ ′a PortState ⇒ DispatchStatus ⇒

′a VarState ⇒ ′a PortState ⇒ bool

The definitions indicate that a thread’s ComputeEP behavior relates its input
application port state, variable state, and dispatch status, to output application
port state and possible updated variable state. The Initialize entry point has no
“inputs”; it simply provides initial values for the output application port state
and variable state. These definitions are strongly aligned with the GUMBO con-
tract language for AADL. [21] illustrates how the Logika SMT-based verifier
can automatically verify that a thread’s component entry point code conforms
to thread contracts. Alternatively, property-based testing can test that imple-
mentations conform to executable versions of the contracts [18]. Semantically,
the contracts for each thread collectively give rise to contraints on the thread
state as typed above. In a preliminary investigation, we have hand-translated
GUMBO contracts into Isabelle using a shallow embedding. A fully automated
translation of contracts will eventually enable us to carry out Isabelle proofs of
system properties based on component behaviors derived from contracts that
have been tested or proven, e.g., by Logika, to correctly summarize component
behavior code.

Each thread is associated to its application logic behavior via a mapping
from CompIds to Apps.
type-synonym ′a CIDApp = (CompId , ′a App) map

As one example of a number of well-formed state properties, threads must
only access their thread-local variable and port states as specified in the Model.
This can be exspressed for a CIDApp ca, a Model m, a thread component c of
the model m and an application a with a = ca $ c,
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∀ vs ps d ws qs. appCompute a vs ps d ws qs −→
(∀ v . v ∈ dom vs ∪ dom ws −→ isVarOfCID m c v)

We wish to distinguish the specifications that the developer supplies for an
application (e.g., model information and thread application logic) from the state
and execution logic of the AADL run-time and underlying execution platform.
Accordingly, we introduce a record type AppModel for developer-supplied infor-
mation that aggregates the structural model information (Model) and behav-
ior specifications for each thread (CIDApp). Further separating the developer’s
structural specifications and behavior specifications permits AADL-HSM to sup-
port an approach for model refinement where the structural model remains
unchanged but the application logic can be considered at different abstraction
levels.
record ′a AppModel =

appModel :: Model

appModelApp :: ′a CIDApp

Finally, the system state includes thread states (systemThread), the state of
the communication substrate infrastructure (systemComms), and information
for phasing and scheduling as discussed in Sect. 5.
record ( ′u, ′a) SystemState =
systemThread :: (CompId , ′a ThreadState) map
systemComms :: ′u
systemState :: (CompId , ScheduleState) map
systemPhase :: Phase
systemExec :: Exec

datatype Phase =
Initializing | Computing

datatype ScheduleState =
Waiting | Ready | Running

datatype Exec =
Initialize CompId list |
Compute CompId

systemComms is designed as an abstraction that can be instantiated to
specific behavior rules based on the nature of a particular deployment plat-
form (e.g., distributed communication via middleware, local communication via
shared memory) and even different fault models regarding message loss, reorder-
ing, etc. This also supports the AADL standard’s philosophy of not specifying
precisely the implementation of communication, but instead constraining it (or
stating assumptions about it), using various model properties. We only require
particular instantiations to provide operations comPush and comPull to push
data into the substrate and pull data out of the substrate. The two operations
share the same signature. Taking the substrate state ′u, a port state of a com-
ponent ′a Portstate and the port connections Conns, they yield a set of possible
updates to the substrate and the port state. The signatures are symmetric and
pass all available information to achieve a high degree of freedom for different
instantiations.
record ( ′u, ′a) Communication =

comPush :: ′u ⇒ ′a PortState ⇒ Conns ⇒ ( ′u × ′a PortState) set

comPull :: ′u ⇒ ′a PortState ⇒ Conns ⇒ ( ′u × ′a PortState) set

The least constraining substrate CommonComm permits any amount of
pushing into and pulling out of the substrate (including doing nothing) that
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respect the queue capacities of the ports. The representation follows that of [22],
storing tuples (p, v, p ′, t) where p is the sending port, v is a value, p ′ is the
receiving port and t is a token that gives a unique identity to each message in
the substrate. CommonComm does not impose any ordering of messages in the
substrate.
definition CommonComm :: ((PortId ∗ ′a ∗ PortId ∗ nat) set , ′a) Communication

where CommonComm = (| comPush= . . . , comPull= . . . |)
The motivation for this approach to expressing the substrate is to support

verification of very basic properties using CommonComm and require other sub-
strates to refine it. In particular, well-formedness properties of the state should
be inherited from CommonComm so that they do not have to be proved for other
more specific substrates related to specific AADL execution and communication
models (e.g., AADL’s distinction between delayed and immediate communica-
tion).

5 System Behavior and Properties

As noted in [19], the current AADL standard underspecifies coordination
between threads and the underlying scheduling and communications. The stan-
dard uses hybrid automata to specify constraints and timing aspects on the oper-
ational life-cycle of a thread (e.g., through initialization, compute, and finaliza-
tion phases, along with mode changes and error recovery). Guarded transitions
in the automata correspond to checks on the thread state, interactions with the
scheduler, etc. Since the focus of the automaton is on a single thread, broader
aspects of the system state, including the scheduling dimension and communi-
cation substrate, are not reflected in the standard.

In addition to specifying how HAMR interprets these concepts from the stan-
dard, AADL-HSM embodies a proposal to the broader AADL community for
how these concepts may be formalized. Reflecting the standard’s emphasis on
the thread operational life-cycle, AADL-HSM first presents rules2 correspond-
ing to transitions in the standard’s automata.3 One important contribution of
our work that supports reasoning about component and system behaviors is a
formalization of application logic (which was not addressed in the standard) in
the definition of a thread’s execution steps.
Thread Behavior: The following rules illustrate some of the key aspects of
thread execution. The AADL standard specifies that system execution is orga-
nized into (a) an initialization phase during which thread Initialize entry points
are executed to initialize thread local variables and output ports and (b) a com-
pute phase in which thread Compute entry points are executed according to

2 The rules are defined inductive to have access to the associated proof support that
Isabelle offers. Sequences of transitions are modeled by transitive closure of the rules.

3 Our life-cycle steps are simplified because we omit AADL mode switching and error
recovery since HAMR does not currently support these features.
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the scheduling policy. We divide the thread execution step rules to match this
phasing.

The main rule for thread execution in the initialization phase shown below
“lifts” the thread application logic (which only constrains the thread local vari-
ables tvar and application’s view of output ports appo) to the entire thread
state.
inductive stepInit for a :: ′a App and t :: ′a ThreadState

where initialize: appInit a vs ps =⇒ stepInit a t (t(| tvar := vs, appo:= ps |))
The main rule for thread execution in the compute phase is shown below. The

rule is parameterized on several auxiliary elements. t is the thread state for the
thread undergoing a transition. Given the input infrastructure port state (infi)
for the thread, the function cd computes a set of dispatch status for the thread
– indicating the possible scenarios in which it is dispatchable. We realize cd as
a collection of Isabelle functions that formalizes the informally described rules
in the AADL standard for thread dispatch. ap is the application logic for the
thread. ca is a relation indicating that transitions between the thread’s schedul-
ing state (roughly corresponding to states in the life-cycle diagrams presented in
the AADL standard). The three rules dispatch, compute, and complete are con-
strained to follow the life cycle evolution order. dispatch moves an enabled thread
from its “waiting for dispatch” state to be ready for execution. The receiveIn-
put auxillary rule formalizes the AADL RTS Receive Input as shown in Fig. 2
used to move incoming data from the infrastructure ports of thread (infi) into
the view of the application logic (in appi) The specific ports to receive data
on are retrieved from the dispatch status via the dispatchInputPorts function
(see [19] for a detailed discussion). The compute rule represents the execution
step of thread task, and relationship between application input ports, variables,
dispatch status, and output ports is determined by the application logic. In the
post state, the input application port state is cleared. The complete rule releases
the output port contents to the infrastructure, and moves the thread back to the
waiting state. Together, the rules integrate the Receive Input RTS, the applica-
tion logic, and Send Output RTS, to realize the Read Inputs; Compute; Write
Outputs pattern described in Sect. 4.
inductive stepThread for cd :: ′a PortState ⇒ DispatchStatus set

and pk :: PortId ⇒ PortKind
and ap :: ′a App
and ca :: ScheduleState ∗ ScheduleState
and t :: ′a ThreadState where

dispatch: [[ ca = (Waiting , Ready); dsp ∈ cd (infi t); dsp 
= NotEnabled ;
receiveInput pk (dispatchInputPorts dsp) (infi t) (appi t) infi ′ appi ′ ]]

=⇒ stepThread cd pk ap ca t (t(| infi := infi ′, appi := appi ′, disp:= dsp |)) |
compute: [[ ca = (Ready , Running); appCompute ap (tvar t) (appi t) (disp t) ws qs ]]

=⇒ stepThread cd pk ap ca t (t(| tvar := ws, appo:= qs,
appi := clearAll (dom (appi t)) (appi t) |)) |

complete: [[ ca = (Running , Waiting); sendOutput (appo t) (info t) appo ′ info ′ ]]
=⇒ stepThread cd pk ap ca t (t(| appo:= appo ′, info:= info ′,

disp:= NotEnabled |))
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System Behavior: The following rules illustrate some of the key aspects of
system execution. This presentation is a significant evolution in design beyond
the non-mechanized rule excepts in [19]. The rules are parameterized on the
combined model structure and application logic, the semantics for the commu-
nication substrate, and the system state. To connect with how AADL / HAMR
was applied on the recent DARPA CASE project with Collins Aerospace, we
show a variant of the rules instantiated to a static cyclic scheduling regime
where sc is a data structure specifying the schedule.
inductive stepSys for am :: ′a AppModel

and cm :: ( ′u, ′a) Communication
and sc :: SystemSchedule
and s :: ( ′u, ′a) SystemState where

initialize: [[ isInitializing s; systemExec s = Initialize (c#cs);
stepInit (appModelApp am $ c) (systemThread s $ c) t ]]

=⇒ stepSys am cm sc s (s(| systemThread := (systemThread s)(c �→t),
systemExec:= Initialize cs |)) |

switch: [[ isInitializing s; systemExec s = Initialize []; c ∈ scheduleFirst sc ]]
=⇒ stepSys am cm sc s (s(| systemPhase:= Computing ,

systemExec:= Compute c |)) |
push: [[ isComputing s; systemThread s c = Some t ;

(sb, it) ∈ comPush cm (systemComms s) (info t) (appModelConns am) ]]
=⇒ stepSys am cm sc s (s(| systemComms:= sb,

systemThread := (systemThread s)(c �→(t(| info:= it |)))|)) |
pull : [[ isComputing s; systemThread s c = Some t ;

(sb, it) ∈ comPull cm (systemComms s) (infi t) (appModelConns am) ]]
=⇒ stepSys am cm sc s (s(| systemComms:= sb,

systemThread := (systemThread s)(c �→(t(| infi := it |)))|)) |
execute: [[ isComputing s; systemExec s = Compute c; c ′ ∈ scheduleComp sc $ c;

stepThread (computeDispatchStatus (appModel am) c)
(appModelPortKind am) (appModelApp am $ c)
(systemState s $ c, a) (systemThread s $ c) t ]]

=⇒ stepSys am cm sc s (s(| systemThread := (systemThread s)(c �→t),
systemState:= (systemState s)(c �→a),

systemExec:= Compute c ′ |))
The initialize rule can apply when the system is in the initialization phase

(isInitializing s): executing the Initialize Entry Point code of a thread component
with id c, is represented by applying the application logic thread using the
previously defined stepInit rule. Given that the Initialize entry point code does
not read any state values, we are able to formally prove that the ordering of
threads given by the thread id initialization list Initialize cs is irrelevant. The
switch rule moves the system from initialization phase to the compute phase
when the thread initialization list is empty.

Within the compute phase (isComputing s), in this most general (i.e., most
abstract) version of the semantics, we do not constrain communication steps to
a particular system schedule, which corresponds to the expected behavior, e.g.,
when using an independent middleware framework like the OMG Data Distri-
bution Service (DDS) with its own notion of threading to move data between
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components. Thus, rules for moving data onto the communication substrate from
a thread’s output infrastructure ports (push) and for moving data off of the com-
munication substrate to a thread’s input infrastructure ports (push) are allowed
to interleave arbitrarily with the execution steps of a thread (execute). In the
execute rule, the thread with id c that appears next in the static schedule is
stepped using the stepThread rule. The system state is updated to reflect the
updated thread state, system state, and next thread component to be scheduled.

As indicated in Sect. 4, these rules are designed to be abstract, with various
properties being provable about the most general case, but then refined to more
specific notions of execution where stronger properties can be proved. For exam-
ple, the most general communication rules do not guarantee message delivery,
or any notion of delivery fairness.

Given the rules above, notions of transitive system transitions and reachable
states can be defined as follows.
definition stepsSys where stepsSys am cm sc = (stepSys am cm sc)∗∗

definition reachSys where
reachSys am cm sc y ≡ ∃ x . initSys (appModel am) x ∧ stepsSys am cm sc x y

Property Framework: Following the semantics definitions above, properties
of AADL models can be verified starting provided definitions of application logic
(e.g., as might be automatically derived from AADL GUMBO contracts for each
thread component). For instance, each application might establish some property
P as described by appInitProp.
definition appInitProp where

appInitProp a P ≡ ∀ s ′ p ′. appInit a s ′ p ′ −→ P (s ′, p ′)

This implies that a family of such properties P c must be established for all
thread components c on system level.
definition sysInitProp where sysInitProp am P ≡ ∀ c ∈ appModelCIDs am.

∀ t t ′. stepInit (appModelApp am $ c) t t ′ −→ P c (tvar t ′, appo t ′)

A lemma of the accompanying theory characterises this relationship between
application initialisations more precisely. Given a well-formed AADL instance
model, a family of system initialisation properties is established, if we can prove
that each initialisation establishes one of those. The latter is described as a
family of verification conditions that must be established for the property on
the system level to hold.
lemma initSysFromApps:

assumes wf : wf-AppModel am

and vc:
∧
c. c ∈ appModelCIDs am =⇒ appInitProp (appModelApp am $ c) (P c)

shows sysInitProp am P

This approach permits to reason as much as possible locally on the level of
applications lifting these properties to the system level, ignoring its complexity at
this stage. One can proceed similarly with the computation parts of applications,
starting with application properties, and so on.
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definition appInvProp where appInvProp a I P ≡
∀ x x ′ d p p ′. I x ∧ appCompute a x p d x ′ p ′ −→ I x ′ ∧ P (x ′, p ′)

Supporting theories, e.g., on queues and states (i.e., maps to values or queues)
are developed that are used to prove properties of the semantics. For instance,
the proof that the order of the thread initialisations is irrelevant uses a theory
on “merging” states that provides commutative merging operators on states. In
this paper we focus on the presentation of the semantics and do not have space
to discuss supporting theory.

6 Related Work

This work is part of a broader effort by members of the AADL community to
increase the scope and precision of the modeling language’s semantic definition.
Most closely related is the work by Hugues et al. [22] that provides a mechaniza-
tion of AADL model structures and standardized property (attribute) sets in the
Coq proof assistant. A key goal of this ongoing work is to organize and document
modeling language features to support the AADL standard committee and stake-
holders, and the lay a foundation for eventually incorporating the formalism in
the standard itself. The paper [22] focuses on syntactic and structural elements,
but an accompanying open source repository also includes a number of inter-
esting extensions and auxiliary material such as connections to Coq-specified
real-time scheduling algorithms and initial work on representing the semantics
of AADL threads in a Coq formalization of the DEVS discrete event simulator
input language syntax. Our work is complementary in that it concentrates less
on the structural aspects of AADL, but more on formalizing the execution state
and run-time services (while clarifying aspects of these presented in the stan-
dard) to enable traceability and eventual proofs of correctness of AADL-driven
code generation and run-time libraries. Other differences include our formaliza-
tion of application logic and our initial framework for property-based reasoning
(which are not present in [22]). This provides the foundation for future proofs of
soundness of AADL contract languages such as GUMBO [21] and for mapping
contracts down into code (e.g., as needed to fully justify property-based based
testing against AADL model-based contracts as presented in our recent work
[18]). Finally, we have placed more of an emphasis on designing aspects of the
formalism as abstractions that can be formally refined towards specific platform
and middleware semantics. There is no barrier to a deeper merging of the lines
of work in either Coq or Isabelle.

While the above work has focused on mechanizations of AADL in theorem
provers, there are many other contributions to the formal specification, analysis,
and verification of AADL models and annexes. These works, whether implicitly
or explicitly, identify a target model checker or simulation framework with its
own semantics, and then encode aspects of AADL into the semantics of the
target framework. Some contributions focus on static semantics of models [4,31]
while others consider run-time behavior and use model translation to extract
executable specifications from AADL models, e.g., [6,7,10,16,33]. Rolland et al.
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[27] formalized aspects of AADL’s coordination and timing behavior through the
translation of AADL models into the Temporal Logic of Actions (TLA+) [25].
Many related works formalize a subset of AADL (e.g., for synchronous systems
only) or focus on analyzing an aspect of the system, such as schedulability [30],
behavioral [8,32], or dependability analyses [13].

7 Conclusion

The mechanized semantics that we have presented for AADL execution is sub-
stantial, and it provides a foundation for designing and verifying infrastructure
for AADL-aligned model-driven development. Its immediate impact is realized
in the HAMR framework, which is being used in a number of industrial research
projects. It complements other recent work [22] on mechanized AADL semantics
by providing specifications and proofs for run-time state, including formaliza-
tions of key aspects of AADL run-time services, as well as property frameworks
for component-level and end-to-end system reasoning. A valuable contribution is
the holistic integration of these semantic aspects (component and system state,
contracts, run-time services) to better support clean design and integration of
accompanying tooling including contract-based verification of components [21],
property-based testing of components [18], and multi-platform code generation
[17]. Our approach emphasizes setting up abstract definitions, e.g., for commu-
nication, contracts, scheduling, that can subsequently be specialized via formal
refinement to definitions for particular platforms and deployment scenarios.

AADL is a large modeling language, and we treat only a subset – chosing
to omit at present more complicated features such as AADL modes and error
recovery. In particular, we hope to include in the near future notions related
to timing to be able to provide an interpretation for AADL’s timing-related
properties and to justify contract language features for time. We have found
it challenging enough to obtain a formalization for our selected features and
align them with our experience in code generation for multiple platforms and
our implementation of contract-based verification and testing. We believe that
our scope is reasonable because it aligns with features that have been used
to support US defense-related research projects at Collins Aerospace that use
AADL and HAMR to implement, e.g., prototypes of subsystems for the CH-47
Chinook military helicopter platform [11]. One aspect of our current formalism
includes showing how the static cyclic scheduling used on those projects could
be incorporated with other dimensions of the semantics.

8 Future Work

This work lays for the foundation for several important next steps.

Mechanized Proofs of Soundness for GUMBO Contract Framework:
In previous work, Hatcliff et al. developed the AADL contract language that
enables compositional reason about AADL systems. GUMBO is supported by
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both SMT-based verification [21] and property-based testing [18] tools that can
be used to demonstrate that component application code written in the Slang
subset of Scala [26] conforms to GUMBO contracts. GUMBO is inspired by ideas
from the AGREE [12] and BLESS [24] but puts a greater emphasis on aligning
with the AADL run-time semantics and threading structure and with enabling
application code to be verified against model-level component contracts. We are
building the contract representations in AADL-HSM to formalize the semantics
of GUMBO component contracts and to enhance the current notions of com-
positionality in GUMBO to support system-level properties and proofs. This
includes both proving the soundness of the verification condition generation for
SMT-based reasoning [21] as well as the generation of executable contracts used
in the accompanying property-based testing framework [18]. We are extending
the HAMR generation of Isabelle AADL-HSM artifacts to include translation
of GUMBO contracts. Although this would allow system properties of AADL
models to be proved directly in Isabelle, we believe that greater end-user usabil-
ity will be achieved if we use experience with the Isabelle-based definitions to
design and prove the soundness of a highly automated deduction framework for
application logic composition that would be incorporated as an extension to the
Logika verification framework [26] (allowing developers to work directly in indus-
trial IDEs instead of in Isabelle). AADL models and contracts from the Open
PCA Pump medical device project [20] are being used as a driver for this work.
It also seems possible to use AADL-HSM to address soundness of AADL-level
contracts for secure information flow [2,3].

Guidance for New Platform Backends: HAMR backends for seL4 and Linux
are being refined and extended in ongoing industry projects. We are working on
AADL-HSM extensions that specify the semantics of the AADL run-time at
lower levels of abstraction corresponding to the different HAMR-based imple-
mentations on specific platforms. We intend that the AADL-HSM design will
enable us to show these lower-level mechanization to be formal refinements of
the general specifications. We are particularly interested over the long term in
developing refinements to the Isabelle-based specifications of seL4. Our previous
and ongoing collaborations with the seL4 team at ProofCraft and University
of New South Wales on the DARPA CASE project are enabling preliminary
planning for this effort [5].

Traceability and Correctness of HAMR Code Generation: Many aspects
of HAMR code generation are already aligned with our semantics, e.g., one can
inspect the data types for HAMR’s port state and thread state and the imple-
mentation of AADL RTS and observe the correspondence with AADL-HSM
specifications. We are continuing to refactor both HAMR code generation to
achieve stronger traceability, as well as the ability to translate arbitrary HAMR
run-time states (as captured via logging) into Isabelle. Our ultimate and rather
ambitious aim is to prove the soundness of HAMR code generation with respect
to AADL-HSM. This would require utilizing, e.g., the C mechanized semantics
infrastructured used in the seL4 proof base. HAMR code generation is factored
through Slang [26] (a safety-critical subset of Scala support by the Logika veri-
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fier). Some aspects of the HAMR AADL run-time, e.g., the thread dispatch logic
are written in a purely functional subset of Slang, while other sections (e.g., run-
time service implementations) are amenable to Logika specification and verifi-
cation. As a nearer-term goal, we are investigating translating purely functional
Slang into Isabelle functions and making a stronger connection between Logika
specifications and verification conditions and our Isabelle definitions.
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Abstract. Deciding how data should be transferred among Web services
is an important part of their architecture design. Basically, each piece
of data is transferred in either PUSH or PULL style. The architect’s
selection of data transfer methods generally has a great impact on both
the overall structure and performance of Web services. However, little
work has been done on helping architects to select suitable data transfer
methods. In this paper, we present a formal model to abstract some parts
of Web services architecture that are not affected by the selection of data
transfer methods, and based on the model, we propose an architecture
level refactoring for changing data transfer methods. Also, we present an
algorithm to generate prototypes of Web services from the architecture
model and selected data transfer methods, and proved the correctness of
the algorithm. Furthermore, we developed a tool that provides a graph-
based UI for the refactoring and can generate executable prototypes of
Web services. To evaluate our method, we conducted case studies for
several Web applications and confirmed that the generated prototypes
can be used to estimate the performance.

Keywords: Web services architecture model · PUSH/PULL data
transfer · Architecture model refactoring

1 Introduction

Many kinds of data are created, changed and transferred among Web services.
Between two Web services, each piece of data is basically transferred in either
PUSH or PULL style. In PUSH-style, the source side service sends data to the
destination side one as a parameter of an API call, but in PULL-style, the
destination side one gets data from the source side one as a response of an API
call. Generally, selection of data transfer methods has a great impact on both
the overall structure and performance of Web services. However, little work has
been done on helping architects to select suitable data transfer methods.

In this paper, we present a formal architecture model to support selection of
data transfer methods among Web services. Before explaining the model, first,
we think about the meaning of selection of data transfer methods. For example,
consider the case of transferring data from service A to service B. If PUSH-style
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has been selected for the transfer, then B’s API is called by A and the control
flows in the same direction of the data-flow, but in PULL-style, A’s API is called
by B and the control flows in the reverse direction. Therefore, selection of a data
transfer method corresponds to selection of the direction of the control-flow.

If some ‘control-independent’ parts of Web services architecture can be spec-
ified before selecting data transfer methods, then their selection and reselection
tasks will be simplified. However, many formal architecture models [1,6,8] can-
not be used for the purpose because they are basically process-centric and the
process based descriptions are control-dependent. Here, by control-dependent,
we mean that the model contains some information about control-flow and its
descriptions are affected by a change of the structure of control-flow. Therefore in
this paper, we introduce a formal architecture model in which control-dependent
information is abstracted away. To make the model control-independent, each
component of the model is assumed to have no temporal state and no internal
transition. Therefore in the model, every state transition of every component is
always observable and the states of all components are assumed to be changed
synchronously. On the basis of the architecture model, selection of data trans-
fer methods is regarded as addition of the information about the directions of
control-flow to the model, and at least at the architecture level, the data transfer
methods can be refactored simply by changing the added information. In this
paper, we present an algorithm to generate a prototype of Web services from
our architecture model and the added information, and prove the correctness
of the algorithm. We also designed a simple architecture description language
(ADL for short) to specify the architecture model, and developed a tool that
can read a model file written in the ADL, provides a graph-based UI to select
data transfer methods and can generate executable JAX-RS prototypes so that
they are used to estimate the impact of selection of data transfer methods on
the performance. To evaluate our method, we conducted case studies for several
simple Web applications and confirmed that the generated prototypes can be
used to estimate the performance.

2 Motivating Example

First, we show an example of Web services in which data transfer methods can
be changed to PUSH or PULL-style. The subject services are simple weather
observation services (in the following, WOS for short). For the simplicity, we
assume that the services deal with only a single weather station. The functional
requirements are as follows. Whenever the station observes the weather, the
temperature in Fahrenheit is measured and that in Celsius is instantly calculated
from the measured temperature. At the same time, the value of the highest
temperature (in Fahrenheit) is updated using the measured temperature. In
addition, the highest temperature is reset every time a date changes.

Here, assume that the services are planned to be constructed as RESTful
[3] Web services and consist of three resources; the temperature in Fahrenheit
(denoted by temp_f), the temperature in Celsius (denoted by temp_c) and the
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Fig. 1. Dataflow Graph of WOS System

Fig. 2. Possible Implementations of Data Transfer in WOS System

highest temperature (denoted by highest). We show the data-flow among the
resources in Fig. 1. In a RESTful style of architecture, each resource corresponds
to a piece of information on the Web that can be identified by a URI. Each
resource can provide HTTP methods such as GET, PUT, POST and DELETE.
The GET method is assumed to be safe, which means that the state of the
resource is not changed by applying the method, and the GET, PUT and
DELETE methods are assumed to be idempotent, which means that its mul-
tiple applications to the resource cause the same effects on the resource as its
single application. Typically, the GET method is used to obtain the state of a
resource, and the PUT and POST methods are used to update the state of a
resource.

First, consider to implement the data transfer between the temp_f and
temp_c resources in PUSH-style (see Fig. 2(a)). For each resource, the latest
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state is stored within the resource and its GET method is implemented to return
the state as its response. The method that is used to set a new state to temp_f
is PUT since more than one application of the method does not change its state.
Here, recall that the state of temp_c can be calculated from that of temp_f.
Therefore in PUSH-style, whenever PUT method of temp_f is called, it also
calls PUT method of temp_c so that its internal state is kept up-to-date.

Second, consider to implement the same data transfer in PULL-style (see
Fig. 2(b)). As is the case with the PUSH-style, the latest state of temp_f is stored
within the resource and it is returned by calling its GET method. However in
PULL-style, the latest state of temp_c is not stored anywhere because it can
be directly calculated from that of temp_f. Therefore, GET method of temp_c
always calls GET method of temp_f to obtain its latest state. On the other
hand, PUT method of temp_f does not call any other method.

Last, consider to implement the data transfer between the temp_f and the
highest resources. Its PUSH-style implementation is similar to the above case
(see Fig. 2(c)). However, the state of highest should be updated by POST
method because every application of the method may change its state. The most
remarkable thing about this data transfer is that it cannot be implemented safely
in PULL-style. The reason is that the latest state of highest cannot be calcu-
lated only from that of temp_f. It should be recalculated whenever temp_f is
updated and the previous state of highest is always needed in the recalculation.
Therefore, highest should be notified of every update of temp_f and the latest
state of highest should be stored within the resource. Note that periodic PULL-
style data transfer to poll the latest state of temp_f is not a solution because not
all updates of temp_f may be monitored. With respect to the daily reset opera-
tion of highest, the corresponding method can be implemented as PUT because
the operation satisfies idempotency. By comparing the above implementations,
we can make the following observations.

– Some data transfer method cannot be changed to PULL-style. In
the example of WOS, the data transfer from temp_f to highest cannot be
implemented safely in PULL-style, but that from temp_f to temp_c can be.
Just looking at the data-flow in Fig. 1, we cannot distinguish these properties
of data transfer. To determine the property, we need to know the concrete
relation between the source and destination resources of the data transfer.
Therefore, in the next section, we present a formal model that can represent
the relation among state changes of the relevant resources.

– Some resource’s state should be stored within the resource and
the other ones do not need to be stored. At the implementation level,
the state of a resource may not be stored within the resource even if it is
always observable from the outside of the system and its value can always
be obtained. For example, the state of temp_c is not stored anywhere in the
PULL-style implementation although it is stored within the resource in the
PUSH-style implementation. We can say that the state of a resource should
be stored within the resource if it is updated by PUSH-style transfer.
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– Data transfer methods will affect the non-functional properties of
the services. Selection of the data transfer methods is tightly associated
with the non-functional properties of the services. For example in a PUSH-
style implementation, since the states of the destination resources should
be stored in the memory or storage, it will increase the consumption. The
communication load to update the resource’s state is higher in PUSH-style
than in PULL-style, but that to observe the resource’s state is the opposite.

3 Overview of Architecture Model

In this paper, we present a formal architecture model in which control-dependent
information is abstracted away. In this section, we explain its overview. Its for-
mal definition is given in the next section. As stated in Sect. 1, process based
descriptions are generally control-dependent. For example, consider the case that
process P sends message b in response to receiving message a. In process-based
models like CCS [7], P is modeled as having a halfway state where it has received
a but still has not sent b. From the state, by performing an internal action,
which is unobservable from the outside, P sends b and becomes the next state.
We think such a halfway state and internal action make the computation model
control-dependent. Therefore in our model, each component is assumed to have
no halfway state and no internal transition. In addition, every state transition
of every component is observable and the states of all components are changed
synchronously. In our model, a resource is a software component c that satisfies:

1. c is identifiable from the outside of the system,
2. c seems to have its own state and the state is always observable from the

outside of the system,
3. the state of c changes only when c receives or sends some message.

Note that these are just architecture level assumptions. By adding control-
dependent information to the model, each component can be implemented to
have halfway states and internal transitions.

We illustrate our architecture model based on the WOS explained in the
previous section. In our architecture model, a resource is modeled as a state
transition system whose state is changed by receiving or sending a message. In
several existing architecture models (e.g. [5]), each component is modeled as a
labeled transition system (LTS). However, since the state space of LTS is limited
to finite, it does not have sufficient expressive power to represent many kinds of
data structure such as natural numbers and lists. In addition, LTS is not suitable
for generating a readable program since the state changes will be translated as
a large number of conditional branches. Therefore in our model, we do not limit
the state space of transition systems to finite. For example, we model the state
transition of temp_f by calling its PUT method with parameter x as:

temp_f(f, x) = x.
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Each state transition function takes a state of a resource and a message as its first
and second arguments, and returns its next state. Similarly, the state transition
functions to update temp_c and highest can be modeled as follows.

temp_c(c, x) = (x − 32)/1.8.
highest(h, x) = if(x > h, x, h).

In these definitions, we directly use the name of each resource as the name of
its state transition function, and assume that these resources receive the same
message x synchronously.

The above formulas may seem too concrete to be used in an architecture
model. However, as discussed in the previous section, without knowing the con-
crete relationship between the source and destination resources, it is impossible
to know whether the data transfer method can be changed to PULL-style or
not. For example, consider why the data transfer from temp_f to temp_c can
be implemented in PULL-style. In the above formulas, x corresponds to a new
state of temp_f. As we can see from the formulas, the next state of temp_c (i.e.,
(x − 32)/1.8) can be calculated only from x, but to calculate the next state of
highest (i.e., if(x > h, x, h)), in addition to x, its current state h is also needed.
This difference determines the implementability of data transfer in PULL-style.
More generally, with respect to data transfer from resource s to resource d, if
there exists a homomorphism that maps the state transition of s to that of d,
then the data transfer can be implemented in PULL-style (see Sect. 5.3 for the
detail). For example with respect to the data transfer from temp_f to temp_c,
a function h(x) = (x − 32)/1.8 is a homomorphism since it satisfies:

h(temp_f(f, x)) = h(x) = (x − 32)/1.8 = temp_c(h(f), x).

By using h, the data transfer can be implemented in PULL-style. On the other
hand, since there is no homomorphism from the state transition of temp_f to that
of highest, it cannot be implemented in PULL-style. In this way, whether each
data transfer can be implemented in PULL-style or not can be determined by
comparing the state transition functions of the source and destination resources.

To make the source side and the destination side state transition functions
comparable, in our architecture model, the formulas that define these functions
are grouped by a channel. A channel is defined for each data transfer, and in
each channel, we assume that the states of the source and destination resources
are changed synchronously by the same message on the channel. Each channel
is assumed to have three ports; the input, output and reference ports, and the
source and destination resources are assumed to connect to its input and output
ports, respectively. The state of a resource connected to the reference port does
not change by the message on the channel. Semantically, these assumptions mean
that a message is transferred from the input side and reference side resources to
an output side one through the channel instantaneously, and the state change
on the input side resource, the data transfer and the state change on the output
side resource are all synchronized. Such assumptions make the architecture model
capable of representing data-flow but independent of control-flow. Here, assume
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that data from temp_f to temp_c is transferred through a channel named c1.
Then, in our architecture model, the data transfer can be represented as:

temp_fc1,I(f, y) = y,

temp_cc1,O(c, y) = (y − 32)/1.8.

In these formulas, the superscript of each function consists of the channel and
its port I, O or R that the resource connects to. In this data transfer, y is the
transferred message from temp_f to temp_c on channel c1 and the message is
calculated from the next state of temp_f, which is the input side resource of c1.
In general, multiple resources can connect to the input and reference ports of a
channel, and a message on the channel is calculated from the current and next
states of the input side resources and the current states of the reference side
resources. For example, consider the following channel c.

pos_xc,I(x, 〈dx, dy〉) = x + dx = x′,
pos_yc,I(y, 〈dx, dy〉) = y + dy = y′,

distancec,O(d, 〈dx, dy〉) = d +
√

dx2 + dy2 = d′.

The input side resources pos_x and pos_y represent the 2D position of something
and the output side resource distance represents its travel distance. In this
case, the message 〈dx, dy〉 is calculated from x, x′, y and y′ as 〈x′ − x, y′ − y〉.
However, such a calculation may seem counterintuitive because the constraints
that the calculation requires are a kind of inverse mapping of the input side
state transition functions but the given constraints are in the form of state
transition functions themselves. The reasons why we define such constraints for
each channel separately and in the form of state transition functions are as
follows.

– Since the massages sent on each channel generally differ depending on the
channel, the input side constraints used to calculate the messages also differ
depending on the channel, and should be defined separately.

– As stated before, to determine the changeability of the data transfer method
to PULL-style, both the input side and output side constraints should be
given in the state transition function form.

– When multiple resources connect to input and/or reference ports, as an
inverse mapping, the constraints must be given in a multi valued inverse
mapping for each resource (e.g., x, x′ �→ 〈x′ − x, dy〉 for pos_x), or a
single valued inverse mapping of all input/reference side resources (e.g.,
x, x′, y, y′ �→ 〈x′ − x, y′ − y〉). However, both definitions also seem counterin-
tuitive.

– If both the input side and output side constraints have the same form, then
flipping their sides can flexibly be done.

The interactions between the system and its environment except for the observa-
tion of each resource’s state are done through special channels for input events.
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Table 1. Connection between Channels and Resources in WOS

Channel Input side resource Output side resource

cevt1 temp_f

cevt2 highest

c1 temp_f temp_c

c2 temp_f highest

Fig. 3. Data Transfer Architecture Model of WOS

The observation of the state is assumed to be done directly from the environment
without going through any channel.

In the following, we explain how the whole WOS can be modeled as an
architecture model. In this example, we use channels cevt1 , cevt2 , c1 and c2, and let
cevt1 and cevt2 be event channels. We show the connection between the resources
and the channels in Table 1. The state transition functions of the resources are
defined in Fig. 3. In our model, the state transition function of the same resource
seems to be multiply defined in different channels, but they are just different
images of the same function. Therefore, the first arguments of them and their
function values are always identical, respectively. For example in Fig. 3, always
x = y = z holds. The whole system reacts in response to a message from the
environment through an event channel. For example, if message 68 is input to
the WOS through channel cevt1 , then temp_fcevt1 ,O(f, 68) is evaluated and the
next state of temp_f is shown to be 68. Since temp_fcevt1 ,O, temp_fc1,I and
temp_fc2,I are different images of the same function, we have x = y = z = 68.
By these equations, both messages sent on c1 and c2 become 68. Finally, the
states of temp_c and highest respectively become 20 and 68 if the previous
state of highest is less than 68.

4 Data Transfer Architecture Model

4.1 Basic Definitions

We define a data transfer architecture model as R = 〈R,C, ρ,D, τ, μ,Δ, s0〉
where:
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– R: a finite set of resources,
– C: a finite set of channels,
– ρ (ρ : C × {I,O,R} → 2R): a connection map that maps a channel and its

port (input, output or reference) to the set of all connecting resources,
– D: a finite/infinite set of data values,
– τ (τ : R → 2D): a map from a resource to the set of its all states,
– μ (μ : C → 2D): a map from a channel to the set of all messages that can be

transferred on the channel,
– Δ = 〈δc,d

r 〉c∈C,d∈{I,O,R},r∈ρ(c,d): a finite set of state transition functions,
– s0: the initial state (s0(r) ∈ τ(r) for each r ∈ R).

The details of the model will be explained in the following.

4.2 Resource and Channel

A resource is a component that seems to have its own state and the state is always
observable from the outside of the system. The set of all resources within the
system is denoted by R. In this paper, we assume that the number of all resources
is fixed and no resource is either created or deleted at runtime. However, each
resource can have an infinite state space. A channel is used to synchronize the
state changes in relevant resources. The set of all channels in the system is
denoted by C. Each channel in C can have one input, one output and one
reference ports, and to each port, an arbitrary number of resources can connect.
For each channel c ∈ C, ρ(c, I), ρ(c,O) and ρ(c,R) represent the sets of all
resources that connect to the input, output and reference ports of c, respectively.
These sets are assumed to be disjoint. For simplicity, we call r ∈ ρ(c, I), r′ ∈
ρ(c,O) and r′′ ∈ ρ(c,R) an input side, output side and reference side resources
of c, respectively. If the state of an input side resource of a channel c is changed,
then a message m is sent on c and the state of an output side resource of c
is changed by receiving m. C always contains non-empty set Cevt. Every event
channel cevt ∈ Cevt has no input side resource, that is, ρ(cevt, I) = ∅.

4.3 States and Messages

In our architecture model, a data value is either a state of a resource or a message
on a channel. The set of all data values is denoted by D. For each resource r ∈ R,
τ(r) represents the set of all possible states of r, and for each channel c ∈ C, μ(c)
represents the set of all possible messages that can be transferred on c. For each
c ∈ C, an identity element ec ∈ μ(c) that represents no operation is defined.

4.4 State Transition Functions

Δ is a finite set of state transition functions. It contains exactly one function for
each connection of a resource to a channel. If a resource r connects to d side of a
channel c (that is, r ∈ ρ(c, d)), then we denote the corresponding state transition
function by δc,d

r : τ(r) × μ(c) → τ(r). Each function takes a previous state of
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r and a message on c as the first and second arguments, and returns the next
state of r. For each c ∈ C and r ∈ R, δc,O

r is always total and single valued, δc,I
r

may be partial and/or multi valued, and δc,R
r is always multi valued and may

be partial. Especially for δc,I
r and δc,R

r , a more explanation would be needed. If
δc,R
r (x, y) = z holds, then the value of y is always uniquely determined from the

value of x regardless of the value of z, and thus δc,R
r is multi valued and may

be partial. On the other hand, if δc,I
r (x, y) = z holds, then there can be some

constraint on y and z such that the value of y is uniquely determined from the
value of z, and thus δc,I

r may be multi valued and may be partial. For example,
consider δc,I

history(h,max(h2)) = h2 where history is a resource whose state is a
list of something and max(x) is the maximum value of the elements in list x. In
this case, h2 is not uniquely determined from h and max(h2), and δc,I

history is multi
valued. For a channel c ∈ C, let {r1, . . . , rl} = ρ(c, I), and {r′

1, . . . , r
′
k} = ρ(c,R).

Then, to guarantee that a message on c can always be calculated from the current
and next states of input side resources and the current states of reference side
resources, there must be a message generation function δ−1,c that satisfies for
any sr1 ∈ τ(r1), . . . , srl

∈ τ(rl), sr′
1

∈ τ(r′
1), . . . , sr′

k
∈ τ(r′

k),

m = δ−1,c(sr1 , δ
c,I
r1
(sr1 ,m), . . . , srl

, δc,I
rl
(srl

,m), sr′
1
, . . . , sr′

k
). (1)

4.5 Dataflow Graph and Validity of Architecture Model

For a given data transfer architecture model R, a dataflow graph is a directed
graph GR = (NR, NC , E) such that NR = R, NC = C and E = {〈c, r〉 | c ∈
C, r ∈ ρ(c,O)} ∪ {〈r, c〉 | c ∈ C, r ∈ ρ(c, I)}. For each event channel c ∈ Cevt, a
dynamic dataflow graph is the maximum subgraph GR,c of GR such that every
node in GR,c is reachable from node c ∈ NC . We say R is valid when all of the
following conditions are satisfied.

– GR has no strongly connected component.
– For any event channel cevt ∈ Cevt, GR,cevt is a directed tree.
– For any channel c ∈ C and r ∈ ρ(c,R), if r is contained in GR,cevt , then r is

a descendant of c on GR,cevt .

4.6 State Transition of the Whole System

A state of the whole system is a composition of states of all resources. We model
a state s of the whole system as a map from the resources to their states. That
is, for each resource r ∈ R, s satisfies s(r) ∈ τ(r). Also the initial state s0 of the
system satisfies the same condition.

The whole system reacts in response to a message from the environment
through an event channel. More specifically, if the state of R changes from s

to s′ by receiving a message m on cevt ∈ Cevt, then we write s
〈m,cevt〉→

R
s′, and

the state change is possible if and only if there exists a message assignment
π : C → D such that:
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– for every c ∈ C, π(c) ∈ μ(c),
– π(cevt) = m,
– for each c ∈ C, if c is contained in GR,cevt , then for d ∈ {I,O,R} and r ∈

ρ(c, d),

δc,d
r (s(r), π(c))

{
= s′(r) (δc,d

r is single valued)
	 s′(r) (δc,d

r is multi valued),
(2)

– for each c ∈ C, if c is not contained in GR,cevt , then π(c) = ec and s(r) = s′(r)
for each r such that:

• r ∈ ρ(c, I), or
• r ∈ ρ(c,O) and r is not contained in GR,cevt .

For example, with respect to the architecture model explained in Sect. 3,

{temp_f �→ 66.2, temp_c �→ 19,highest �→ 67.1} 〈68,cevt1 〉−→
R

{temp_f �→ 68,

temp_c �→ 20,highest �→ 68} holds since cevt2 is not contained in GR,cevt1
and

there exists a message assignment π = {cevt1 �→ 68, cevt2 �→ ecevt2
, c1 �→ 68, c2 �→

68}. In the following, for an input sequence σ = 〈m1, c1〉 · · · 〈mn, cn〉, we write a

concatenation of transition relations
〈m1,c1〉−→

R
· · · 〈mn,cn〉−→

R
as σ=⇒

R
.

5 RESTful Web Services Generation from Architecture
Model and Selected Data Transfer Methods

As stated in Sect. 3, our architecture model is designed to be control-independent
and not to be affected by changes of data transfer methods. Therefore, based on
the architecture model, selection of data transfer methods is regarded as addition
of the information about control-flow to the model. By adding such information,
a prototype of RESTful Web services can be generated. In this section, we show
a method to generate executable Web services from a data transfer architecture
model and data transfer methods selected by a user. The generated prototype
may be used to estimate the impact of selection of data transfer methods on the
services performance.

5.1 Common Structure of RESTful Web Services for PUSH
and PULL Data Transfer

As RESTful Web services, we consider to generate an executable prototype of
JAX-RS Web application. JAX-RS is a Java API for RESTful Web services. Gen-
erally, a JAX-RS application consists of multiple resource classes, which are Java
classes with some annotations. Let R = 〈R,C, ρ,D, τ, μ,Δ, s0〉 be an arbitrary
data transfer architecture model. Since R has no information about control-flow,
selection of data transfer methods is required to generate a JAX-RS prototype.
Let EPLL be the set of all data transfer methods where PULL-style are selected,
that is, EPLL def= {〈r, c〉 | r ∈ R, c ∈ C, r ∈ ρ(c, I), and the data transfer method
between r and c is PULL-style}. Basically, from R, a JAX-RS prototype PR is
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generated by mapping R to resource classes. For each resource r ∈ R, let Pr be
the resource class corresponding to r. We define InC(r)

def= {c ∈ C | r ∈ ρ(c,O)}
and OutC(r)

def= {c ∈ C | r ∈ ρ(c, I)}. Also for any subset C ′ ⊆ C of chan-
nels, we define InR(C ′) def=

⋃
c∈C′ ρ(c, I) and OutR(C ′) def=

⋃
c∈C′ ρ(c,O). Then,

for any resource r ∈ R, Pr always has one getter (GET), |InC(r) ∩ Cevt| input
(PUT/POST), and at most |InR(InC(r)\Cevt)| update (PUT/POST) methods.

5.2 Generation of PUSH-First RESTful Web Services

Let R be an arbitrary data transfer architecture model. For any data transfer
method in R, we can always select PUSH-style. The JAX-RS prototype that is
generated by selecting PUSH-style for every data transfer method (i.e., EPLL =
∅) is called PUSH-first prototype and written as PPSH

R . In this subsection, we
will explain how to generate PPSH

R from R.
First, for each resource r ∈ R, Pr always has a state field, that is a field to

store its own state. The getter method of Pr is defined as follows.
public TypeOf_r get() {

return this.stateOf_r; // the state field of r
}

Next, let {r1, . . . , rl} = InR(InC(r)). Then, for each j (1 ≤ j ≤ l), Pr has a
cache field of rj , that is a field to store the cache of the latest state of rj .

Last, we define the update and input methods of Pr. Let {r′
1, . . . , r

′
k} =

OutR(OutC(r)) and consider each channel c ∈ InC(r). If c �∈ Cevt, then |InR({c})|
update methods are defined for c. More concretely, for each rj ∈ InR({c}) (here,
j satisfies 1 ≤ j ≤ l), an update method of Pr for rj is defined as follows.

public void update_from_rj(TypeOf_rj rj) {
this.stateOf_r = δc,Or (this.stateOf_r,

δ−1,c(this.cacheOf_r1, this.cacheOf_r1, . . . ,this.cacheOf_rj ,
rj , . . .));

this.cacheOf_rj = rj;
r′
1.update_from_r(this.stateOf_r);

...
r′
k.update_from_r(this.stateOf_r);

}

If c ∈ Cevt, then the input method for c is defined as follows.
public void input_on_c(TypeOf_m m) {

this.stateOf_r = δc,Or (this.stateOf_r, m);
r′
1.update_from_r(this.stateOf_r);

...
r′
k.update_from_r(this.stateOf_r);

}
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5.3 Generation of PULL-Containing Web Services

In this subsection, we consider to change each data transfer method in PPSH
R to

PULL-style. Let r be a resource. For convenience of explanation, we assume that
OutC(r) = {c′} for some c′ ∈ C and let {r′

1, . . . , r
′
k} = OutR({c′}). If 〈r, c′〉 ∈

EPLL, then the generated prototype should satisfy the following conditions.
First, each resource class Pr′

i
(1 ≤ i ≤ k) has no state field and no update

method. The getter method of Pr′
i

is redefined as:
public TypeOf_r′

i get() {
return fr′

i
(. . . , r.get(), . . .);

}
where fr′

i
is a homomorphism that calculates the latest state of r′

i and will be
explained below. Pr′

i
has no cache field of r.

Next, each update method of Pr is redefined as follows.
public void update_from_rj(TypeOf_rj rj) {

this.stateOf_r = δc,Or (this.stateOf_r,
δ−1,c(this.cacheOf_r1, this.cacheOf_r1, . . . ,this.cacheOf_rj ,

rj , . . .));
this.cacheOf_rj = rj;

}
By changing more than one data transfer method in PPSH

R to PULL-style as
the above, we can generate a PULL-containing prototype PR. However, as dis-
cussed in Sect. 2, not all data transfer methods can be safely changed to PULL-
style. In the following, we call the prototype in which as many data transfer
methods as possible are changed to PULL-style PULL-first. In the next section,
we will prove that PPSH

R and any PULL-containing prototype PR are equivalent
if PR and R satisfy the following conditions.

Condition 1. For every resource r ∈ R and channel c ∈ OutC(r), if 〈r, c〉 ∈
EPLL, then for every resource r′ ∈ OutR({c}) and channel c′ ∈ OutC(r′),

1. 〈r′, c′〉 ∈ EPLL,
2. InC(r′) = {c}, and
3. ρ(c,R) = ∅ holds.

Condition 2. For every channel c ∈ C, let {r1, . . . , rl} = InR({c}) and if
〈rj , c〉 ∈ EPLL for some j (1 ≤ j ≤ l), then for each resource r′ ∈ OutR({c}),

s0(r′) = fr′(s0(r1), . . . , s0(rl)), (3)

and for any state s of R and any message m ∈ μ(c) on c,

δc,O
r′ (fr′(s(r1), . . . , s(rl)),m) = fr′(δc,I

r1
(s(r1),m), . . . , δc,I

rl
(s(rl),m)). (4)

This means that there exists a homomorphism fr′ from the state transition sys-
tems of the source resources of c to that of each destination resource of c.
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6 Equivalence of RESTful Web Services and Data
Transfer Architecture Model

In this section, we give a brief outline of the proofs of the equivalence between
a data transfer architecture model and any JAX-RS prototype generated from
the model (for the details of the proofs, see the online appendix1). In advance of
the proofs, first, we define some notations. Let R be an arbitrary data transfer
architecture model and PR be a JAX-RS prototype generated from R. For PR, a
communication m(r, x1, . . . , xn)/v is a pair of a request m(r, x1, . . . , xn) and its
response v where m is a method of a resource r and x1, . . . , xn are parameters.
Also for PR, we consider a communication sequence ̂〈m, cevt〉 that corresponds
to a message 〈m, cevt〉 for R. Let {r1, . . . , rk} = ρ(cevt,O). Then,

̂〈m, cevt〉 def= input_on_cevt(r1,m)/void · · · input_on_cevt(rk,m)/void.

In addition, let σ̂ = ̂〈m1, c1〉 · · · ̂〈mn, cn〉 if σ = 〈m1, c1〉 · · · 〈mn, cn〉 is an input
sequence for R. For any state s of R, we write a state of PR as PR(s) if for
each resource class Pr of a resource r, s(r) is stored in the state field in Pr and
s(r′) is stored in any cache field of r′ in Pr. If the state of PR can be changed
from PR(s) to PR(s′) by a communication m(r, x1, . . . , xn)/v, then we write

PR(s)
m(r,x1,...,xn)/v−→ PR(s′). For a communication sequence ω = α1 · · · αn, we

write a concatenation of transition relations α1→ · · · αn→ as ω⇒.
Here, we prove the equivalence between a data transfer architecture model

and the generated PUSH-first prototype.

Theorem 1. Let R = 〈R,C, ρ,D, τ, μ,Δ, s0〉 be an arbitrary valid data transfer
architecture model. Then, for any input sequence σ, PPSH

R (s0)
σ̂=⇒ PPSH

R (s) iff
s0

σ=⇒
R

s.

Proof Sketch. The theorem is proved by the definition of PPSH
R and induction

on the number n = |R| of the resources. For the induction step, R′ = R\{r}
(where OutC(r) = ∅) is selected, and that the value stored in the state field of
the resource class of r always equals to s(r) is shown. ��

Next, we prove the equivalence between the PUSH-first prototype and any
PULL-containing prototype generated from the same model.

Theorem 2. Let R = 〈R,C, ρ,D, τ, μ,Δ, s0〉 be an arbitrary valid data transfer
architecture model, and PR be any JAX-RS prototype generated from R and
satisfying conditions 1 and 2. Then, PPSH

R and PR satisfy

∀σ.∀r∈R. {sr | ∃s.PPSH
R (s0)

σ⇒ PPSH
R (s)

get(r)/sr=⇒ PPSH
R (s)}

= {s′
r | ∃s′ .PR(s0)

σ⇒ PR(s′)
get(r)/s′

r=⇒ PR(s′)}.

1 https://nitta-lab.github.io/appendix_FACS2023.

https://nitta-lab.github.io/appendix_FACS2023
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Proof Sketch. The theorem is proved by double induction on the length of σ and
the number n = |R| of the resources. For the induction on n, also R′ = R\{r}
(where OutC(r) = ∅) is selected, and that the responses of the getter methods
of r in PPSH

R and that in PR are always equal is shown. ��
Last, we prove the equivalence between a data transfer architecture model

and any generated JAX-RS prototype.

Theorem 3. Let R = 〈R,C, ρ,D, τ, μ,Δ, s0〉 be an arbitrary valid data transfer
architecture model, and PR be any JAX-RS prototype generated from R and
satisfying conditions 1 and 2. For an arbitrary input sequence σ, s0

σ=⇒
R

s holds

if and only if there exists a state s′ of PR such that PR(s0)
σ̂⇒ PR(s′)

get(r)/s(r)
=⇒

PR(s′) holds for any resource r ∈ R.

Proof. The theorem follows from Theorems 1 and 2. ��

7 Architecture Level Refactoring for Changing Data
Transfer Methods

As stated in the previous section, from any valid data transfer architecture model
R, the PUSH-first JAX-RS prototype PPSH

R can be directly generated. Also, any
PULL-containing JAX-RS prototype PR, in which more than one data transfer
method is changed to PULL-style can be generated from PPSH

R . In this section,
as an architecture level refactoring, we consider regenerating the PUSH-first or a
PULL-containing JAX-RS prototype directly from R. In the refactoring process,
a user is required to select one combination of data transfer methods from all
safe ones that satisfy the conditions shown in Sect. 5.3. The whole process of the
refactoring is summarized as follows.

1. Check the validity of R.
2. For each data transfer, PULL-style is determined to be selectable if the con-

clusion parts of condition 1-(2), condition 1-(3) and condition 2 are satisfied,
and every data transfer method is initialized to PUSH-style.

3. Ask the user if he/she wants to change each data transfer method to PULL-
style if possible. Throughout the selection process, condition 1-(1) is always
checked, and the selection that violates the condition is not asked.

4. Generate a JAX-RS prototype based on the algorithm shown in Sect. 5.
5. Back to step 3 if the user wants to reselect other data transfer methods.

Among the above steps, only the check of the conclusion part of condition 2 in
step 2 is considered difficult because determining the existence of a homomor-
phism is generally hard. Therefore in this paper, we consider to check a sufficient
condition, right unaryness of the input and output side state transition functions.
A function f is called right unary if f satisfies

f(x, z) = f(y, z) (5)
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for any x and y. The sufficiency of the right unaryness can be shown as follows.
Let c be a channel, and assume that {r1, . . . , rl} = ρ(c, I) and r′ ∈ ρ(c,O). If for
every i (1 ≤ i ≤ l), δc,I

ri
is right unary, then there exists a function δ−1 such that:

m = δ−1(δc,I
r1
(s1,m), . . . , δc,I

rl
(sl,m)),

and if δc,O
r′ is also right unary, then a function fr′ that satisfies

fr′(s′
1, . . . , s

′
l) = δc,O

r′ (z, δ−1(s′
1, . . . , s

′
l))

for any constant z becomes homomorphic and satisfies Eq. (4).

8 Tool Implementation

We defined a simple architecture description language (ADL for short) based on
many-sorted algebra [4], and developed a graph-based refactoring tool2 shown
in Fig. 4. The tool first reads a model file written in the ADL and performs the
steps 1 and 2 of the process shown in the previous section. Then, a data-flow
graph is displayed on the tool and the user is allowed to select a safe combination
of data transfer methods through pull-down menus. Last, the tool generates an
executable JAX-RS prototype. In JAX-RS prototype generation, if the state
transition function of a resource is right unary, then an API to update the
resource state is implemented as PUT method otherwise POST method.

Fig. 4. Graph-based Tool To Refactor Data Transfer Methods

9 Case Studies and Discussion

9.1 Case Studies

As case studies, we designed the architectures of the following three applications
and wrote the model files in the ADL.
2 https://github.com/nitta-lab/DataTransferModelingTool.

https://github.com/nitta-lab/DataTransferModelingTool
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– WOS (Weather Observation Services): As a case study, we used the
WOS explained in Sect. 3.

– Inventory Management Services: As another case study, we wrote a
model file for inventory management services for a liquor store. The ser-
vices take receiving reports and shipping requests as input and keep track of
warehouse inventory and the waiting list.

– Online Card Game: The last one is an online game based on Algo. In Algo,
each player is dealt a certain number of uniquely numbered cards. The cards
are laid face-down and each player is required to guess the number of another
player’s card in turn. The player who is guessed all the cards loses the game.

Table 2. Total lines of model files and generated JAX-RS prototypes

Application # of resources Model File PUSH-first PULL-first

WOS 3 14 77 73
Inventory Management 7 43 361 346
Online Card Game 15 113 635 577

We generated the PULL-first/PUSH-first JAX-RS prototypes. The number
of resources and the total lines of the model files and generated prototypes are
summarized in Table 2. To confirm the effectiveness of the generated prototypes
for performance estimation, we measured the computation time of each API
call on the generated PULL-first/PUSH-first prototypes of the WOS. For the
experiments, we deployed each JAX-RS prototype and a client program on the
same PC3, and measured the time to perform 10,000 iterations of API call five
times and calculated the averaged value. We show the results in Fig. 5.

Fig. 5. Computation Time on JAX-RS Prototypes of WOS

3 CPU: E5-1603 v4 2.80 GHz, RAM: 32.0 GB, JVM: jdk-12, Spring Boot: v2.4.1.
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9.2 Discussion

As shown in Table 2, the generated prototypes were almost five times larger than
the original descriptions. Furthermore, the implementations of the PULL-first
and PUSH-first prototypes were significantly different. This suggests that addi-
tion of the control-dependent information can bridge a certain part of the gap
between the abstraction levels of the architecture models and their implemen-
tations. In Fig. 5, the communication load to update a state is higher in PUSH-
style than PULL-style, but that to obtain the state is higher in PULL-style than
PUSH-style. These results conform to the tendency of the performance expected
in Sect. 2. Therefore, we can expect that the generated prototypes can be used
to estimate the impact of the selection on the resulting services performance.

10 Related Work

Little work has been done on helping architects to select suitable data transfer
methods. In [12], Zhao presented a model of computation for push/pull commu-
nications. Compared to our model, the model has a less theoretical basis and
does not cover components’ behavior. However, some constraint on push and pull
combinations (which is discussed in Sect. 5.3) was also discussed in the paper. In
the context of parallel graph computation, Besta et al. [2] exhaustively analyzed
the performance of push/pull variants of various graph algorithms.

Most of the formal architecture models (cf. [1,6,8]) are process-centric. The
abstraction level of process-centric models is considered lower than ours because
process-centric models are control-dependent. In fact, by adding the informa-
tion about the control-flow to our model, CCS processes can be derived and
the equivalence of derived processes can also be proved. In [5], labeled transi-
tion systems (LTLs) are used to represent and check behavior of RESTful Web
applications. Since the state space of LTL is limited to finite, many temporal
properties of the model can be automatically verified, but it does not have suffi-
cient expressive power to represent many kinds of data structure such as natural
numbers and lists. In contrast, our model can have infinite state space and can
generate executable prototypes.

Dataflow programming [9–11] has been studied for about five decades. A
dataflow program internally uses a directed graph that represents the set of all
instructions and dataflow among the instructions. Both the representation and
the semantics of dataflow programming are similar to ours, and in fact, our model
can be implemented as a dataflow program rather straightforwardly. However,
the abstraction level of our model is higher than that of dataflow programming
in terms of the following three aspects. First, unlike dataflow programming, in
our model, we assume that the states of all resources are synchronously changed
and the updating process is not observable. Second, in our model, whether the
state of a resource is stored or not is determined by analyzing the description of
the model, but in dataflow programming, it should be explicitly specified in the
program as a kind of self-loop. Last, each data transfer method in a dataflow
program is fixed to PUSH-style.
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11 Conclusion

We have presented a formal architecture model to abstract some control-
independent parts of architecture designs that are not affected by changes of data
transfer methods and an architecture level refactoring for changing data transfer
methods. We have also developed an algorithm to generate JAX-RS prototypes
from the architecture model and selected data transfer methods, and proved the
correctness of the algorithm. Furthermore, we have implemented a graph-based
refactoring tool and conducted case studies using the tool. The results indicate
that the generated prototypes can be used to estimate the impact of the selection
on the resulting services performance.

As future work, we want to develop an implementation level refactoring for
changing data transfer methods. Extending our architecture model to capture
runtime resource creation and deletion is also an important issue.
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University of Bourgogne Franche-Comté, FEMTO-ST Institute - UMR CNRS 6174,
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Abstract. Modeling and verifying the behavior of Cyber-Physical Sys-
tems (CPS) with complex interactions is challenging. Traditional lan-
guages such as SysML diagrams are not enough to capture CPS coordi-
nation. In this paper, we propose a novel approach called SysReo, which
extends SysML diagrams (RD, BDD, IBD, SD) with the Reo coordi-
nation language. Our main objective is to enhance the interoperability
of CPS by providing a more precise representation of system behavior
and interaction protocols. To achieve this goal, we extend the SysML
sequence diagram (SD) with Reo to create the SysReo SD. Through this
integration, we bridge the gap between traditional modeling languages
and the coordination demands of CPS. We develop an algorithm to gen-
erate Constraint Automata (CA) from SysReo SD, which ensures that
CPS components can seamlessly work together. These automata are used
in a verification tool that checks formulas expressed in Linear Temporal
Logic (LTL). By leveraging LTL and Constraint Automata, we enhance
the precision and rigor of CPS verification processes, while guaranteeing
that CPS components can seamlessly work together. Furthermore, we
apply our approach to a medical CPS case study, illustrating its effec-
tiveness in identifying design flaws early and ensuring system behavior
aligns with desired properties.

Keywords: CPS · SysReo · SysML · Reo · Constraint Automata ·
LTL · Specification · Verification

1 Introduction

In today’s technologically advanced world, Cyber-Physical Systems (CPS) have
become crucial in a range of applications, such as autonomous vehicles [37], mod-
eling smart city software interactions [38], and healthcare systems [1]. These sys-
tems combine the physical and digital worlds, resulting in improved automation,
control, and data processing. Despite the importance of CPS, modeling them can
be challenging, especially in the healthcare and medical sectors, as it involves
integrating various system components, behaviors, and interaction protocols. In
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
J. Cámara and S.-S. Jongmans (Eds.): FACS 2023, LNCS 14485, pp. 84–102, 2024.
https://doi.org/10.1007/978-3-031-52183-6_5
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addition, collaborative efforts between designers, developers, and stakeholders
are required to address these challenges. As CPSs continue to become more
complex, it is essential to establish an environment that facilitates the modeling
process while highlighting their fundamental, structural, and behavioral aspects.

Several languages and formalisms are used to model CPS [17,23,33,34]. In
our research, we have opted to use the System Modeling Language (SysML) [36]
language due to its ability to model heterogeneous systems that combine hard-
ware and software components. We aim to develop an approach that enables
users to easily create specifications using SysML, while taking into account both
verification and validation processes. SysML is widely used in industrial applica-
tions to model various aspects of a system, including its architecture, behavior,
and requirements. However, CPSs are typically composed of various components
that interact through various protocols, leading to complex system behaviors.
While SysML is a valuable language for describing CPS, it may not be sufficient
to formally specify and verify the complex interactions between CPS compo-
nents. To tackle this problem, we have proposed in our previous work [39,40]
a new domain-specific language (DSL) called SysReo that effectively uses the
strengths of both semi-formal and formal languages to improve the validation
and verification of CPS.

SysReo, is used to overcome the challenges in designing a CPS by clearly
expressing its interaction protocols at any design stage. By extending SysML,
a semi-formal language, with Reo [5], a formal coordination language, in the
SysReo framework, it becomes possible to model the complex components of a
CPS in an effective manner. This integration provides a powerful tool for repre-
senting component interactions, allowing for more precise and accurate modeling
of complex systems. SysReo empowers CPS designers to model all facets of a
CPS while explicitly defining the conditions under which data can flow between
components. However, it should be noted that SysReo has limitations in formally
specifying and verifying the behavioral aspects of CPS. In contrast, the SysML
Sequence Diagram (SD) [36] excels in representing component interactions over
time in CPS. Nonetheless, SD is semi-formal and lacks direct verification capa-
bilities. On the other hand, Reo offers a formal representation of component
coordination and allows for system property analysis. However, stakeholders may
find Reo challenging to comprehend due to its complex representation.

In this paper, we first introduce a novel approach called “SysReo Sequence
Diagram (SysReo SD)” that enhances the modeling and analysis of CPS. By
extending the SysML Sequence Diagram (SD) with Reo notation, we create a
“semi-formal-formal” model that captures the behavior and coordination of CPS
components using an exogenous protocol. Unlike traditional SysML SD, which
focuses on internal system behavior, SysReo SD imposes an external order on the
flow of data between components without directly affecting their behavior. The
SysReo SD model serves two main purposes: first, it bridges the gap between
visual representation and formal modeling, providing a comprehensive view of
system behavior and interaction protocols. Second, it enables the formal verifica-
tion and analysis of the interoperability and correctness of the CPS. To facilitate
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the verification process, we develop an algorithm that generates Reo Constraint
Automata (CA) [15] directly from the SysReo SD model. In the next phase, we
use the generated automaton CA as input in the vereofy [12] model checking tool
to formally verify Linear Temporal Logic (LTL) [11] properties. This allows us
to effectively verify the interoperability of CPS components, confirm compliance
with specified requirements, and ensure correct system behavior. To demonstrate
the effectiveness of our approach, we conducted a case study involving a smart
medical bed, showcasing its potential for real-world applications in the medical
CPS domain.

To the best of our knowledge, no previous research has comprehensively
explored the extension of SysML Sequence Diagram (SD) with Reo to effectively
model the behavior and interaction protocols of CPS. Existing approaches either
resulted in verbose and less readable Reo circuits derived from scenario speci-
fications [7,9], or encountered difficulties in establishing correlations between
Reo circuits and the original specifications [35]. Our work addresses this gap by
enhancing SysML SD with the coordination capabilities of Reo and introduc-
ing a novel algorithm that directly generates Constraint Automata (CA) from
SysReo SD diagrams. This is followed by a formal verification process to ensure
CPS interoperability and validate design correctness.

The paper is structured as follows. Section 2 provides a concise introduction
to Reo, Constraint Automata, and SysReo, highlighting their key concepts and
features. In Sect. 3, we present the related works. Moving forward, Sect. 4 offers
an in-depth case study that showcases the practical application of our SysReo
model, focusing on the specification and verification processes involved. Finally,
Sect. 5 concludes the paper and briefly discusses future work.

2 Preliminaries

In this section, we give a brief introduction to Reo, constraint automata (CA),
and SysReo.

2.1 Reo and Constraint Automata (CA) in a Nutshell

Reo, as described by Arbab in [5], is an external coordination model that pri-
oritizes efficient communication and coordination among different components.
It achieves this by using channel-based connectors to establish complex coordi-
nators. However, Reo does not focus on internal activities and communications
within individual components. Instead, its main emphasis is on the coordination
and interaction between components. The fundamental elements of Reo con-
sist of components, channels, nodes, and ports, working in harmony to enable
seamless data exchange and synchronization between these components [5,8,10].

The formal semantics of Reo are rigorously captured through the use of
Constraint Automata (CA) [15]. CA provides a systematic representation of
interactions among anonymous components, describing behavior and data flow
in coordination models. This formalism involves labeling transitions with sets
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of ports that are triggered simultaneously, complemented by data constraints
applied to these ports. As a result, constraint automata offers a powerful means
to precisely specify and analyze component interactions within the Reo coordi-
nation model.

Definition 1. Constraint Automata (CA): A constraint automaton B =
(S,S0,N,δ) is composed of:

– S: set of states (or locations).
– S0: initial state where S0 ∈ S.
– N : set of port names.
– δ: transition relation δ ⊆ S × 2N × DC × S, where DC is the set of Data

Constraints (DC) over a finite data domain Data.

An example of a constraint automata B is illustrated in Fig. 6 step2, where
B = ({S0, S1}, S0, {(A,V), (B,W)}, {(S0, (A,V), [A] = |V |, S1), (S1, (B,W),
[B] = |W |, S0)}).

2.2 SysReo

Fig. 1. From SysML diagrams to SysReo diagrams.

SysReo was introduced in [39,40] as a powerful modeling language that com-
bines the strengths of both SysML and Reo to provide a more comprehensive
and flexible approach to model a CPS. One of the main advantages of SysReo
is its ability to model all facets of CPS, from requirements to architecture and
interaction protocols, which is essential for designing complex heterogeneous sys-
tems. Figure 1 represents the process of transforming the SysML Block Definition
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Diagram (BDD) and Internal Block Diagram (IBD) into SysReo Extended Block
Definition Diagram (ExtBDD) and Reo Internal Block Diagram (Reo IBD). The
transformation consists of two parts:

(A) The SysML BDD (Fig. 1 A-1) is transformed into SysReo ExtBDD (Fig. 1 A-
2) by using SysML BDD meta-models and dividing the CPS hierarchy into
two levels. The first level presents the abstract model of the CPS, where the
primary components of the system are modeled as main blocks. The second
level presents the concrete components of the CPS, where they are modeled
as sub-blocks. Overall, the traditional SysML BDD offers a high-level view
of the system being designed, whereas the Extended BDD offers a more in-
depth view of the system structure. Using multiple levels of abstraction and
additional information in the ExtBDD can help to control the complexity
of the system being designed and ensure that the system design meets the
intended requirements.

(B) The SysML IBD (Fig. 1 B-1) is converted into SysReo Reo IBD (Fig. 1 B-2)
by using SysML IBD meta-models and replacing the IBD connectors with
“Reo connectors”. This replacement allows for more explicit representation
of the internal composition of components and their interaction protocols
by setting constraints on data flow, whereas SysML IBD connectors only
provide a generic way of depicting the interactions between components.
With Reo connectors, the CPS designer can more accurately capture the
specific communication and synchronization patterns between components,
and thereby improve the reliability, safety, and performance of the system. In
addition, Reo connectors have formal semantics, making them precise and
verifiable using formal methods. Overall, the Reo IBD diagram improves
system reliability and can save time and cost by detecting errors early in
the development process.

In summary, SysReo offers a more comprehensive and adaptable approach to
system design, which results in more effective and reliable CPS. The use of
ExtBDD provides a more precise and detailed hierarchical view of the system,
while Reo IBD allows for explicit modeling of the internal composition of the
system and the interaction protocols among its components. Although SysReo
has many advantages in modeling the structure and internal composition of the
CPS, it falls short of capturing the behavioral and coordination aspects of the
CPS. To bridge this gap, we present a new approach named SysReo SD in this
paper. Section 4.3 provides a comprehensive overview of SysReo SD, focusing on
its ability to effectively address the behavioral and coordination challenges in
CPS.

3 Related Works

CPSs are networks of different embedded systems connected in a physical envi-
ronment, making their specification and formal verification difficult due to their
complex and large-scale computing infrastructure.
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Previous works in [3,22,26,32] proposed different approaches to model dif-
ferent aspects of CPS with SysML. To formally verify critical safety systems,
the authors in [18,19] proposed to extend the SysML sequence diagram (SD)
and automate consistency verification using the Clock Constraint Specification
Language (CCSL) [4]. Additionally, an approach was proposed [16] to transform
SD into interface automata (IA) to verify the compatibility and consistency of
components modeled with SysML. However, these works take an endogenous
approach to coordination and neglect the coordination of message exchanges,
leading to communication problems within CPSs. To address this problem, Reo
is proposed as a coordination language to fill the interfacing gaps and enhance
the modeling and coordination of CPSs.

Various researchers explored different approaches to model CPS using Reo
and have demonstrated its effectiveness through formal analysis techniques.
These include co-algebraic semantics [10], operational semantics [15] using con-
straint automata [15] and timed constraint automata [6,30], coloring seman-
tics [21], and converting Reo models to other formal models such as Alloy [28]
and mCRL2 [31] to leverage existing verification tools. Despite its advantages,
Reo remains complex for stakeholders to comprehend due to its lack of semi-
formal representation.

To our knowledge, there is no prior research that explores the extension of
SysML Sequence Diagrams (SD) with Reo to effectively model behavior and
interaction protocols in CPS. Previous approaches resulted in complex and less
comprehensible Reo circuits derived from scenario specifications [7,9], or faced
challenges in establishing connections between the Reo circuits and the original
specifications [35]. In our work, we bridge this gap by enhancing SysML SD with
Reo’s coordination capabilities and introducing a novel algorithm that directly
generates Constraint Automata (CA) from SysReo SD diagrams. This is followed
by a formal verification process to ensure interoperability of the CPS and validate
the accuracy of the design, addressing the limitations of existing approaches.

4 Case Study: Smart Medical Bed (SMB)

In this section, we present our case study of the Smart Medical Bed (SMB)
system. First, we begin by briefly introducing the SMB system. Then, we gather
information about the SMB system and analyze it using our SysReo models. This
process involves specifying the system’s requirements, designing its structure
and internal composition, and modeling the system’s behavior and interaction
protocol. Finally, we move on to the verification phase, where we rigorously verify
the correctness of our SysReo models.
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4.1 SMB Overview

Fig. 2. Smart medical bed architecture.

A Smart Medical bed (SMB) is equipped with various sensors and monitor-
ing devices that collect data on vital signs of the patient, such as heart rate,
blood pressure, temperature, oxygen saturation, and other key indicators of their
health. These data are then transmitted to a Remote Terminal Unit (RTU), where
it can be stored and analyzed by healthcare providers as we can see in Fig. 2. RTU
plays a key role in connecting, controlling, analyzing, and communicating data
from the smart bed to the nursing station, providing valuable information to the
healthcare team and ultimately improving patient care. Continuous monitoring
helps identify potential health issues early, leading to informed decision-making
and efficient care delivery. The SMB infrastructure comprises the following com-
ponents: (1) the Smart Bed (SB), where the patient resides, (2) the Remote
Terminal Unit (RTU), where the collected data are stored, processed and ana-
lyzed, and (3) the Nursing Station (NS), where the monitoring system and
the healthcare team are located. In this article, we focus on modeling and veri-
fying the requirement, structure, behavior, and interaction protocol between the
Smart Bed (SB) and the RTU in the SMB system. Using our model-driven app-
roach, SysReo, we can analyze the system’s requirements, model the architecture
and internal structure of the SMB. To handle complexity, we introduce SysReo
SD, an extension for modeling complex component behavior and interaction
protocols.

4.2 Modeling SMB with SysReo

In this section, we focus on our modeling approach. As shown in Fig. 3, the pro-
cess is broken down into two phases. During the first phase, the CPS designer
begins by collecting requirements about the system and analyzing it. Using our
SysReo model, the designer then specifies the system’s needs, which results in
three main diagrams: (1) The requirement diagram that models the functional
and non-functional needs of the system. (2.1) The ExtBDD diagram that repre-
sents the hierarchical structure of the system as blocks, followed by (2.2) the Reo
IBD diagram that is used to model the system’s internal structure and interac-
tion protocols. (3) The SysReo sequence diagram (SysReo SD) used to model
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Fig. 3. Specification and verification process.

the behavior and coordination of CPS components. Finally, to satisfy our prede-
fined requirements, we link them to the Reo IBD diagram, and to verify them,
we establish a link to SysReo SD.

In the second phase, we focus on the verification process. To verify the inter-
operability of CPS components, SysReo SD is translated into CA through our
algorithm that directly generates CA from SysReo SD. Then the requirements to
Reo IBD are formally defined through property formulas such Linear Temporal
Logic (LTL) [11] for verification. This step is crucial to achieve the objective
of our modeling approach: creating a precise representation of the CPS sys-
tem’s needs, behavior, and coordination. By generating CA and translating the
requirements into LTL formulas, the CPS designer can ensure both the interoper-
ability of the CPS components and the accurate representation of requirements.
Furthermore, the formal verification of these requirements can be seamlessly
conducted using specialized verification tools like vereofy [12,14]. This helps to
guarantee that the CPS system will function as intended and meets the designer’s
requirements.

After evaluating the verification results, the CPS designer checks if there are
any specification errors. If so, the process returns to the SysReo model specifi-
cation phase until a correct CPS model is obtained.

4.3 Specification Process: SysReo Models

Requirement. The design process for any system is crucial for ensuring its
functionality and usability. The first step in this process is to identify the specific
needs of the system, as outlined in the requirements table such as Table 1. In
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this table, we only present two functional requirements of the SMB system to
guarantee the proper flow of data between its components. This is essential to
ensure that the system runs smoothly and meets the needs of its users. For
example in Table 1, requirement R1 states that the smart bed must constantly
send temperature data to the RTU component. This requirement ensures that
the RTU receives up-to-date temperature readings from the smart bed (SB) and
it is satisfied by the SB component.

Table 1. Requirement table of SMB.

Req ID Requirement description Satisfied by

R1 The “SB” must constantly send temperature
data to the “RTU” component using
“sendTempData” message

SB

R2 The “RTU” shall respond to the “SB”
component with an “ack” message.

RTU

Based on the requirements of Table 1, we can identify the main components
of the SMB system that are the Smart Bed (SB) and the Remote Terminal Unit
(RTU). In the next section (Sect. 4.3), these components will be used to create a
hierarchical view of the SMB system, to better understand the relationships and
overall functioning of the system.

Fig. 4. The ExtBDD model of the SMB system.

ExtBDD. The Extended Block Definition Diagram is used to model the hier-
archical view of the SMB system where each component is modeled as a block.
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The block defines a component by describing its internal operations as private
operations of the block and also its required and offered services as follows. Each
block is decorated by two proxy ports: 1) Input port that provides informa-
tion on the services that are available. These services are listed in an interface
block which specifies the type of the port. 2) Output port that describes the
required services in a similar manner. Figure 4[A] represents the abstract part
of the system by only showing the main components. It consists of the block
named "SMB" that represents the system as a whole. It is decomposed into two
sub-blocks: Smart Bed (SB) and the Remote Terminal Unit (RTU), in which
it is linked to them by the composition relationship. Figure 4[B] shows the con-
crete level of the SMB system. It depicts the sub-components that make up each
main component. As an example, the smart bed component is broken down into
two blocks, a Temperature Sensor and a Gateway. The main function of the
Temperature Sensor is to continuously measure, record, gather and transmit
the measured data to the Gateway.

Fig. 5. Reo IBD of SMB, SB, and RTU.

Reo IBD. The Reo Internal Block Diagram is a combination of the coordination
language Reo and the SysML Internal Block Diagram (IBD) [24] where the IBD’s
connectors are translated into Reo circuits. Reo IBD is used to characterize the
internal components and structure of a system block, including its properties,
parts, connections, and interaction protocols. It explicitly specifies the rules and
conditions of the data that can be transferred from the component’s input to its
output through channels. In Fig. 5(a), two different channels are used to model
the interaction protocols among the following main components: the Smart Bed
(SB) and Remote Terminal Unit (RTU).

1. FIFO channel: for example, two FIFO channels “sendTempData()” and
“ack()” are used to model the asynchronous communication between the two
components “SB” and “RTU”. The FIFO channel helps to efficiently man-
age memory in a real-time system by processing the oldest data first, thus
preventing loss of information.

2. Sync channel: used to model the synchronization properties among compo-
nents.

Figure 5(b) models the internal structure of the smart bed. First of all, the
“Temperature Sensor (TS)” sends the vital signs data of the patients to the
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“Gateway” component via the “TempDataOut()” flow port using a sync channel.
Once received, the “Gateway” component sends the data, which has been pre-
processed, to the RTU through the “Medical Data Base (MDB)” component
using a FIFO channel “SendTempData()”. Once it is received, the MBD replies
to the smart bed component with an “ack()” using a fifo channel. Then in
Fig. 5(c), the “MDB” component analyzes the data and sends “analyzeData()”
to xrouter component (

⊗
) via a filter channel where it models the routing

replication of data to“Patient Alerts (PA)” or to “Patient Update (PU)”. Once
data enters the xrouter component, it is sent either to “PA” or to “PU” but
never to both.

Reo IBD has many advantages when it comes to modeling a CPS. Such as
effectively modeling component connections, characterizing message flow, satis-
fying predefined requirements, and enabling design flexibility while simplifying
documentation with its graphical representation. However, it is limited to mod-
eling temporal behaviors and formally verifying predefined requirements, which
are crucial aspects in correctly modeling a CPS. Therefore, in the next section,
we will extend the SysML sequence diagram (SD) with Reo and explore its
benefits on CPSs.

SysReo SD. SysReo Sequence Diagram extends SysML SD with Reo notation,
including the introduction of the Reo Sequencer as an intermediary component.
This integration enriches the representation of message exchange, coordination,
and synchronization in a unified manner. In contrast to conventional SysML
sequence diagrams, SysReo SD facilitates the explicit specification of protocols,
eliminating the need for manual implementation of locks and buffers. This app-
roach enhances accuracy, efficiency, and mitigates errors typically associated with
manual synchronization mechanisms. As a result, SysReo SD offers a robust and
comprehensive approach for specifying protocols in system behavior, particu-
larly advantageous for capturing communication flow and coordination patterns
within a single diagram. Figure 6(A) presents a simple example of a SysML SD,

Fig. 6. Extending SysML SD with Reo then translating SysReo SD to CA.
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demonstrating the behavior and message exchange between the two components
of SMB, smart bed (SB) and RTU. This coordination follows an endogenous app-
roach where protocols are implicitly expressed within the embedded code frag-
ments. However, modifying these protocols can be challenging and may require
extensive changes to multiple software components, potentially impacting pre-
viously validated properties.

On the other hand, exogenous methods like Reo offer a more explicit and
modular approach to define protocols. In the given scenario Fig. 6(A), where
components SB and RTU need to exchange messages, an endogenous approach
would involve directly implementing the exchange within their respective code.
However, in Fig. 6(B) illustrates a different strategy, where a separate compo-
nent called the “Reo sequencer” explicitly defines the message exchange protocol
between SB and RTU. For example, SB sends “sendTempData()” to RTU using
reo ports {A, V} (depicted as red circles), and the Reo sequencer coordinates
this message exchange. This decoupling allows for easier protocol modifications
without affecting the implementation of SB and RTU. Employing Reo connectors
in exogenous approaches provides more flexibility and simplifies the specification
and adjustment of complex protocols in CPS.

The next step involves converting SysReo SD into constraint automata. To
achieve this, we will first present a formal definition of SysReo SD. Subsequently,
in Sect. 4.4, we will outline an algorithm that facilitates the automatic generation
of constraint automata from SysReo SD.

Formal Definitions of SysReo SD. This section presents the formal defini-
tion of SysReo message and SysReo SD.

Definition 2 (SysReoMes). A SysReo message is a tuple SysReoMes = (comps,
action, compf , P, Σ) where:

– comps: is the source component of the SysReo message.
– action: is the called method.
– compf : is the target component of the SysReo message.
– P : is the set of Reo ports.
– Σ = input, output is the set of synchronization constraints, specifying the

allowed input/output actions on Reo ports.

For example in Fig. 6(B) a SysReo message between the component SB and RTU
can be defined as SysReoMes = (SB, sendTempData, RTU, {A, V}, {[A],|V |}).

Definition 3 (SysReo SD). A SysReo SD is defined as tuple B = (IM, SysRe-
oMes, ReoSeq, ReoLoop, ReoAlt) is composed of:

– IM : is the initial message.
– SysReoMes: the set of messages in SysReo SD.
– ReoSeq = (ReoSeq1, ...,ReoSeqi, ... ,ReoSeqn) is the list of reo sequencer

combined fragments. ReoSeqi = (obj1, ... , obji, ...,objn), obji is message or
a fragment and card(ReoSeqi) ≥ 2.
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– ReoLoop = (ReoLoop1, ...,ReoLoopi, ... ,ReoLoopn) is the list of reo loop
combined fragments. ReoLoopi = (obj1, ... , obji, ...,objn), obji is message or
a fragment and card(ReoLoopi) ≥ 1.

– ReoAlt = (ReoAlt1, ...,ReoAlti, ... ,ReoAltn) is the list of reo alternator
combined fragments. ReoAlti = (obj1, ... , obji, ...,objn), obji is message or a
fragment and card(ReoAlti) ≥ 2.

In this paper, we focus on the Reo sequencer from the SysReo SD fragments
(ReoSeq, ReoLoop, and ReoAlt) mentioned above. Our main objective is to
translate SysReoSD = (IM, SysReoMes,ReoSeq) into reo constraint automata
using our algorithm. This automaton will serve as input to vereofy tool where we
can formally verify the correctness and interoperability of SMB system through
LTL properties.

4.4 Verification Process: CA, Vereofy, LTL

This section outlines the verification process of SysReo. First, we start by propos-
ing an algorithm to construct CA from SysReo SD diagram. Then, the resulting
automaton is used as input for the vereofy tool to assess the accuracy and inter-
operability of the SMB system through the application of LTL properties.

Algorithm. SysReo SD is a visual representation of the SMB system, which
consists of components and their interactions. However, to analyze and verify
the system formally, it is necessary to transform this visual representation into
a more structured and formal representation. Therefore through our algorithm,
we provide a systematic and automated approach to convert the SysReo SD into
constraint automata, which are well-suited for formal analysis.

Algorithm 1 is developed to transform a SysReo SD into a Constraint
Automaton (CA), using a SysReo message and fragment list as inputs. The
resulting CA comprises a set of states (S), an initial state (S0), a set of port
names (N), and a set of transitions (δ). The algorithm begins by initializing the
set of states, checking for emptiness, and creating a new state as the initial state
(cf. Algorithm 1, lines 2–7). It then iterates through each object in the list. If
the object is part of a Reo sequencer fragment, the algorithm recursively calls
itself with the corresponding sub-list representing that fragment (cf. Algorithm
1, lines 8–13). When encountering a SysReo message object (SysReoMes), the
algorithm creates a new state s′ if the message is not the last object in the list
(cf. Algorithm 1, lines 14–18). If it is the last object, s′ is designated as the
initial state s0. The algorithm then populates the sets S and N in the CA with
the newly created state and the ports of the SysReoMes, respectively. A new
transition is created from the previously added state s to s′, incorporating the
port name and constraints from the SysReoMes, and it is subsequently added
to the set of transitions δ. This process continues until there are no remaining
objects in the list to be processed (cf. Algorithm 1 line 19→30).

The algorithm, SysReoSDtoCA, has a linear complexity dependent on the
size of the objects set l in the SysReoSD diagram specification. When we apply
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Algorithm 1: Mapping SysReoSD to CA algorithm
1 Function SysReoSDtoCA(SysReoSD, l, CA)

Input: SysReoSD = (IM, SysReoMes, ReoSeq);
l: a list of objects in SysReoSD;
l = (obj1, ..., obji, ..., objn),
obji is a message or a fragment in SysReoSD.
Output: CA=(S,S0, N, δ)

2 Begin
3 if S = ∅ then
4 s = createNewState()
5 S = S ∪ {s} // add s to S (the set of states in CA)

6 S0 = s // set the initial state S0 to s

7 end
8 while (l �= ∅) do
9 Let obj the first element in l

10 if obj ∈ ReoSeq then
11 Let l’ be a list of objects composing the Reo sequencer fragment
12 SysReoSDtoCA(SysReoSD, l’, CA)

13 end
14 else
15 if obj ∈ SysReoMes then
16 if card(l) > 1 then
17 s’= createNewState()
18 end
19 else
20 s’= S0

21 end
22 S=S ∪ {s, s′} // the set of states

23 N=N ∪ obj.P // the set of port names

24 δ= δ ∪ (s, obj.P, obj.Σ, s’) // the set of transitions

25 s=s’ // initial state

26 end

27 end
28 l=l’- {obj}
29 end
30 End SysReoSDtoCA

this algorithm to the formal model of the SysReoSD diagram example, as pre-
sented in Fig. 6B, we obtain the constraint automata CA = (S,S0,N,δ) described
in Fig. 6 step2. The CA is characterized by the following components:

1. Set of states: S={S0, S}.
2. Initial state: S0 = S0.
3. Set of port names: N= {(A,V), (B,W)}.
4. Set of transitions: δ= S x 2A,V x DC x S0 where DC = [A], |V |, and the

second δ= S0 x 2B,W x DC x S where DC = [B], |W |.
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Upon analyzing the resulting constraint automaton, we can observe the sys-
tem’s behavior when component SB sends the SysReoMes “sendTempData” to
component RTU. This communication is coordinated by the Reo sequencer and
specified by the transition labeled with reo ports {A, V} and input/output action
interfaces [A], |V |. As a response, component RTU sends the SysReoMes “ack”
back to component SB through the reo sequencer ports {B, W} and input/out-
put action interfaces [B], |W |.

Vereofy Tool. Vereofy [12,14], developed at the University of Dresden, is a pow-
erful model checking tool specifically designed for analyzing and verifying Reo
connectors. It supports two input languages: the Reo Scripting Language (RSL)
for specifying coordination protocols, and the Constraint Automata Reactive
Module Language (CARML), a textual representation of constraint automata
used to define component behavior. With vereofy, one can verify temporal prop-
erties expressed in LTL [11] and CTL-like logics [29]. Distinguishing itself from
other model checkers [2,20,25], vereofy places a primary focus on verifying coor-
dination aspects, communication, and interactions at the behavioral interface
level. It employs a symbolic representation based on binary decision diagrams
(BDDs) to facilitate efficient verification algorithms. For a detailed understand-
ing of the modeling languages and verification techniques employed by vereofy,
refer to [12,13].

Next, we present the CARML code corresponding to the generated Con-
straint Automaton (CA) from SysReoSD. The code module provided below
specifically defines a sysreoCA. Initially, the sysreoCA is in an empty state
denoted as S0. When the sysreoCA is not in a full state S1, and a data value is
written to its input port A, the data is stored in the ‘sendTempData’ variable,
and the internal state changes from S0 to S1. Another component reading data
from the output port V resets the internal state back to S0. The data domain
has been locally set to the integer range (0,1). Although it is possible to set the
data domain to any other available datatype, it can only be done once across
the included files or as a runtime argument. The data flow within the system
may depend on the value of a variable of type ‘Data’, as illustrated in the second
transition, where the ‘sendTempData’ stored is written to the output port V,
represented as: #V == sendTempData.

#Vereofy CARML code :
TYPE Data = in t ( 0 , 1 ) ;

MODULE sysreoCA{
// i n i t i a l i z i n g the I /O por t s {A,V} and { B,W}
in : A;
out : V;
in : B;
out : W;

// d e f i n i n g the s e t o f s t a t e s that are S0 and S1
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var : enum {S0 , S1} s t a t e := S0 ;

// d e f i n i n g the messages that should be exchanged
var : Data sendTempData := 0 ;
var : Data ack := 0 ;

//drawing the t r a n s i t i o n s from So to S1 and from S1 to S0
s t a t e = = S0 −[ {A} ]−> s t a t e :=S1 & sendTempData:=#A;
s t a t e = = S1 −[{V} & #V = = sendTempData ]−> s t a t e :=S0 ;

s t a t e = = S0 −[ {B} ]−> s t a t e :=S1 & ack:=#B;
s t a t e = = S1 −[{W} & #W = = ack ]−> s t a t e :=S0 ;

}

Verification of LTL Properties. LTL-based model checking rigorously veri-
fies system properties, boosts confidence in correctness and reliability, and iden-
tifies design flaws for improvements. To verify the correctness of the specified
protocol and the interoperability between the smart bed and RTU, we propose
to check the following LTL properties in vereofy tool:

p1:LTL<<G(("{A}" & "#A==1")->X("state==S1"& "sendTempData==1"))>>
/*PASSED*/

p2:LTL<< G(("{W}" & "#W==1")-> X("state==S0" & "ack==1"))>>
/*PASSED*/

The evaluated LTL property in “p1” ensures that when port A is active once,
the subsequent state must satisfy two conditions: the state variable should be S1

(indicating a transition from S0 to S1) and the ‘sendTempData’ variable should
be 1 (indicating successful message transmission). The result, “PASSED”, con-
firms that this property holds for all execution traces. The same thing applies
for the evaluated LTL property in “p2” where it indicates the successful trans-
mission of the “ack” message.

5 Conclusion

Our paper introduces a novel diagram called “SysReo SD” that enhances CPS
modeling and analysis. By extending SysML with Reo, we create a powerful
“semi-formal-formal” model that effectively captures the behavior and coordina-
tion of CPS components using an exogenous protocol. This allows us to ensure
CPS interoperability, meet specific design requirements, and validate the cor-
rectness of the system behavior. Furthermore, we illustrate the applicability of
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our approach through a case study in the medical CPS domain, showcasing the
potential benefits of employing SysReo.

Looking ahead, we are planning to explore the application of SysReo in Digi-
tal Twins (DT) [27] where we can accurately capture the interactions and behav-
iors of the components of a physical system in a virtual environment. With the
use of SysReo models, we can continuously monitor and optimize the perfor-
mance of the digital twin.
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Abstract. The reliability of concurrent and distributed systems often
depends on some well-known techniques for fault tolerance. One such
technique is based on checkpointing and rollback recovery. Checkpointing
involves processes to take snapshots of their current states regularly,
so that a rollback recovery strategy is able to bring the system back
to a previous consistent state whenever a failure occurs. In this paper,
we consider a message-passing concurrent programming language and
propose a novel rollback recovery strategy that is based on some explicit
checkpointing operators and the use of a (partially) reversible semantics
for rolling back the system.

Keywords: reversible computation · message-passing · concurrency ·
rollback recovery · checkpointing

1 Introduction

The reliability of concurrent and distributed systems often depends on some
well-known techniques for fault tolerance. In this context, a popular approach is
based on checkpointing and rollback recovery (see, e.g., the survey by Elnozahy
et al. [3]). Checkpointing requires each process to take a snapshot of its state
at specific points in time. This state is stored in some stable memory so that
it can be accessed in case of a failure. Then, if an unexpected error happens,
a recovery strategy is responsible of rolling back the necessary processes to a
previous checkpoint so that we recover a consistent state of the complete system
and normal execution can be safely resumed.

In this paper, we consider the definition of a rollback recovery strategy based
on three explicit operators: check, commit, and rollback. The first operator, check,
is used to define a checkpoint, thus saving the current state of a process. The
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checkpoint is assigned a fresh identifier τ . Then, one can either commit the
computation performed so far (up to the checkpoint), commit(τ), or roll back to
the state immediately before the checkpoint, rollback(τ).

There are several possible uses for these operators. For example, the func-
tional and concurrent language Erlang [5] includes the usual try catch expression,
which in its simplest form is as follows: “try e catch : → e′ end.” Here, if the
evaluation of expression e terminates with some value, then try catch reduces
to this value. Otherwise, if an exception is raised (no matter the exception in
this example since “ : ” catches all of them), the execution jumps to the catch
statement and e′ is evaluated instead. However, the actions performed during
the incomplete evaluation of e are not undone, which may give rise to an incon-
sistent state of the system. Using the above operators, we could write down a
safer version of the try catch expression above as follows:

try T = check, X = e, commit(T ), X catch : → rollback(T ), e′ end

In this case, we first introduce a checkpoint which reduces to a fresh (unique)
identifier, say τ , and saves the current state of the process as a side-effect; variable
T is bound to τ . Then, if the evaluation of expression e completes successfully,
we gather the computed value in variable X, which is returned after commit(τ)
removes the checkpoint.1 Otherwise, if an exception is raised, the execution
jumps to the catch statement and rollback(τ) rolls back the process to the state
saved by checkpoint τ (possibly also rolling back other processes in order to get
a causally consistent state; see below).

Our approach to rollback recovery is based on the notion of reversible com-
putation (see [1,13] and references therein). Most programming languages are
irreversible, in the sense that the execution of a statement cannot generally be
undone. This is the case of Erlang, for instance. Nevertheless, in these languages,
one can still define a so-called Landauer embedding [19] so that computations
become reversible. Intuitively speaking, this operation amounts to defining an
instrumented semantics where states carry over a history with past states. While
this approach may seem impractical at first, there are several useful reversibi-
lization techniques that are roughly based on this idea (typically including some
optimization to reduce the amount of saved information, as in, e.g., [28,32]).

While the notion of reversible computation is quite natural in a sequential
programming language, the extension to concurrent and distributed languages
presents some additional challenges. Danos and Krivine [2] first introduced the
notion of causal consistency in the context of a reversible calculus (Milner’s
CCS [30]). Essentially, in a causal consistent reversible setting, an action cannot
be undone until all the actions that causally depend on this action have been
already undone. E.g., we cannot undo the spawning of a process until all the
actions of this process have been already undone; similarly, we cannot undo the
1 Binding a temporal variable X to the evaluation of expression e is required so that the

try catch expression still reduces to the same value of the original try catch expres-
sion; if we had just “T = check, e, commit(T )” then this sequence would reduce to
the value returned by commit in Erlang, thus changing the original semantics.
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sending of a message until its reception (and the subsequent actions) have been
undone. This notion of causality is closely related with Lamport’s “happened
before” relation [18]. In our work, we use a similar notion of causality to either
propagate checkpoints and to perform causal consistent rollbacks.

Our main contributions are the following. First, we propose the use of three
explicit operators for rollback recovery and provide their semantics. They can
be used for defining a sort of safe transactions, as mentioned above, but not
only. For instance, they could also be used as the basis of a reversible debugging
scheme where only some computations of interest are reversible, thus reducing
the run time overhead. Then, we define a rollback semantics for the extended
language that may proceed both as the standard semantics (when no checkpoint
is active) or as a reversible semantics (otherwise).

2 A Message-Passing Concurrent Language

In this work, we consider a simple concurrent language that mainly follows the
actor model [16]. Here, a running system consists of a number of processes
(or actors) that can (dynamically) create new processes and can only inter-
act through message sending and receiving (i.e., no shared memory). This is the
case, e.g., of (a significant subset of) the functional and concurrent language
Erlang [5].

In the following, we will ignore the sequential component of the language
(e.g., a typical eager functional programming language in the case of Erlang)
and will focus on its concurrent actions:

– Process spawning. A process may spawn new processes dynamically. Each
process is identified by a pid (a shorthand for process identifier), which is
unique in a running system.

– Message sending. A process can send a message to any other process as long
as it knows the pid of the target process. This action is asynchronous.

– Message reception. Messages need not be immediately consumed by the tar-
get process; rather, they are stored in an associated mailbox until they are
consumed (if any). We consider so-called selective receives, i.e., a process does
not necessarily consume the messages in its mailbox in the same order they
were delivered, since receive statements may impose additional constraints.
When no message matches any constraint, the execution of the process is
blocked until a matching message reaches its mailbox.

In the following, we let s, s′, . . . denote states, typically including some environ-
ment, an expression (or statement) to be evaluated and, in some case, a stack.
The structure of states is not relevant for the purpose of this paper, though.

A process configuration is denoted by a tuple of the form 〈p, s〉, where p is
the pid of the process and s is its current state. Messages have the form (p, p′, v)
where p is the pid of the sender, p′ that of the receiver, and v is the message
value. A system is then denoted by a parallel composition of both processes and
(floating) messages, as in [20,26] (instead of using a global mailbox, as in [23,25]).
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Fig. 1. Standard semantics

A floating message thus represents a message that has been already sent but not
yet delivered (i.e., the message is in the network). Furthermore, in this work,
process mailboxes are abstracted away for simplicity, thus a floating message
can also represent a message that is actually stored in a process mailbox.2

Systems range over by S, S′, S1, etc. Here, the parallel composition oper-
ator is denoted by “|” and considered commutative and associative. Therefore,
two systems are considered equal if they are the same up to associativity and
commutativity.

As in [23,25], the semantics of the language is defined in a modular way, so
that the labeled transition relations −→ and � model the evaluation of expres-
sions (or statements) and the evaluation of systems, respectively.

In the following, we skip the definition of the local semantics (→) since it
is not necessary for our developments; we refer the interested reader to [14,23].
The rules of the operational semantics that define the reduction of systems is
shown in Fig. 1. The transition steps are labeled with the pid of the selected
process and the considered action: seq, send, rec, or spawn(p′), where p′ is the
pid of the spawned process. Let us briefly explain these rules:

– Sequential, local steps are dealt with rule Seq. Here, we just propagate the
reduction from the local level to the system level.

– Rule Send applies when the local evaluation requires sending a message as a

side effect. The local step s
send(p′,v)−−−−−−→ s′ is labeled with the information that

must flow from the local level to the system level: the pid of the target process,
p′, and the message value, v. The system rule then adds a new message of

2 In Erlang, the order of messages sent directly from process p to process p′ is preserved
when they are all delivered; see [7, Sect. 10.8]. We ignore this constraint for simplicity,
but could be ensured by introducing triples of the form (p, p′, vs) where vs is a queue
of messages instead of a single message.
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the form (p, p′, v) to the system, where p is the pid of the sender, p′ the pid
of the target process, and v the message value.

– In order to receive a message, the situation is somehow different. Here, we
need some information to flow both from the local level to the system level
(the clauses cs of the receive statement) and vice versa (the selected clause
csi). For this purpose, in rule Receive, the label of the local step includes a
special variable κ —a sort of future— that denotes the position of the receive
expression within state s. The rule then checks if there is a floating message v
addressed to process p that matches one of the constraints in cs. This is done
by the auxiliary function matchrec, which returns the selected clause csi of
the receive statement in case of a match (the details are not relevant here).
Then, the reduction proceeds by binding κ in s′ with the selected clause csi,
which we denote by s′[κ ← csi].

– Rule Spawn also requires a bidirectional flow of information. Here, the label
of the local step includes the future κ and the state of the new process s0.
The rule then produces a fresh pid, p′, adds the new process 〈p′, s0〉 to the
system, and updates the state s′ by binding κ to p′ (since spawn reduces to
the pid of the new process), which we denote by s′[κ ← p′].

– Finally, rule Par is used to lift an evaluation step to a larger system [26]. The
auxiliary function id takes a system S and returns the set of pids in S, in
order to ensure that new pids are indeed fresh in the complete system.

In the following, �∗ denotes the transitive and reflexive closure of �. Given
systems S0, Sn, we let S0 �∗ Sn denote a derivation under the standard seman-
tics. When we want to consider the individual steps of a derivation, we often
write S0 �p1,aa

S1 �p2,a2 . . . �pn,an
Sn. A reduction step usually consists of a

number of applications of rule Par until a process, or a combination of a process
and a message, is selected, so that one of the remaining rules can be applied
(Seq, Send, Receive or Spawn). We often omit the steps with rule Par and only
show the reductions on the selected process, i.e., ai ∈ {seq, send, rec, spawn(p′)}.

An initial system has the form 〈p, s0〉, i.e., it contains a single process. A
system S′ is reachable if there exists a derivation S �∗ S′ such that S is an
initial system. A derivation S �∗ S′ is well-defined under the standard semantics
if S is a reachable system.

The semantics in Fig. 1 applies to a significant subset of the programming
language Erlang [5], as described, e.g., in [14,25]. However, for clarity, we will
consider in the examples a much simpler notation which only shows some relevant
information regarding the concurrent actions performed by each process. This
is just a textual representation which makes explicit process interaction but is
not the actual program. In particular, we describe the concurrent actions of a
process by means of the following items:

– p←spawn(), for process spawning, where p is the (fresh) pid returned by the
call to spawn and assigned to the new process;
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– send(p, v), for sending a message, where p is the pid of the target process and
v the message value (which could be a tuple including the process own pid in
order to get a reply, a common practice in Erlang);

– rec(v), for receiving message v.

We will ignore sequential actions in the examples since they are not relevant for
the purpose of this paper.

Fig. 2. Textual and graphical representation of the concurrent actions of a program
(time flows from top to bottom)

Example 1. Consider, for instance, a system with three processes with pids p1
(the initial one), p2, and p3, which perform the actions shown in Fig. 2 (a).
A (partial) derivation under the standard semantics (representing a particular
interleaving of the processes’ actions) may proceed as follows, where we under-
line the selected process and message (if any) at each step:

〈p1, s[p2←spawn()]〉
�p1,spawn(p2) 〈p1, s[send(p2, v1)]〉 | 〈p2, s[p3←spawn()]〉
�p2,spawn(p3) 〈p1, s[send(p2, v1)]〉 | 〈p2, s[rev(v1)]〉 | 〈p3, s[rec(v2)]〉
�p1,send 〈p1, s[send(p2, v3)]〉 | 〈p2, s[rec(v1)]〉 | 〈p3, s[rec(v2)]〉 | (p1, p2, v1)
�p2,rec 〈p1, s[send(p2, v3)]〉 | 〈p2, s[send(p3, v2)]〉 | 〈p3, s[rec(v2)]〉
�p2,send 〈p1, s[send(p2, v3)]〉 | 〈p2, s[rec(v3)]〉 | 〈p3, s[rec(v2)]〉 | (p2, p3, v2)
�p3,rec 〈p1, s[send(p2, v3)]〉 | 〈p2, s[rec(v3)]〉 | 〈p3, s[send(p2, v4)]〉
�p1,send 〈p1, s[send(p2, v5)]〉 | 〈p2, s[rec(v3)]〉 | 〈p3, s[send(p2, v4)]〉 | (p1, p2, v3)
� . . .

where a state of the form s[op] denotes an arbitrary state where the next opera-
tion to be reduced is op. We omit some intermediate steps which are not relevant
here. A graphical representation of the reduction can be found in Fig. 2 (b).

We note that programs can exhibit an iterative behavior through recursive func-
tion calls. E.g., a typical server process is defined by a function that waits for a
client request, process it, and then makes a recursive call, possibly with a mod-
ified state (a common pattern in Erlang). This is hidden in our examples since
we do not show sequential operations explicitly.
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Fig. 3. Rollback recovery operators

3 Checkpoint-Based Rollback Recovery

In this section, we present our approach to rollback recovery in a message-passing
concurrent language. Essentially, our approach is based on defining an instru-
mented semantics with two modes: a “normal” mode, which proceeds similarly
to the standard semantics, and a “reversible” mode, where actions can be undone
and, thus, can be used for rollbacks.

3.1 Basic Operators

We consider three explicit operators to control rollback recovery: check, commit,
and rollback. Intuitively speaking, they proceed as follows:

– check introduces a checkpoint for the current process. The reduction of check
returns a fresh identifier, τ , associated to the checkpoint; note that nested
checkpoints are possible.

– commit(τ) can then be used to discard the state saved in checkpoint τ . In our
context, check implies turning the reversible mode on and commit turning it
off (when no more active checkpoints exist).

– Finally, rollback(τ) starts a backward computation, undoing all the actions of
the process (and their causal dependencies from other processes) up to the
call to check (including) that introduced τ .

The local reduction rules for the new operators are very simple and can be found
in Fig. 3. Here, we consider that a local state consists of an environment (a vari-
able substitution) and an expression (to be evaluated), but it could be straight-
forwardly extended to other state configurations (e.g., configurations that also
include a stack, as in [15]).

Rule Check reduces the call to a future, κ, which also occurs in the label of the
transition step. As we will see in the next section, the corresponding rule in the
system semantics will perform the associated side-effect (creating a checkpoint)
and will also bind κ with the (fresh) identifier for this checkpoint. Rules Commit
and Rollback just pass the corresponding information to the system semantics in
order to do the associated side effects. Both rules reduce the call to the constant
“ok” (an atom used in Erlang when a function call does not return any value).

Example 2. Consider again a program that performs the concurrent actions of
Example 1, where we now add a couple of checkpoints, a commit, and a rollback
to process p1, as shown in Fig. 4. Here, we let τ ← check denote that τ is the
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Fig. 4. Concurrent actions of a program including check, commit, and rollback

Fig. 5. Graphical representation: before and after the rollback

(fresh) identifier returned by the call to check. A graphical representation of a
particular execution can be found in Fig. 5. Intuitively speaking, it proceeds as
follows:

– Process p1 calls function check, which creates a checkpoint with identifier τ1.
This checkpoint is propagated to p2 when sending message v3, so p2 turns the
reversible mode on too.

– Then, p1 creates another checkpoint, τ2, so we have two active checkpoints.
These checkpoints are propagated to p2 by message v5 and also to p3 by
message v6. At this point, all three processes have the reversible mode on.

– Now, p1 calls commit(τ2), so checkpoint τ2 is not active anymore in p1. This
is also propagated to both p1 and p2. Nevertheless, the reversible mode is still
on in all three processes since τ1 is still alive.

– Then, p1 calls rollback(τ1) so p1 undoes all its actions up to (and including)
the first call to check. For this rollback to be causal consistent, p2 rolls back
to the point immediately before receiving message v3, and p3 to the point
immediately before receiving message v6.
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– Finally, all three processes are back to normal, irreversible mode (no check-
point is active), and p3 sends message v7 to p2. The actions in the second
diagram are all irreversible.

3.2 A Reversible Semantics for Rollback Recovery

Let us now consider the design of a reversible semantics for rollback recovery.
Essentially, the operators can be modeled as follows:

– The reduction of check creates a checkpoint, which turns on the reversible
mode of a process as a side-effect (assuming it was not already on). As in
[23,25], reversibility is achieved by defining an appropriate Landauer embed-
ding [19], i.e., by adding a history of the computation to each process con-
figuration.3 A checkpoint is propagated to other processes when a causally
dependent action is performed (i.e., spawn and send); following the terminol-
ogy of [3], these checkpoints are called forced checkpoints.

– A call of the form commit(τ) removes τ from the list of active checkpoints of
a process, turning the reversible mode off when the list of active checkpoints
is empty. Forced checkpoints in other processes with the same identifier τ (if
any) are also removed from the corresponding sets of active checkpoints.

– Finally, the reduction of rollback(τ) involves undoing all the steps of a given
process up to the checkpoint τ in a causal consistent way, i.e., possibly also
undoing causally dependent actions from other processes.

Unfortunately, this apparently simple model presents a problem. Consider, for
instance, a process p that performs the following actions:

p := {
︷ ︸︸ ︷

check(τ1), send(p′, v), check(τ2), . . . , commit(τ1), . . . , rollback(τ2)
︸ ︷︷ ︸

, . . .}
(*)

Here, we can observe that the pairs check-commit and check-rollback are not well
balanced. As a consequence, we commit checkpoint τ1 despite the fact that a
rollback like rollback(τ2) may bring the computation back to the point immedi-
ately before check(τ2), where τ1 should be alive, thus producing an inconsistent
state. We could recover τ1 when undoing the call commit(τ1). However, this is
not only a local problem, since commit(τ1) may have also removed the checkpoint
from other processes (p′, in the example).

We could solve the above problem by considering that a call to commit may
introduce new causal dependencies. Intuitively speaking, one could treat the
propagation of commit to other process as the sending of a message. Therefore,
a causal consistent rollback would often require undoing all subsequent actions
in these processes before undoing the call to commit. Unfortunately, this solution

3 For clarity of exposition, the complete state is saved at each state. Nevertheless, an
optimized history could also be defined; see, e.g., [28,32].
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would require all processes to keep the reversible mode on all the time, which is
precisely what we want to avoid.

A very simple workaround comes immediately to mind: require the program-
mer to write well-balanced pairs check-commit and check-rollback. In this case,
a rollback that undo a call to commit will also undo the corresponding call to
check, so the inconsistent situation above would no longer be possible. How-
ever, this solution is not acceptable when forced checkpoints come into play. For
instance, in example (*) above, if we replace check(τ2) by a receive operation
from some process where checkpoint τ2 is active, the same inconsistent state can
be reproduced. In this case, though, we cannot require the programmer to avoid
such situations since they are unpredictable.

For all the above, in this work we do not impose any constraint on the use of
the new operators but propose the following solution: When a call of the form
commit(τ) occurs, we check in the process’ history whether τ is the last active
checkpoint of the process (either proper or forced). If this is the case, the commit
is executed. Otherwise, it is delayed until the condition is met.

Our configurations will now have three additional fields: the set of active
checkpoints, the set of delayed commits, and a history (for reversibility):

Definition 1 (rollback configuration). A forward configuration is defined
as a tuple (C,D, h, 〈p, s〉) where C is a set of (active) checkpoint identifiers, D
is a set of delayed commits, h is a history, and 〈p, s〉 is a pid and a (local)
state, similarly to the standard semantics. A backward configuration has the
form ((C,D, h, 〈p, s〉))τ where τ is the target of a rollback request.

A (rollback) configuration is either a forward or a backward configuration.

As for the messages, they now have the form (C, p, p′, {�, v}). Here, we can
distinguish two differences w.r.t. the standard semantics: first, we add a set
of active checkpoints, C, which should be propagated to the receiver as forced
checkpoints; secondly, the message value is wrapped with a tag to uniquely
identify it (as in [23], in order to distinguish messages with the same value).

As in the standard semantics, a system is then a parallel composition of
(rollback) configurations and floating messages.

In the following, we let [ ] denote an empty list and x : xs a list with head
x and tail xs. A process history h is then represented by a list of the following
elements: seq, send, rec, spawn, check, and commit. Each one is denoted by a
term containing enough information to undo the corresponding reduction step,4

except for the case of commit, whose side-effects are irreversible, as argued above.
To be more precise,

– all terms store the current state (s).
– for sending a message, the corresponding term also stores the pid of the target

process (p′) and the message tag (�);
– for receiving a message, the term also stores two sets of active checkpoints

(the active ones and those received from a message as forced checkpoints),
the pid of the sender (p′), the message tag (�), and the message value (v);

4 The reader can compare the rules in Fig. 6 and their inverse counterpart in Fig. 7.



From Reversible Computation to Checkpoint-Based Rollback Recovery 113

– for spawning a process, the corresponding term also includes the fresh pid of
the new process (p′);

– and, finally, for check and commit, it also stores the checkpoint identifier (τ).

A delayed commit is represented as a triple 〈τ, h, P 〉, where τ is a checkpoint
identifier, h is a history, and P is a set of pids (the pids of the processes where
a forced checkpoint τ has been propagated).

Fig. 6. Rollback recovery semantics: forward rules

Forward Rules. The forward reduction rules of the rollback semantics are
shown in Fig. 6. The main difference with the standard semantics is that, now,
some process configurations include a history with enough information to undo
any reduction step. Here, we follow the same strategy as in [23,25] in order to
define a scheme for reversible debugging.5

5 In contrast to [23,25], however, we do not need to undo every possible step, but only
those steps that are performed when there is at least one active checkpoint. This
is why we added C: to store the set of active checkpoints (i.e., checkpoints without
a corresponding commit/rollback yet). Observe that we might have several active
checkpoints not only because nested checkpoints are possible, but because of forced
checkpoints propagated by process spawning and message sending.
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Essentially, the first four rules of the semantics can behave either as the
standard semantics or as a reversible semantics, depending on whether C is
empty or not. For conciseness, we avoid duplicating all rules by introducing
the auxiliary function add to update the history only when there are active
checkpoints: addC(a, h) = h if C = ∅, and addC(a, h) = a :h otherwise.

As mentioned above, the reversible mode is propagated through message
sending and receiving. This is why messages now include the set of active check-
points C. As can be seen in rule Receive, the process receiving the message
updates its active checkpoints with those in the message. This is necessary for
rollbacks to be causally consistent. Note that, in the associated term in the his-
tory, rec(C′ \ C, C′, s, p′, �, v), C′ \ C denotes the forced checkpoints introduced by
the received message.

Similarly, the reversible mode is also propagated by process spawning: rule
Spawn adds the current set of active checkpoints C (which might be empty) to
the new process.

As for the new rules, Check produces a fresh identifier, τ , and binds the future,
κ, to this identifier. It also adds τ to the current set of active checkpoints. Note
that, if C is empty, this step turns the reversible mode on.

Commit includes two transition rules, depending on whether the commit can
be done or it should be delayed. We use the auxiliary Boolean function last so
that lastτ (h) checks whether τ is the last checkpoint of the process according
to history h, i.e., whether the last check or rec term in h has either the form
check(τ, s′) or rec(C′, . . .) with τ ∈ C′. Note that we do not need to consider forced
checkpoints introduced by process spawning since they cannot occur after a call
to check (they are always introduced when spawning the process). If the call to
function last returns true, we remove the checkpoint identifier from C and from
all processes where this checkpoint was propagated (as a forced checkpoint).
Here, the auxiliary function dpτ takes a history and returns all pids which have
causal dependencies with the current process according to h, i.e.,

– p ∈ dpτ (h) if spawn(s, p) occurs in h;
– p ∈ dpτ (h) if send(s, p, �) occurs in h.

Now, we want to propagate the effect of commit to all processes in dpτ (h) in order
to remove τ from their set of active checkpoints. One could formalize this process
with a few more transition rules and a new kind of configuration. However, for
simplicity, we represent it by means of an auxiliary function propagate so that
propagate(τ, P ) always returns true and performs the following side-effects:

1. for each p′ ∈ P , we look for the process with pid p′, say (C′,D′, h′, 〈p′, s′〉);
2. if τ �∈ C′ (it is not an active checkpoint of process p′), we are done;
3. otherwise (τ ∈ C′), we remove τ from C′ and repeat the process, i.e., we

compute P ′ = dpτ (h′) and call propagate(τ, P ′).

Termination is ensured since the number of processes is finite and a process where
τ is not active will eventually be reached. In practice, commit propagation can
be implemented by sending (asynchronous) messages to the involved processes.
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Fig. 7. Rollback recovery semantics: backward rules

Note that the semantics would be sound even if commit operations were not
propagated, so doing it is essentially a matter of efficiency (a sort of garbage
collection to avoid recording actions that are not really necessary).

On the other hand, if the call to function last returns false, the checkpoint
is moved from C to D as a delayed commit (second rule of Commit). Eventually,
rule Delay becomes applicable and proceeds similarly to the first rule of Commit
but considering the delayed commit. We do not formalize a particular strategy
for firing rule Delay, but a simple strategy would only fire this rule only when
some checkpoint is removed from the set of active checkpoints of a process.

Rule Rollback simply changes the forward configuration to a backward con-
figuration, also adding the superscript τ to drive the rollback. Therefore, the
forward rules are no longer applicable to this process (and the backward rules
in Fig. 7 can be applied instead).

Finally, rule Par is identical to that in the standard semantics. The only
difference is that, now, function id(S) returns the set of pids, message tags, and
checkpoints in S.
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Backward Rules. Let us now present the backward rules of the rollback seman-
tics, which are shown in Fig. 7.

First, rule Seq applies when the history is headed by a term of the form
seq(s). It simply removes this element from the history and recovers state s.

Rule Send distinguishes two cases. If the message with tag � is a floating mes-
sage (so it has not been received), then we remove the message from the system
and recover the saved state. Otherwise (i.e., the message has been consumed by
the target process p′), the rollback mode is propagated to process p′, which will
go backwards up to the receiving of the message; once the floating message is
back into the system, the first rule applies.

Rule Receive also distinguishes two cases. In both of them, the message is put
back into the system as a floating message and the recorded state is recovered.
They differ in that the first rule considers the case where τ is a forced checkpoint
introduced by the received message. In this case, we undo the step and the
process resumes its forward computation.6 Otherwise (i.e., τ was introduced
somewhere else), we undo the step but keep the rollback mode for the process.

Rule Spawn proceeds in a similar way as rule Send: if the spawned process is
already in its initial state with an empty history, it is simply removed from the
system. Otherwise, the reversible mode is propagated to the spawned process p′.

Rule Check applies when we reach a checkpoint in the process’ history. If the
checkpoint has the same identifier of the initial rollback operator, τ , the job is
done and the process resumes its forward computation after undoing one last
step.7 Otherwise (i.e., the checkpoint in the history has a different identifier, τ ′),
we undo the step, also removing τ ′ from the set of active checkpoints, but keep
the rollback mode.

Finally, rule Commit considers two cases: either the commit has been exe-
cuted (and, thus, the rollback will eventually undo the associated check too), or
the commit was delayed (see Example 3 below).

Example 3. Consider again the program in Example 2, where we now switch the
arguments of commit and rollback in process p1 in order to illustrate the use of
delayed commits (p2 and p3 remain the same as before). The concurrent actions
of the modified program are shown in Fig. 8, where the terms send and rec now
include message tags instead of values. In this case, the sequence of configurations
of p1 would be as shown in Fig. 9. Here, the call commit(τ1) cannot be executed
since the last checkpoint of process p1 is τ2. Therefore, it is added as a delayed

6 Here, we assume that rule Send has a higher priority than rule Receive, so once a
message is put back into the network, the corresponding message sending is undone
(rather than being received again).

7 We note that, in its current formulation, we would recover the state immediately
before the checkpoint and, then, would perform the same actions—up to the non-
determinism of the language—. If the goal was to implement a safer try catch (as
illustrated in Sect. 1), then we could slightly modify the rules so that, when the roll-
back is done, we update the recovered state by replacing the next expression to be
evaluated by the expression after the call to rollback (that in s′ in rule Rollback).
We leave this particular extension as future work.
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Fig. 8. Concurrent actions of the program in Example 3

Fig. 9. Sequence of configurations of p1 (Example 3), where some arguments of history
items and other information (not relevant for the example) are omitted

checkpoint. Then, we have a call rollback(τ2) which undo the last steps of p1 (as
well as some steps in p2 and p3 in order to keep causal consistency, which we do
not show for simplicity).

Soundness. In the following, we assume a fair selection strategy for processes,
so that each process is eventually reduced. Furthermore, we only consider well-
defined derivations where the calls commit(τ) and rollback(τ) can only be made
by the same process that created the checkpoint τ , and a process can only have
one action for every checkpoint τ , either commit(τ) or rollback(τ), but not both.

Soundness is then proved by projecting the configurations of the rollback
semantics to configurations of either the standard semantics (function sta) or a
pure reversible semantics (function rev). Then, we prove that every step under
the rollback semantics has a counterpart either under the standard or under the
reversible semantics, after applying the corresponding projections. Formally,8

8 We denote by →= the reflexive closure of a binary relation →, i.e., (→=) = (→ ∪ =).
We consider the reflexive closure in the claim of Theorem 1 since some steps under the
rollback semantics have no counterpart under the standard or reversible semantics.
In these cases, the projected configurations remain the same.
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Theorem 1. Let d be a well-defined derivation under the rollback semantics. For
each step S ↪→ S′ in d we have either sta(S) �= sta(S′) or rev(S) �= rev(S′).

We have also proved that every computation between a checkpoint and the
corresponding rollback is indeed reversible for well-defined derivations; see the
companion technical report, [37], for more details. We leave the study of other
interesting results of our rollback semantics (e.g., minimality and some partial
completeness) for future work.

4 Related Work

There is abundant literature on checkpoint-based rollback recovery to improve
fault tolerance (see, e.g., the survey by Elnozahy et al [3] and references there in).
In contrast to most of these approaches, our distinctive features are the extension
of the underlying language with explicit operators for rollback recovery, the auto-
matic generation of forced checkpoints (somehow similarly to communication-
induced checkpointing [35]), and the use of a reversible semantics. Also, we share
some similarities with the checkpointing technique for fault-tolerant distributed
computing of [8,17], although the aim is in principle different: their goal is the
definition of a new programming model where globally consistent checkpoints
can be created (rather than extending an existing message-passing program-
ming language with explicit operators for rollback recovery). Indeed, the use of
some form of reversibility is mentioned in [8] as future work.

The idea of using reversible computation for rollback recovery is not new.
E.g., Perumalla and Park [33] already suggested it as an alternative to other tra-
ditional techniques based on checkpointing. In contrast to our work, the authors
focus on empirically analyzing the trade-off between fault tolerance based on
checkpointing and on reversible computation (i.e., memory vs run time), using a
particular example (a particle collision application). Moreover, since the appli-
cation is already reversible, no Landauer embedding is required.

The introduction of a rollback construct in a causal-consistent concurrent
formalism can be traced back to [11,12,21,22,27]. In these works, however, the
authors focus on a different formalism and, moreover, no explicit checkpointing
operator is considered. These ideas are then transferred to an Erlang-like lan-
guage in [23,31], where an explicit checkpoint operator is introduced. However,
in contrast to our work, all actions are recorded into a history (i.e., it has no
way of turning the reversible mode off). In other words, a checkpoint is just a
mark in the execution, but it is not propagated to other processes (as our forced
checkpoints) and cannot be removed (as a call to commit does in our approach).
More recent formulations of the reversible semantics for an Erlang-like language
include [20,24–26], but the checkpoint operator has not been considered (the
focus is on reversible debugging).
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The standard semantics in Fig. 1 is trivially equivalent to that considered in
[25] except for some minor details: First, we follow the simpler and more elegant
formulation of [26]. For instance, following the style of [25], rule Send would have
the following form:

s
send(p′,v)−−−−−−→ s′

Γ ; 〈p, s〉 | Π �p,send(�) Γ ∪ {(p, p′, v)}; 〈p, s′〉 | Π

In this case, messages are stored in a global mailbox, Γ , and an expression like
“〈p, s〉 | Π” represents all the processes in the system, i.e., 〈p, s〉 is a distin-
guished process (where reduction applies) and Π is the parallel composition of
the remaining processes. In contrast, we have floating messages and select a pro-
cess to be reduced by applying (repeatedly) rule Par. The possible reductions,
though, are the same in both cases. There are other, minor differences, like con-
sidering a rule to deal with the predefined function self (which returns the pid
of a process), and representing a state by a pair θ, e (environment, expression).

Another difference with the reversible semantics in [23,25] is that we consider
a single transition relation for systems (↪→). This relation aims at modeling an
actual execution in which a process proceeds normally forwards but a call to
rollback forces it to go backwards temporarily (a situation that can be propa-
gated to other processes in order to be causally consistent). In contrast, [23,25]
considers first an uncontrolled semantics (⇀ and ↽) which models all possible
forward and backward computations. Then, a controlled semantics is defined on
top of it to drive the steps of the uncontrolled semantics in order to satisfy both
replay and rollback requests.

On a different line of work, Vassor and Stefani [36] formally studied the
relation between rollback recovery and causal-consistent reversible computa-
tion. In particular, they consider the relation between a distributed check-
point/rollback scheme based on (causal) logging (Manetho [4]) and a causally-
consistent reversible version of π-calculus with a rollback operator [21]. Their
main conclusion is that the latter can simulate the rollback recovery strategy of
Manetho. Our aim is somehow similar, since we also simulate a checkpoint-based
rollback recovery strategy using a reversible semantics, but there are also some
significant differences: the considered language is different (a variant of π-calculus
vs an Erlang-like language), they only consider a fixed number of processes (while
we accept dynamic process spawning) and, moreover, no explicit operators are
considered (i.e., our approach is more oriented to introduce a new programming
feature rather than proving a theoretical result).

Very recently, Mezzina, Tiezzi and Yoshida [29] introduced a rollback recov-
ery strategy for session-based programming. Besides considering a different set-
ting (a variant of π-calculus), their approach is also limited to a fixed number of
parties (no dynamic processes can be added at run time), and nested checkpoints
are not allowed. Furthermore, the checkpoints of [29] are not automatically prop-
agated to other causally consistent processes (as our forced checkpoints); rather,
they introduce a compliance check at the type level to prevent undesired situa-
tions.
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Our work also shares some similarities with [34], which presents a hybrid
model combining message-passing concurrency and software transactional mem-
ory. However, the underlying language is different and, moreover, their transac-
tions cannot include process spawning (which must be delayed).

Finally, Fabbretti, Lanese and Stefani [6] introduced a calculus to formally
model distributed systems subject to crash failures, where recovery mechanisms
can be encoded by a small set of primitives. This work can be seen as a reworking
and extension of the previous work by Francalanza and Hennessy [9]. Here,
a variant of π-calculus is considered. Furthermore, the authors focus on crash
recovery without relying on a form of checkpointing, in contrast to our approach.

5 Conclusions and Future Work

In this work, we have defined a rollback-recovery strategy for a message-passing
concurrent programming language without the need for a central coordination.
For this purpose, we have extended the underlying language with three explicit
operators: check, commit, and rollback. Our approach is based on a reversible
semantics where every process may go both forwards and backwards (during
a rollback). Checkpoints are automatically propagated to other processes so
that backward computations are causally consistent. The ability to turn the
reversible mode on/off is useful not only to model rollback recovery, but can
also constitute the basis of a safer try catch (as illustrated in Sect. 1) and a
selective reversible debugging scheme, where only some computations—those of
interest—are traced, thus making it easier to scale to larger applications.

As for future work, we will consider the definition of a shortcut version of the
rollback semantics where only the state in a checkpoint is recorded (rather than
all the states between a checkpoint and the corresponding commit/rollback) so
that a rollback recovers the saved state in one go. This extension will be essential
to make our approach feasible in practice. In the context of Erlang, a prototype
implementation of the proposed operators (check, commit, and rollback) could be
carried out through a program instrumentation. It will likely require introducing
a wrapper for each process in order to record the process’ history, turning the
reversible mode on/off, propagating forced checkpoints and commits, etc. For
this purpose, one could explore the use of the run-time monitors of [10], which
play a similar role in their scheme for reversible choreographies.
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https://gvidal.webs.upv.es/confs/padl21/tr.pdf
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Abstract. A promising way of integrating formal methods into indus-
trial system design is to endow industrial modeling tools with automatic
formal analyses. In this paper we identify some challenges for providing
such formal methods “backends” for cyber-physical systems (CPSs), and
argue that Maude could meet these challenges. We then give an overview
of our research on integrating Maude analysis into the OSATE tool envi-
ronment for the industrial CPS modeling standard AADL.

Since many critical distributed CPSs are “logically synchronous,” a
key feature making automatic formal analysis practical is the use of syn-
chronizers for CPSs. We identify a sublanguage of AADL to describe
synchronous CPS designs. We can then use Maude to effectively verify
such synchronous designs, which under certain conditions also verifies
the corresponding asynchronous distributed systems, with clock skews
and communication delays. We then explain how we have extended our
methods to multirate systems and to CPSs with continuous behaviors.

We illustrate the effectiveness of Maude-based formal model engineer-
ing of industrial CPSs on avionics control systems and collections of
drones. Finally, we identify future directions in this line of research.

1 Introduction and Overview

Modern cyber-physical systems (CPSs) are complex and safety-critical systems.
Formal methods should therefore be an integral part of their design process.
However, despite the availability of powerful formal tools, there still seems to be
a barrier in industry to using formal methods. This could have many reasons,
including lack of available formal methods experts, perceived need to be an
expert to use formal methods, and lack of user-friendly and robust formal tools.

Formal Model Engineering. Maybe the most promising way of integrating for-
mal methods into industrial model development processes is to provide auto-
matic “push-button” formal analysis as an “under-the-hood backend” which is
integrated into the designer’s model development environment. The modeler can
then continue to use her favorite modeling language and IDE without worrying
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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about formal methods, and still get powerful formal analyses for free. Edward
Lee calls such model development formal model engineering in [8].

Enabling such formal model engineering requires:

– Targeting a modeling language widely used in industrial model development.
– Identifying a useful significant subset of the industrial modeling language.
– A formal semantics for the (subset of the) industrial modeling language.
– Defining an intuitive property specification language in which the developer

can easily express properties about her model, without knowing anything
about formal methods or the formal representation of her model, and without
having to master the syntax of the formal method.

– Integrating automatic formal analyses of the user’s model into her tool.
– Presenting the result of the formal analysis in an intuitive way.

Challenges. Endowing industrial modeling environments for CPSs, which are
distributed (real-time) embedded systems, with effective under-the-hood formal
analysis is very challenging, due to factors that include:

1. Industrial modeling languages by their very nature tend to be large and
expressive. The target formalism must therefore be very expressive to pro-
vide a formal semantics for the source language.

2. However, in formal methods usually only less expressive, often decidable, for-
malisms (such as timed automata for real-time systems) provide automatic
analyses, whereas more expressive formalisms (such as differential dynamic
logic [61]) typically only support interactive theorem proving analysis, which
is not desired for formal model engineering.

3. Automatic model checking verification of industrial distributed CPSs quickly
becomes infeasible due to the many interleavings caused by distribution.

4. Industrial CPSs may have both continuous behaviors and complex discrete
control programs, in addition to clock skews, network delays, and so on.

5. The need to provide a query language in which requirements can be intuitively
expressed without knowing the formal representation of the model.

6. Verification typically applies to a specific deployment scenario, and small
changes (such as network delays) can invalidate the verification result.

Maude as a Formal Model Engineering Backend for CPSs. We argue that
Maude [27], with its Real-Time Maude [58,59] and Maude-SMT [72] extensions,
is a suitable formal framework for formal model engineering of industrial CPSs.

Maude is formal modeling language and high-performance formal analysis
tool based on rewriting logic [48,50]. Rewriting logic is an expressive logic for
concurrency where the static parts of the system (data types, etc.) are defined
by algebraic equational specifications, and where dynamic behavior is defined
by rewrite rules. Maude is particularly suitable to model distributed systems in
an object-oriented style. Maude provides a range of explicit-state formal analy-
sis methods, including rewriting for simulation, reachability analysis, and linear
temporal logic (LTL) model checking. Real-time systems can also be specified
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and analyzed in Real-Time Maude, which provides time-bounded analysis com-
mands and timed CTL model checking [44]. Maude has recently integrated SMT
solving, which enables symbolic reasoning that manipulates symbolic states; i.e.,
state patterns with variables that represent possibly infinitely many concrete
states.

Maude addresses the challenges 1, 2, 4, and 5 above as follows:

1. Rewriting logic is well known to be expressive (see, e.g., [50] for a dated
overview of some applications), and can capture complex control program
languages—evidenced, e.g., by rewriting logic providing semantics to program-
ming languages like C, Java, LLVM, EVM, Scheme, and so on [53]—and a
wide range of communication forms, including sophisticated communication
models for wireless sensor networks [60] and mobile ad hoc networks [46].

2. Maude and Real-Time Maude combine this expressive and general modeling
formalism with providing a range of automatic analysis methods, including
reachability analysis and LTL and timed CTL model checking.

3. The recent integration of SMT solving into Maude allows us to analyze sys-
tems with continuous behaviors (and clock skews) symbolically in Maude.

4. In contrast to many formal tools, Maude supports parametric atomic propo-
sitions, which are needed to define intuitive property specification languages
(which are parametric in the input model), as illustrated below.

(Logically) Synchronous CPSs. We target CPSs, which, by definition, are net-
works of embedded systems that typically interact using message passing. Many
industrial (distributed) CPSs are logically synchronous: at the end of each period
all components read messages, perform transitions, and generate output to be
read at the end of the next period. Examples of such logically synchronous
systems include avionics and automotive systems [9,43,67], networked medical
devices [7,36], and other distributed control systems such as the steam-boiler
benchmark [1]. However, they have to be realized in a distributed setting, with
imprecise local clocks, messaging delays, execution times, and so on.

Note that clock synchronization is well understood (e.g., IEEE 1588 [30]); we
can therefore often guarantee a bound on the drift of the local clocks. Further-
more, the infrastructure of many critical CPSs—such as cars, airplanes, manu-
facturing plants, robots, etc.—guarantee bounds on the communication delays.

Synchronizers for CPSs: Taming the Design and Model Checking Complexity.
Challenge (3) still remains: model checking distributed CPSs quickly becomes
infeasible due to the many different behaviors caused by interleavings.

One way of making model checking of logically synchronous distributed
CPSs feasible is to apply synchronizers for CPSs, such as the time-triggered
architecture (TTA) [38,65], PALS (“physically asynchronous, logically syn-
chronous”) [3,52], and their generalization MSYNC [13]. The idea is that an ide-
alized fully synchronous design SD (without distribution, message delays, clock
skews, execution times, etc.) under some assumptions Γ about the underlying
infrastructure is “logically equivalent” to the desired asynchronous distributed
system async(SD , Γ ).
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Fig. 1. A Ptolemy II DE model of a traffic light system.

Synchronizers for CPSs also address Challenge (6): By verifying the syn-
chronous design, we also prove the correctness of the corresponding “implemen-
tations” for all deployments satisfying the TTA/PALS/MSYNC constraint.

PALS was motivated by an avionics system developed by Rockwell Collins,
where model checking even very simplified versions of the (asynchronous) CPS
design took more than 30 h, whereas model checking the logically equivalent
synchronous design takes less than 0.1 s.

AADL. In [15] we provided a Real-Time Maude formal analysis backend for
discrete-event (DE) models of UC Berkeley’s Ptolemy II tool [62], which has
industrial users (e.g., Bosch). As shown in Fig. 1, the user can develop her model
using the excellent graphical interface of Ptolemy II. She can then click on the
blue button to generate a Real-Time Maude model and can enter her Real-Time
Maude query, all while staying inside Ptolemy II. Such Real-Time Maude timed
CTL model checking revealed a previously unknown flaw in a model of a traffic
light system in Ptolemy II’s model repository [44] (Fig. 2).
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Fig. 2. Real-Time Maude timed CTL model checking inside Ptolemy II.

We wanted to target industrial tools widely used by designers of safety-critical
CPSs. In particular, due to our collaboration with Rockwell Collins on avionics
applications, we targeted a modeling standard for CPSs used in avionics. The
Architecture Analysis and Design Language (AADL) [31] is an industrial mod-
eling standard for avionics, automotive, and cyber-physical systems developed
and used by companies and organizations such as Carnegie Mellon University,
US Army, Honeywell, Rockwell Collins, Lockheed Martin, General Dynamics,
Airbus, the European Space Agency, Dassault, EADS, Ford, and Toyota. Model
development in AADL is supported by the Open Source AADL Tool Environ-
ment (OSATE).

Overview. This invited paper on “the evolution of our software-component-
based” research first provides brief preliminaries to Maude and its extensions,
and to AADL. Section 3 introduces two avionics applications that motivated this
work.

Section 4 summarizes the first step towards providing Maude-based formal
analysis of CPSs via AADL: a Real-Time Maude semantics of a “behavioral sub-
set” of AADL [55]. This can be used to verify AADL models of distributed
systems. However, explicit-state model checking of distributed CPSs quickly
becomes infeasible: The above-mentioned active standby avionics system has
only three components, and 10 boolean-valued messages are sent/received in



132 K. Bae and P. C. Ölveczky

each round. There are therefore 10! different orders in which messages can be
received in each round, and hence a similar number of different states, so that
model checking the AADL model of active standby was not feasible [56].

This inspired work by us and colleagues at UIUC and Rockwell Collins to
develop complexity-reducing formal design and verification patterns—the topic
of an invited FACS 2011 talk [49,51]—for logically synchronous CPSs that have
to be realized in a distributed setting while meeting critical timing constraints.
In Sect. 5 we summarize the PALS formal pattern/synchronizer for CPSs. PALS
allows us to design and verify the much simpler underlying synchronous design
SD—without asynchrony, message delays, clock skews, etc.—so that SD satisfies
a property φ if and only if the distributed realization PALS(SD , p, Γ ) does so.
We also mention the huge performance gains obtained by using PALS.

Section 6 presents the Synchronous AADL modeling language and the Syn-
chAADL2Maude tool. Synchronous AADL allows designers to model syn-
chronous designs of CPSs in general, and synchronous PALS and TTA mod-
els in particular, in AADL. We also present an intuitive property specification
language for such AADL models, define the Real-Time Maude semantics of Syn-
chronous AADL, and integrate Synchronous AADL modeling and Real-Time
Maude analysis of such models into the OSATE tool environment for AADL.

PALS and much work in the field assume synchronous systems where all
components act in synchrony, and therefore operate at the same frequency. How-
ever, some CPSs are composed of different kinds of “off-the-shelf” components
which operate at different frequencies. One prototypical example is an aircraft:
The aileron controllers of commercial aircrafts typically operate at frequency
30–100 Hz, whereas the rudder controller operates at 30–50 Hz [2], yet they (and
other controllers) need to synchronize to make a safe turn. With José Meseguer
we therefore extended PALS (in a FACS 2012 paper [11]), Synchronous AADL,
and the SynchAADL2Maude tool to the multi-rate setting. In one application,
we use Euler approximations of continuous dynamics to analyze a textbook algo-
rithm for turning an airplane. This work is summarized in Sect. 7.

The airplane turning example emphasizes that many CPSs have continu-
ous environments. Defining synchronizers in this case is tricky, since we can no
longer abstract from the exact time when a continuous environment is sampled
and actuated; times which depend on the imprecise local clocks. To capture all
possible behaviors depending on imprecise local clocks, and continuous environ-
ments, we combine Maude analysis with SMT solving. We summarize this Hybrid
PALS synchronizer and the Maude+SMT-based formal analysis of logically syn-
chronous hybrid CPSs that we have integrated into OSATE in Sect. 8.

Finally, we discuss future directions in this line of research in Sect. 9, and
give some concluding remarks in Sect. 10.

2 Preliminaries

AADL. The Architecture Analysis & Design Language (AADL) [31] is an indus-
trial modeling standard used in avionics, aerospace, automotive, medical devices,



Formal Model Engineering of Distributed CPSs Using AADL 133

and robotics to describe an embedded real-time system as an assembly of soft-
ware components mapped onto a hardware platform. A component type specifies
the component’s interface (e.g., ports) and properties (e.g., periods), and a com-
ponent implementation specifies its internal structure as a set of subcomponents
and a set of connections linking their ports. An AADL construct may have prop-
erties describing its parameters, declared in property sets. The OSATE modeling
environment provides a set of Eclipse plug-ins for AADL.

Software components include threads that model the application software
and data components representing data types. System components are the top-
level components. A port is a data port, an event port, or an event data port.
A component can have different modes and mode-specific property values, sub-
components, etc. Mode transitions are triggered by events.

Thread behavior is modeled as a guarded transition system with local vari-
ables using AADL’s Behavior Annex [32]. A periodic thread is activated at fixed
time intervals, and an aperiodic thread is activated when it receives an event.
When a thread is activated, transitions are applied until a complete state is
reached (or the thread suspends). The actions performed when a transition is
applied may update local variables, generate outputs, and/or suspend the thread.
Actions are built from basic actions using sequencing, conditionals, and finite
loops.

Maude and Real-Time Maude. Maude [27] is a an executable formal specification
language and high-performance analysis tool for distributed systems. A Maude
module specifies a rewrite theory [48] R = (Σ,E,L,R), where:

– Σ is an algebraic signature, i.e., a set of sorts, subsorts, and function symbols.
– (Σ,E) is an order-sorted equational logic theory [35] specifying the system’s

data types, with E a set of (possibly conditional) equations and axioms.
– L is a set of rule labels.
– R is a collection of labeled conditional rewrite rules crl [l] : t => t′ if cond ,

with t, t′ Σ-terms and l ∈ L, that specify the system’s local transitions.

A one-step rewrite t −→R t′ [48] holds iff t can be rewritten to t′ by a rewrite
rule in R, and −→∗

R denotes the reflexive-transitive closure of −→R.
A declaration class C | att1 : s1, . . . , attn : sn declares an object

class C with attributes att1 to attn of sorts s1 to sn. An object of class C is a
term < o : C | att1 : val1, . . . , attn : valn >, where o (of sort Oid) is the object’s
identifier, and val1 to valn are the current values of the attributes att1 to attn.
Messages are terms of sort Msg. A system state is modeled as a term of sort
Configuration, and consists of a multiset of objects and messages. The system’s
transitions are specified using rewrite rules.

The rewrite command simulates one behavior of the system. The command
search [n] t0 =>* pattern such that cond searches for at most n states reach-
able from state t0 that match pattern and satisfy the condition cond . Maude’s
linear temporal logic (LTL) model checker checks whether all paths from the
initial state satisfy an LTL formula. Such formulas are constructed by (possibly
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parametric) state propositions of sort Prop, and the usual LTL operators True,
˜ (negation), \/, /\, ->, [] (“always”), <> (“eventually”), U (“until”), and O
(“next”).

To specify real-time systems, Real-Time Maude [57,59] adds tick rewrite
rules crl [l] : {t1} => {t2} in time τ if cond to model time elapse, where
the whole state has the form {t}. This rule specifies that it takes time τσ for the
state {t1σ} to evolve to the state {t2σ}, provided that the condition cond holds
for the matching substitution σ. Since the whole state has the form {t}, and
{_} cannot appear in a subterm of t, the form of the tick rewrite rules ensures
that time elapses in the entire state when a tick rule is applied. Other (non-
tick) rewrite rules are considered to take zero time. Real-Time Maude provides
a range of time-bounded and unbounded search, LTL, and timed CTL model
checking commands [44,57]; the time-bounded LTL model checking command is
written (mc t0 |=t formula in time <= τ).

Maude+SMT. Constrained terms [20,63] symbolically represent (possibly infi-
nite) sets of system states. A constrained term is a pair φ ‖ t of a constraint
φ(x1, . . . , xn) and a term t(x1, . . . , xn) over SMT variables x1, . . . , xn. It repre-
sents the set �φ ‖ t� of all instances of the pattern t such that φ holds.

A one-step symbolic rewrite φt ‖ t �R φu ‖ u on constrained terms [63]
symbolically represents a (possibly infinite) set of system transitions. We denote
by �∗

R the reflexive-transitive closure of �R. For a symbolic rewrite φt ‖ t �∗
R

φu ‖ u, there exists a “concrete” rewrite t′ −→∗
R u′ with t′ ∈ �φt ‖ t� and

u′ ∈ �φu ‖ u�. Conversely, for any concrete rewrite t′ −→∗
R u′ with t′ ∈ �φt ‖ t�,

there exists a symbolic rewrite φt ‖ t �∗
R φu ‖ u with u′ ∈ �φu ‖ u�.

Maude provides SMT solving and symbolic reachability analysis for con-
strained terms, using connections to Yices2 [28] and CVC4 [21]. Maude supports
SMT theories for Booleans, integers, and reals in the SMT-LIB standard [22].

3 Two Motivating Applications

Even though the methods summarized in this paper are applicable to many
CPSs, much of the work was motivated by two (classes of) avionics applications:

1. An avionics control system developed at Rockwell Collins whose modeling
and, in particular, NuSMV model checking was much harder than expected.

2. Together with a student, Joshua Krisiloff, at the UIUC aeronautics depart-
ment we wanted to investigate to what degree formal methods could be used
to analyze control algorithms for airplanes, for example for turning an air-
plane.

The Active Standby System. There are multiple physically separated cab-
inets (“main computer systems”) on an aircraft, so that physical damage does
not take out the computer system. The active standby system [54] developed at
Rockwell Collins focuses on the logic for deciding which of two cabinets is active.
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Fig. 3. The active standby system. Fig. 4. Turning an airplane.

The two sides/cabinets receive inputs through communication channels. Each
side can fail, and recover after failure. If one side fails, the non-failed side should
be the active side. The pilot can also toggle the active status of these sides.
The full functionality of each side is dependent on the two sides’ perception of
the availability of other system components. The architecture of the system is
shown in Fig. 3. The system consists of three components: Side 1, Side 2, and
Environment. The Environment component is an abstract representation of other
components that interact with Side 1 and Side 2. The components have the
same period and dispatch at the same time. Each time Environment dispatches,
it sends five Boolean (nondeterministically generated) values, denoting, respec-
tively, whether side i is failed or not fully available, and whether the pilot wants
to change the active side (“manualSelection”). The connections between the two
sides are “delayed;” a message sent in one round is read in the next round.

There are five important properties that active standby should satisfy [52,54].
One of them is: A side that is not fully available should not be the active side if
the other side is fully available (provided neither side has failed, the availability
of a side has not changed, and the pilot has not made a manual selection).

Turning an Airplane. An airplane turns by rolling in the direction of the
turn by moving its two ailerons (flaps attached to each wing), and reduces the
adverse yaw caused by the rolling by moving its rudder (flap attached to the
vertical stabilizer). To achieve a smooth turn these devices should synchronize,
even though their controllers have different periods.

A controller orchestrates these devices to turn an aircraft [9,16]. As shown
in Fig. 4, there are four components. The main controller has period 60ms, the
aileron subcontrollers have period 15ms, and the rudder subcontroller has period
20ms. Each component interacts with its physical environment.

Each subcontroller M ∈ {L, T,R} determines the moving rate rM to move its
surface towards the goal angle gM provided by the main controller. It also sends
the “sampled” angle αM to the main controller. Its physical environment EM

specifies the continuous behavior of the surface angle xM by the control command
rM . The angle xM gradually changes according to the ODE: ẋM = rM .

The main controller determines the goal angles for the subcontrollers to make
a coordinated turn, given a goal direction goalψ and the sampled surface angles
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(αL, αT , αR) from the subcontrollers. The physical environment EMain specifies
the current direction ψ, the roll angle φ, and the yaw angle β. The lateral dynam-
ics of an aircraft can be modeled as the following ODEs [69]:

ψ̇ = (g/V ) tan φ, β̇ = Y (β, 
x)/mV − r + (g/V ) cos β sin φ,

φ̇ = p ṗ = (c1r + c2p) · r tan φ + c3L(β, 
x) + c4N(β, 
x),
ṙ = (c8p − c2r) · r tan φ + c4L(β, 
x) + c9N(β, 
x),

where g is the gravitational constant, m is the mass of the aircraft, V is the
velocity of the aircraft, p is the rolling moment, r is the yawing moment, and Y ,
L, and N are linear functions of β and the surface angles 
x = (xL, xV , xR).

The yaw angle should be close to 0 during a turn, and the airplane should
reach the goal direction with both roll angle and yaw angle close to 0 [9].

4 Formal Semantics and Analysis for “Behavioral AADL”

Although AADL is an industrial (SAE, Society of Automotive Engineers) stan-
dard modeling language for safety-critical embedded systems, it lacks a formal
semantics. In [55], with colleagues at UIUC and Leicester, we therefore defined,
for the first time (see [55] for a discussion on related work) an executable formal
semantics for what we call a “behavioral subset” of AADL, in Real-Time Maude.

AADL is a huge and complex standard. Formal approaches therefore target
limited fragments of AADL. We targeted a behavioral subset of AADL suitable
to define distributed software designs—with all software structuring mechanisms
of AADL (system, process, and thread components); (event, event data, and
data) ports and their connections; mode-specific properties; mode transitions;
and both periodic, aperiodic, sporadic, and background thread dispatch; and so
on. We did not target the “hardware platform” part of AADL. Thread behaviors
are modeled using AADL’s Behavior Annex standard [32].

In [55] we defined the Real-Time Maude semantics for this subset of AADL.
AADL components are hierarchical ; the formal model should reflect the hierar-
chical structure, e.g., for understanding or “mapping back” analysis results.

Some key Real-Time Maude features that are crucial to define a decently
effective semantics for this fragment of AADL include:

– An expressive formalism is needed to capture this rich subset of AADL, includ-
ing a Turing-complete programming language used to define transitions.

– Hierarchical objects (an object attribute may have sort Configuration and
therefore contain subconfigurations) allow us to define the semantics in an
object-based style, yet preserve the hierarchical structure of AADL models.

– Rewriting logic’s division into equations and rewrite rules—where only the lat-
ter contribute to the state space—is crucial to provide an efficient semantics.
For example, “executing” the program associated with each AADL transition
can be done equationally (i.e., in one atomic step).

Real-Time Maude Semantics. We can only give a very brief sample of our
semantics, and refer to [56] for details. The key observation is that the semantics
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of a component-based language naturally can be defined in an object-oriented
style, where each component instance is modeled as an object. As mentioned, the
hierarchical structure of AADL components is reflected in the nested structure of
objects. Any AADL component instance is represented as an object instance of a
subclass of the following class Component, which contains the attributes common
to all kinds of components (systems, processes, threads, etc.):

class Component | features : Configuration, subcomponents : Configuration,
properties : Properties, connections : ConnectionSet,
modes : Modes, inModes : ModeNameSet .

The attribute features denotes the features of a component (i.e., its ports);
subcomponents denotes the subcomponents of the object; properties denotes its
properties, such as the dispatch protocol for threads; connections denotes the
set of port connections of the object; modes contains the object’s mode transition
system; and inModes gives the set of modes (of the immediate supercomponent)
in which the component is available. The Thread class is declared as follows:

class Thread | behavior : ThreadBehavior, status : ThreadStatus,
deactivated : Bool .

subclass Thread < Component .

The behavior attribute denotes the transition system associated with the thread.
The status indicates the current status of the thread (active, completed,
suspended, etc.). The attribute deactivated indicates whether the thread is
deactivated because it is not in the current “active” modes of the system.

The following rewrite rule specifies the execution of an active thread. If the
thread is in state L1, a transition from L1 whose guard evaluates to true is
executed. The resulting status is sleeping(...) if the statement list SL contains
delay statements; otherwise, the thread is completed or inactive if the resulting
state L2 is a complete state, and remains active if not:

crl [apply-transition] :
< O : Thread | status : active, deactivated : B, features : PORTS,

behavior : states current: L1 complete: LS1 others: LS2
state variables VAL
transitions (L1 -[GUARD]-> L2 {SL}) ; TRANSITIONS >

=>
< O : Thread | status : (if SLEEP-TIME > 0 then sleeping(SLEEP-TIME) else

(if (not L2 in LS1) then active else
(if B then inactive else completed fi) fi) fi),

features : NEW-PORTS,
behavior : states current: L2 complete: LS1 others: LS2

state variables NEW-VAL
transitions (L1 -[GUARD]-> L2 {SL}) ; TRANSITIONS >

if evalGuard(GUARD, PORTS, VAL)
/\ transResult(NEW-PORTS, NEW-VAL, SLEEP-TIME) :=

executeTransition(L1 -[GUARD]-> L2 {SL}, PORTS, VAL) .
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The (equationally defined) function executeTransition executes a transition
with PORTS the states of the ports and VAL the values of the state variables. The
function returns a triple transResult(p, σ, t), where p is the state of the ports
after the execution, σ is the resulting values of the state variables, and t is the
sum of the delays in the transition actions. The transitions are modeled as a
multiset; therefore, any enabled transition can be applied in the rule.

Tool Support. This first work did not fully integrate formal analysis into the
OSATE tool environment for AADL: The ADDL2Maude OSATE plugin used
OSATE’s code generation facilities to automatically generate Real-Time Maude
models from AADL specifications. However, the analysis required running com-
mands in Real-Time Maude. Nevertheless, the user did not have to know the
Real-Time Maude representation of her AADL model, since we provided conve-
nient syntax for defining state patterns. The term

value of v in component fullComponentName in globalComponent

gives the value of the state variable v in the thread identified by the full compo-
nent name fullComponentName in the system in state globalComponent , and

location of component fullComponentName in globalComponent

gives the current location/state of the transition system in the given thread. For
LTL model checking, we pre-defined parametric atomic propositions such as full
thread name @ location, which holds when the thread is in state location.

Applications. We used AADL2Maude and Real-Time Maude analysis of the
generated model to analyze an AADL model developed at UIUC of a network
of medical devices consisting of a controller, a ventilator machine that assists
a patient’s breathing during surgery, and an X-ray device. When a button is
pushed to take an X-ray, and the ventilator machine has not paused in the past
10 min, the ventilator machine pauses for two seconds, starting one second after
the button is pushed, and the X-ray should be taken after two seconds.

To execute the system, we added a test activator that pushes the button every
second. We then used reachability analysis to check whether an undesired state,
where the X-ray thread is in state xray (X-ray being taken) and the ventilator
is not in state paused, can be reached (which leads to blurry pictures):

Maude> (search [1] initialize({MAIN system Wholesys . impl}) =>* {CONF}
such that ((location of component (MAIN -> Xray -> xmPr -> xmTh)

in CONF) == xray and (location of component (MAIN ->
Ventilator -> vmPr -> vmTh) in CONF) =/= paused) .)

Solution 1 CONF --> ...
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(The unexpected result showed that such a bad state can indeed be reached.)
We used time-bounded LTL model checking to verify that an X-ray must be
taken within three seconds of the start of the system (surprisingly, this command
returned a counterexample revealing a subtle and previously unknown error):

Maude> (mc initialize({MAIN system Wholesys . impl}) |=t
<> ((MAIN -> Xray -> xmPr -> xmTh) @ xray) in time <= 3 .)

We also wanted to verify an AADL model of the active standby system.
However, no serious analysis finished within reasonable time, as explained in [56].

Nevertheless, this work defines a formal semantics of a useful subset of AADL,
and could be used to find subtle flaws in existing AADL models.

5 The PALS Synchronizer for CPSs

Model checking even simplified versions (e.g., without clock drifts and commu-
nication delays) of the active standby system turned out to be unfeasible. Even
designing the system, to ensure that messages are read in the correct round in
the presence of fast and slow local clocks and message delays, required modeling
buffering of both incoming and outgoing messages and subtle use of (local-clock-
based) timers to read and transmit messages at the correct times.

The active standby system shares many characteristics with (distributed)
CPSs in fields such as avionics, cars, robotics, and other control systems:

– The “underlying logic” is synchronous: At the beginning/end of each “period”
all components should in lockstep read incoming messages and perform local
transitions, which change the state of each component and generate messages
for the next iteration. However, the system has to be realized in a distributed
setting, with message delays, imprecise local clocks, execution times, etc.

– Cars, airplanes, factories, robots, etc., typically use dedicated local networks
where network delays are bounded.

– Clock synchronization is well understood; e.g., the Precision Time Proto-
col (IEEE 1588) achieves sub-microsecond clock accuracy on local area net-
works [29]. We can therefore often give a bound ε on the skew of the clocks.

All of this inspired us and colleagues at UIUC and Rockwell Collins to define
the PALS (“physically asynchronous, logically synchronous”) formal pattern [51]
to greatly simplify both the design and the verification of these “logically syn-
chronous” (distributed) CPSs when the infrastructure guarantees bounds μ, α,
and ε on the communication delays, transition computation times, and clock
drifts, respectively [3,52,66]. For such bounds Γ = (μ, α, ε), PALS is a mapping

(SD , p, Γ ) �→ PALS(SD , p, Γ )

where SD is the underlying synchronous design, p is the period of the com-
ponents, and PALS(SD , p, Γ ) is the corresponding distributed system model.
SD is formalized as the synchronous composition of a collection of state



140 K. Bae and P. C. Ölveczky

(“Mealy”) machines, each with typed input and output ports, whose ports
are connected by a wiring diagram. Each machine M has a transition relation
δM ⊆ (inputs × State) × (State, outputs) and performs one transition in each
iteration of the system. The distributed real-time system PALS(SD , p, Γ ) is for-
malized in [52] using Real-Time Maude. It is proved in [52] that as long as the
PALS constraint p ≥ μ + 2ε + max(2ε, α) is satisfied (the difference between
two clocks is always less than 2ε), then SD and PALS(SD , p, Γ ) satisfy the same
CTL∗ formulas. (The constraint in [52] also takes into account the minimum
network delay.)

It is therefore sufficient to specify and verify the much simpler underlying
synchronous model. PALS then provides the corresponding distributed model,
which satisfies the same properties as the synchronous design.

Synchronizers (like GALS and LTTA) relating synchronous and asyn-
chronous systems are well known. However, very few, such as the time-triggered
architecture (TTA) [38,65], target CPSs with bounded network delays and
clock skews, and therefore do not guarantee timeliness of the resulting asyn-
chronous system (see [52] for details). TTA has similar assumptions as PALS,
but has a significantly longer optimal period p than PALS, and some other dif-
ferences [13,52,68].

Effectiveness and Application. In [52] we modeled the synchronous PALS
design of active standby in Maude, as well as a much simplified asynchronous
model, with perfect clocks and no execution times: The synchronous model has
185 reachable states and could be model checked in less than a second. The
asynchronous model has 3,047,832 reachable states when message delays are
0; a simple reachability command explores these states in 2,000 s. When the
message delay could be 0 or 1, attempts at exploring the state space aborted.

With PALS we could easily analyze the requirements of active standby using
LTL model checking: most did not hold. Inspecting the counterexamples, we
came up with, and verified, modified properties, which were the properties ones
found by the Rockwell Collins team using NuSMV and the PALS methodology.

6 Synchronous AADL

Synchronous AADL [14] is a subset of AADL in which synchronous designs in
general, as well as synchronous PALS models, can be specified. Synchronous
AADL is defined as a behavioral subset of AADL explained in Sect. 4, together
with syntactic constraints to identify AADL models that can be considered syn-
chronous: e.g., threads have periodic dispatch; components have only data ports;
and connections between threads are delayed. Each AADL construct in the sub-
set has the same meaning in AADL and Synchronous AADL, and properties
specific to Synchronous AADL are declared using the property set SynchAADL.

The formal semantics of Synchronous AADL is defined in Real-Time Maude,
but now specifies the synchronous composition of AADL components.
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Real-Time Maude analysis of Synchronous AADL models is integrated
into OSATE using the SynchAADL2Maude plugin [18]. Given a Synchronous
AADL model SD , the tool checks whether SD is a valid Synchronous AADL
model, generates the corresponding Real-Time Maude model, and invokes
Real-Time Maude to analyze whether SD satisfies given LTL properties. Syn-
chAADL2Maude provides predefined atomic propositions to easily specify sys-
tem properties, and LTL properties to be analyzed are managed by an XML
file. Figure 5 shows an example of such properties and the SynchAADL2Maude
window for the active standby system, where the analysis results are shown in
the Maude Console.

7 Multirate PALS and MR-SynchAADL

Whereas PALS, TTA, and synchronous systems in general require that all compo-
nents have the same period, different (“off-the-shelf”) controllers often operate at
different frequencies, yet need to synchronize, as in the airplane turning system
in Sect. 3. We have therefore extended PALS, the Synchronous AADL modeling
language, and the SynchAADL2Maude tool to the multirate setting [11,12,17].

Composing components with different periods is tricky, since a controller with
period 30ms receives and sends messages every 30ms, whereas one with period
with 50ms only does so every 50ms. We address this as follows:

– A component may only communicate with components whose period is a
multiple of its own period (possibly through a hierarchy); or vice versa.

– User-defined input adaptors turn one output value from a slow component to
k input values for a connecting component which is k times faster. Likewise,
the slow component’s input adaptor turns k outputs from the fast component
into a single input to the slow component.

Fig. 5. Properties in the XML format (left) and SynchAADL2Maude window (right).
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Fig. 6. A hierarchical multirate system. Fig. 7. A multirate synchronous design.

Since a synchronous system can be represented as a single machine [12,52], we
can have hierarchical models. Figure 6 shows an example of multirate systems,
and Fig. 7 shows its corresponding hierarchical synchronous design, where each
machine and its local environment are annotated with its period.

Multirate PALS. We “slow down” the faster components, so that all compo-
nents in a multirate synchronous design operate in lock-step as in the single-rate
case. A fast component slowed down by a factor k performs k internal transi-
tions during one (slow) period. It consumes k inputs and produces k outputs at
each port in each slow step. A slow controller, which should only read one input
(in each input port) during such a slow step, therefore uses an input adaptor
to transform such a k-tuple output into a single input value; and vice versa for
slow-to-fast connections.

For a multirate synchronous design SD , bounds Γ , and a global period p,
Multirate PALS gives the distributed real-time system MPALS(SD , p, Γ ) where
each component operates according to its own period [11,12]. However, a fast
machine may not be able to finish all of its k internal transitions in a slow period
p before the output messages must be sent. If only kf < k outputs can be sent
before the deadline, the input adaptor must ignore the last k − kf values in a
k-tuple input. MPALS(SD , p, Γ ) and SD satisfy the same properties when all
input adaptors satisfy this condition and the PALS constraint is satisfied [12].

Multirate Synchronous AADL. To specify hierarchical multirate syn-
chronous designs in AADL, we defined the Multirate Synchronous AADL lan-
guage [17] as a sublanguage of AADL with a property set MR SynchAADL. The
MR-SynchAADL plugin supports modeling and formal analysis of Multirate
Synchronous AADL models within OSATE, with a dedicated property specifica-
tion language fully integrated with the OSATE editor (e.g., supporting syntax
highlighting).

Multirate Synchronous AADL extends Synchronous AADL by allowing dif-
ferent components to have different periods (satisfying the above conditions),
and by allowing us to associate an input adaptor α to an input port using the
property MR SynchAADL::InputAdaptor=> α. 1-to-k input adaptors map a sin-
gle value to a k-vector of values, and k-to-1 input adaptors map a k-vector of
values to a single value. Multirate Synchronous AADL provides a collection of
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predefined input adaptors, including repeat input—mapping v to (v, v, . . . , v)—
, and last—mapping (v1, . . . , vk) to vk—, and so on. The formal semantics of
Multirate Synchronous AADL is also defined in Real-TIme Maude.

Application. In [9,12,17], we modeled and analyzed the Multirate PALS syn-
chronous model of the airplane example in Sect. 3 using Real-Time Maude. The
continuous behavior was numerically approximated using Euler’s method. The
formal analysis revealed a flaw that caused an unsafe turn. This led to a redesign
of the system, which was verified using model checking. Again, (bounded) model
checking of a highly simplified asynchronous model was unfeasible due to the
many interleavings caused. The airplane example was also modeled in Multirate
Synchronous AADL and analyzed using MR-SynchAADL in [17].

8 Hybrid PALS and HybridSynchAADL

CPS controllers may interact with physical environments, whose continuous
dynamics can be modeled as ordinary differential equations (ODEs). To precisely
analyze such CPSs with the PALS methodology, we have developed the Hybrid
PALS synchronizer [16] and the HybridSynchAADL language and tool [40,41].

Hybrid PALS extends Multirate PALS to CPSs with continuous dynamics.
In contrast to (Multirate) PALS, we cannot abstract away the times at which
physical states are sampled and actuated. We must also to take into account
imprecise local clocks, since such sampling and actuating times depend on them.

A formal analysis of such CPSs involves an infinite number of continuous
trajectories depending on imprecise local clocks. We therefore use Maude com-
bined with SMT solving to symbolically encode all possible continuous behaviors,
and define a symbolic (Maude with SMT) semantics for HybridSynchAADL lan-
guage.

Hybrid PALS. We consider multirate systems consisting of discrete controllers
and physical environments, as shown in Fig. 8. A controller M is a nondetermin-
istic machine parameterized by any behavior of its physical environment EM .
Environments can also be physically correlated (dashed lines in Fig. 8), meaning
that changes in one environment immediately affect another.

A state of a physical environment EM is a valuation of real-valued parameters

x = (x1, . . . , xl). The continuous behavior of EM is modeled by systems of
ODEs that specify different trajectories of 
x over time. A control command
from its controller M defines which trajectories EM follows. In Fig. 9, EM follows
trajectory τ1 from state v1 for duration t2 − t1 when command a1 is received.

Let cM (i) denote the global time when the i-th period of a controller M
begins according to its local clock. M samples the state of EM at time cM (i)+ts,
where ts is a value in its sampling time interval. M then performs a transition
and determines a new control command. EM receives the new command at time
cM (i) + ta, where ta is a value in its actuating (or response) time interval.
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Fig. 8. A hybrid multirate system. Fig. 9. A controlled physical environment.

A hybrid synchronous design SD � E is composed of a multirate synchronous
design SD and a collection E of physical environments. The “discrete” behavior
is given by the synchronous design SD restricted by the behavior of E, and the
“continuous” behavior is given by a set of trajectories of E realizable by control
commands from SD .

For a hybrid synchronous design SD � E, a global period p, and bounds
Γ , Hybrid PALS produces the distributed hybrid system MPALS(SD , p, Γ ) � E,
where each controller interacts with its physical environment in E. Hybrid PALS
ensures that both the synchronous design SD � E and the distributed hybrid
system MPALS(SD , p, Γ ) � E exhibit exactly the same set of trajectories of E.

HybridSynchAADL. The HybridSynchAADL language and tool [39–41]
extends (Multirate) Synchronous AADL and MR-SynchAADL to hybrid
synchronous designs. A physical environment is modeled as an environ-
ment component in HybridSynchAADL, and can have different modes
to specify different trajectories. The continuous dynamics in is speci-
fied using the property Hybrid SynchAADL::ContinuousDynamics. Figure 10
shows an example of an environment components with two modes. A con-
troller is an ordinary software component. It declares the three properties
Hybrid SynchAADL::Max Clock Deviation, Hybrid SynchAADL::Sampling Time,
and Hybrid SynchAADL::Response Time to specify the maximal clock skew, and
sampling and actuating time intervals.

Fig. 10. An environment component.

We defined the Maude+SMT semantics of HybridSynchAADL for single-
rate designs. A constrained object of the form φ || obj symbolically represents
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(infinitely many) instances of obj satisfying the constraint φ. The behavior of
individual components for one synchronous iteration is specified by the operation
executeStep, defined by rewrite rules on constrained terms. The synchronous
step of the entire system is then formalized by the following rule, which captures
all possible behaviors from any instance of {φ || obj}:

crl [step]: {PHI || < C : System | features : none >} => {PHI’ || OBJ’}
if executeStep(PHI || < C : System | >) => PHI’ || OBJ’ .

Tool Support. HybridSynchAADL supports Maude+SMT reachability analysis
of single-rate hybrid synchronous designs within OSATE. The property specifi-
cation language allows the user to specify reachability properties of the form

reachability ϕinit ==> ϕgoal in time τ ,

which holds if a state satisfying ϕgoal is reachable from a state satisfying ϕinit

within time τ . The tool provides three analysis methods: symbolic reachability
analysis using Maude+SMT; randomized simulation, which repeatedly runs the
model by randomly choosing concrete data values, sampling and actuating times,
etc.; and portfolio analysis, which invokes randomized simulation and symbolic
reachability analysis in parallel using multithreading.

Fig. 11. HybridSynchAADL window in OSATE.

Applications. We used HybridSynchAADL to model and analyze distributed
drones that collaborate to perform rendezvous, formation control, and packet
delivery [39–41]. For rendezvous, we symbolically analyzed two time-bounded
properties: drones do not collide within time 500 ([safety]), and all drones
gather together within time 500 ([rendezvous]). These properties use three
user-defined propositions init, collide, and gather, and are defined as follows
in our property specification language:

invariant [safety]: ?initial ==> not ?collide in time 500;
reachability [rendezvous]: ?initial ==> ?gather in time 500;
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Figure 11 shows the tool interface that is fully integrated into OSATE, where
the analysis results are shown in the Result view. We compare the performance
of HybridSynchAADL’s symbolic analysis with four hybrid systems reachability
analysis tools, such as [25,26,33,37]. The experiments showed that (in most
cases) HybridSynchAADL outperforms these state-of-the-art tools.

9 Future Research Directions

We briefly mention some future research directions on three key components of
our formal model engineering approach to developing reliable distributed CPSs:
(1) synchronizers to reduce the design and analysis complexity; (2) “AADL-
based” modeling languages with formal semantics; and (3) formal analysis tech-
niques.

Synchronizers. The MSYNC synchronizer [13] generalizes Multirate PALS
and TTA, and should be extended to CPSs with continuous dynamics. We should
also extend other synchronizers, such as loosely time-triggered architectures [23,
70], to the multirate setting with continuous dynamics.

AADL-based Modeling Languages with Formal Semantics. We should extend
the Maude-SMT semantics of Hybrid Synchronous AADL to multirate systems.
The Maude-SMT analysis in HybridSynchAADL can only deal with polynomial
continuous dynamics. To support general classes of ODEs, we should integrate
Maude with ODE solvers, such as dReal [34]. The airplane turning algorithm in
Sect. 3 could then be symbolically analyzed using HybridSynchAADL. We should
also support more AADL language constructs and the modeling of (Hybrid)
MSYNC models. Language extensions should be guided by more applications,
such as the steam-boiler controller [1] and aerospace systems [24,47].

Formal Analysis. We should support formal analysis methods beyond explicit-
state LTL/TCTL model checking and symbolic reachability analysis, e.g., STL
model checking [10,42,73] and statistical model checking [4,45,64].

HybridSynchAADL employs state merging [19,20] to improve the perfor-
mance of Maude+SMT symbolic analysis. We can further improve the perfor-
mance by applying incremental rewriting modulo SMT [71]. Abstracting away
imprecise local clocks in Hybrid PALS, e.g., by over-approximation, should also
significantly improve the scalability of the analysis.

Maude+SMT analysis opens up the possibility of having parametric initial
states, and automatically synthesizing parameter values that make the system
satisfy desired properties, as we have done for timed automata and Petri nets [5,
6]. We should explore such parameter synthesis for logically synchronous CPSs.

10 Concluding Remarks

Equipped with the expressive Maude and Real-Time Maude formalisms—which
should be able to capture the semantics of industrial modeling languages—whose
tools nevertheless provide powerful automatic formal analyses, our goal is to
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integrate formal analysis of CPSs into modeling tools used in industry, so that
a designer can formally analyze her models without knowing formal methods.

Motivated by projects at UIUC, and having access to AADL models of a
network of medical devices and of a Rockwell Collins-developed avionics system,
we decided to target the component-based industrial modeling standard AADL.
In this paper we give, for the first time, an overview of this effort.

We first gave a Real-Time Maude semantics to a significant subset of the
“software” parts of AADL, and used Real-Time Maude analysis to find subtle
flaws in the AADL model of the medical system. However, we could not analyze
the avionics system, whose NuSMV model checking also caused major problems.

Observing that the active standby system and many other CPSs have “logi-
cally synchronous” designs but have to be realized as distributed systems on local
area networks, we developed the PALS formal pattern as one of the first “synchro-
nizers for CPSs.”1 It is therefore sufficient to model and verify the much simpler
underlying synchronous designs. In particular, PALS reduced the intractable
task of model checking active standby to one that could be done in less than a
second.

To make PALS-based formal analysis of “logically synchronous” distributed
systems on local area networks available to AADL modelers, we identified an
annotated sublanguage of AADL, called Synchronous AADL, that can be used
by AADL modelers not only to model synchronous PALS models, but also syn-
chronous systems in general, and integrated Real-Time Maude analysis of Syn-
chronous AADL models into the OSATE tool environment for AADL.

Since controllers may operate at different frequencies, yet need to synchronize,
we extended PALS and Synchronous AADL to the multirate setting. Multirate
PALS, introduced in a FACS 2012 paper, was, to the best of our knowledge,
the first synchronizer for multirate CPSs. We applied our methodology to an
airplane turning control algorithm and found that it did not provide a safe yaw.

The airplane turning example emphasized that many CPSs interact with con-
tinuous environments. We therefore extended our methods to hybrid systems.
Hybrid PALS cannot abstract from the times when sensing and actuating such
environments happen, which depend on local clocks with bounded but unknown
skews. The recent integration of SMT solving with Maude allows us to capture
all the possible continuous behaviors symbolically. We defined the HybridSyn-
chAADL language and integrated Maude+SMT-based simulation and reacha-
bility analysis into OSATE. Experiments on collaborating UAVs showed that
HybridSynchAADL analysis in many cases outperforms state-of-the-art hybrid
systems reachability tools such as HyComp, Flow*, SpaceEx, and dReach [41].

Finally, we outlined some future directions in this line of work.
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5. Arias, J., Bae, K., Olarte, C., Ölveczky, P.C., Petrucci, L., Rømming, F.: Rewrit-
ing logic semantics and symbolic analysis for parametric timed automata. In: 8th
ACM SIGPLAN International Workshop on Formal Techniques for Safety-Critical
Systems (FTSCS 2022), pp. 3–15. ACM (2022)
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16. Bae, K., Ölveczky, P.C., Kong, S., Gao, S., Clarke, E.M.: SMT-based analysis of
virtually synchronous distributed hybrid systems. In: Proceedings of HSCC, pp.
145–154. ACM, New York, NY, USA (2016)
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58. Ölveczky, P.C., Meseguer, J.: The Real-Time Maude Tool. In: Ramakrishnan, C.R.,
Rehof, J. (eds.) TACAS 2008. LNCS, vol. 4963, pp. 332–336. Springer, Heidelberg
(2008). https://doi.org/10.1007/978-3-540-78800-3 23
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Abstract. Component-based software engineering (CBSE) is a widely
used software development paradigm. With software systems becoming
increasingly sophisticated, CBSE provides an effective approach to con-
struct reusable, extensible, and maintainable software systems. Formal
verification provides a rigorous and systematic approach to validate the
correctness of software systems by mathematically proving properties or
checking them exhaustively against specified requirements. Using for-
mal verification techniques in component-based development can further
enhance the correctness of the development process. However, the adop-
tion of component-based development supported by formal methods is
hardly widespread in the industry. It serves to a limited extent in domains
with stringent requirements for safety and reliability. In this paper, we
aim to analyze the successful application scenarios of formal methods in
component-based development, identify the challenges faced during their
application, and explore methods to further broaden their adoption.

Keywords: Formal Methods · Component-based Software Engineering

1 Introduction

The ever-increasing demand for more sophisticated and efficient software systems
has necessitated the exploration of novel development methodologies. Among
these methodologies, Component-Based Software Engineering (CBSE) [23,39]
has emerged as a promising approach that focuses on the development of soft-
ware systems by assembling pre-existing, self-contained software components.
This paradigm shifting from traditional monolithic software development to a
component-based approach offers numerous advantages in terms of flexibility,
reusability, and modularity.

CBSE does address the issue of code reusability to some extent, and the
repeated use and validation of the same components across different projects does
improve their reliability. However, it does not fundamentally solve the problem of
the correctness of the components and the systems themselves. In recent years,
complex software has become increasingly involved in and deeply integrated
into people’s daily lives, such as autonomous vehicles [13], smart cities [41], and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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smart homes [17]. The correctness of such systems has a significant impact on
the safety of human life and property. Formal methods provide a rigorous and
systematic approach to software development, ensuring correctness, reliability,
and robustness of the system. Therefore, introducing formal methods as an aid
in CBSE is of great importance in enhancing software quality and correctness.

A list of impressive research on formal methods in CBSE has been proposed
[3,5,23,27,37]. However, in industrial practice, we find that such application is
relatively niche. And its usage scenarios are also somewhat limited. In this paper
we present the main obstacles, as observed by the authors, that hinder the appli-
cation of formal methods in the field of component-based software development.

The paper is organized as follows. Section 2 briefly introduces some necessary
background knowledge. Section 3 shows some popular industrial examples where
formal methods are engaged in CBSE. Section 4 lists major challenges when
scaling formal methods to more scenarios. And Sect. 5 discusses and proposes
some ideas to tackle the challenges.

2 Background

In this section we introduce some background knowledge to provide readers with
a better understanding of the challenges that will be discussed in the following
sections.

2.1 Software Development Process

Neither component-based software development nor formal verification is a silver
bullet. They are not powerful enough to take over the software development
processes [43] widely used in the field today. In typical industrial applications,
CBSE is only applied to part of the steps in the whole software development
process.

Therefore, for researchers who are interested in applying formal verification
techniques or component-based software development approaches in practical
applications, it is crucial to understand the actual software development process.
Only then can we determine which part of the process our designed methods and
developed tools can be applied to and whether they might have any negative
impact on the remaining parts of the software development process.

Popular software development processes include the V-model, waterfall
model, spiral model, agile development model, and others. Different models are
usually associated with different business scenarios. In actual development pro-
cesses, development teams often customize these processes to align with their
specific needs. Therefore, instead of focusing on a specific development model,
here we only focus on some common steps in these development models, as shown
in Fig. 1.

In the software development process, the steps are all linked with one another.
As a result, when we want to use a tool or a methodology to “optimize” some
steps, it is extremely important to evaluate its side-effect.
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Fig. 1. Software Development Process

For example, if we use a code generator to synthesize an implementation from
the module design, then the developers have to read the generated code to write
the unit test cases. In this case, the readability of the generated code could
become a major obstacle. Similarly, using formal models to represent system
designs and module designs makes it harder for test engineers to write integration
test cases and function test cases. Usually extra documentation is needed to make
it work.

2.2 CBSE, MDE and Others

Component-based software engineering (CBSE) and model-driven engineering
(MDE) are two distinct methodologies from a design perspective. However, in
practical applications, these two approaches have a close relationship and can
easily be confused. Given that this relationship is derived from the involvement
of formal methods (the topic discussed in this article), we provide a brief expla-
nation based on our view.

From a design perspective, CBSE emphasizes the relationship between the
whole and its parts, with the goal of maximizing reusability. On the other hand,
MDE focuses on the relationship between abstraction and concreteness (e.g.,
requirements and design, domain-specific and generic), with the aim of building
tool-chains for analysis and verification, and reducing the complexity of software
development.

In the field of model-driven development, models typically have strict for-
mal semantics. Additionally, since abstract models often do not need to address
specific details, they naturally exhibit better reusability.

Taking programming languages as an example, interfaces (in object-oriented
programming languages) and function declarations (in procedure-oriented pro-
gramming languages) themselves are abstractions, yet their presence allows for
flexible and interchangeable implementations that serve as reusable components.

Therefore, model-driven development and component-based development are
highly compatible. Conversely, once there is the involvement of strict formal
semantics in the paradigm of CBSE, it naturally introduces the paradigm of
model-driven development, as the relationship between components and the sys-
tem itself corresponds to that of concreteness and abstraction.
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Although CBSE and MDE are two different development paradigms, when
formal semantics are introduced, they often converge in engineering practice.
Therefore, while we discuss the challenges of component-based development,
there will also be many concepts derived from the field of model-driven develop-
ment in the subsequent sections.

3 Applications of Formal CBSE

The CBSE methodology has gained wide attention and application in the indus-
try. However, the integration of formal methods and CBSE (referred as Formal
CBSE in the following) is still limited to very specific domains. Some examples
are introduced in this section.

3.1 Avionics and Railway Software

The avionics and railway software are representative sectors for safety-critical
software systems. Software of this type are characterized by long development
cycles, high cost of upgrades, and severe consequences in case of failures. Sim-
ilar industries also include aerospace software, nuclear power control software,
etc., but they will not be separately mentioned here due to their lower level of
commercialization.

Avionics Software. Various tools such as SCADE (Safety Critical Application
Development Environment) [7] with its model checking capabilities, Simulink
and Event-B have been applied in the development of the aircraft control and
display systems. For example, [18] used SCADE and its formal verification com-
ponent, the Design Verifier, to assess the design correctness of a sensor voter
algorithm. The algorithm is representative of embedded software used in many
aircraft systems.

Railway Software. B-Method [6] and Event-B [42] have been successfully applied
to modeling and code generation for subway systems. The work in [26] combines
Event-B with a component-based reuse strategy realized with session types, and
ensures global safety of railway interlocking systems by the local verification
of entities. [32] used a subset of the SysML language for modeling of railway
systems, automatically transformed the models to Event-B and finally imported
the models into the RODIN platform [1] for formal verification.

3.2 Automobile Software

Vehicle software is a domain that requires a high demand for both component-
based development and formal verification.

On one hand, due to the complex architecture and numerous devices (chips,
peripherals, etc.) involved in the automotive industry, which have relatively sta-
ble accompanying software, it makes the field highly suitable for component-
based development. The emergence of the AUTOSAR standard [21] further pro-
motes the application of component-based development in the domain of vehicle
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software. The AUTOSAR standard divides vehicle software into three layers:
Application Layer, Runtime Environment, and Basic Software. Each layer is
further divided into several abstract components, with constraints defined in the
standard. For example, the Basic Software is further divided into different layers
such as Services, ECU Abstraction, Microcontroller Abstraction and Complex
Drivers, and these layers are further divided into functional groups. Examples
of Services include System, Memory and Communication Services. Such a lay-
ered architecture allows software and hardware suppliers to design components
according to AUTOSAR specifications, ensuring that these components can be
integrated together to form a complete system.

On the other hand, the automotive industry has stringent requirements for
safety and reliability, creating ample opportunities for formal methods. In the
functional safety standard ISO 26262, formal verification is considered an impor-
tant added advantage. Currently, widely used CBSE tools that integrate formal
verification capabilities include model-driven development tools like SCADE [7]
and Ptolemy [10], which are based on synchronous data flow. Some modern tools
targeting at automatic end-to-end compositional verification of automotive soft-
ware system properties have been developed as well, such as EVA [14].

3.3 Industrial Manufacturing Software

Advanced industrial manufacturing, particularly in the modeling and analysis of
control algorithms, is a typical application area for component-based develop-
ment. Among this area, Matlab Simulink [19] and LabVIEW [9] are among the
most general-purpose component-based development tools.

In this domain, formal methods find application mainly in the following two
areas:

1. Verification of control logics. Large-scale industrial manufacturing processes
often involve multiple concurrent control logics with complex interaction
behaviors. Methods such as model checking can be employed to mitigate
issues like deadlock and reduce failure rates, thereby enhancing overall sta-
bility of the manufacturing assembly line [47].

2. Semantical analysis of control logics and algorithms. This includes evaluating
and analyzing the execution time [34] of control algorithms, stability analysis
of controlled physical systems, optimization and synthesis of controllers [36],
etc. By analyzing the results, algorithm optimization can be guided to improve
efficiency and yield rates of the manufacturing assembly line.

It is worth noting that although Simulink has integrated basic formal verifi-
cation capabilities such as Simulink Design Verifier [30] for quite some time, it
is rare to see developers using them in practical applications. More often, devel-
opers choose domain-specific formal analysis tools based on the specific require-
ments of their scenarios, such as Coco Platform [15] and LSAT [35]. (Besides,
there are much more domain-specific or proprietary formal analysis tools devel-
oped by large companies, but many of them are not publicly available.)
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4 Challenges

After finishing the previous sections, attentive readers may now raise the follow-
ing question:

“The domains that have been listed above are quite familiar to the CBSE
researchers. So, how to evaluate the applications of CBSE, especially
equipped with formal methods, in the broader software industry?”

Objectively speaking, the CBSE methodology has already had a significant
and far-reaching impact on the software industry. Derivatives such as cloud com-
puting and micro-services architecture have emerged based on this idea [22,28].
However, the widespread application of component-based software engineering
combined with formal verification remains challenging. This section primarily
focuses on the challenges in this aspect.

4.1 Hard to Keep Consistency Between Implementations
and Models

Large-scale industrial software is typically developed through collaborative
efforts, resulting in a fast-paced development cycle. If formal CBSE methods
fail to cover the entire process ranging from design to code implementation (as
mentioned in Sect. 2.1), potential inconsistencies could exist between the formal
models and their corresponding implementations. For example,

– As the software evolves, new features can not be formalized using the formal
model. This usually happens when the developers used a simpler formal model
in order to simplify the verification.

– The benefits of formal verification have been claimed at the first time when
the software is released to the customers. After that, continuous investment
on formal verification does not produce comparable commercial value. Con-
sequently, some teams choose to use formal methods in the prototype devel-
opment and use traditional methods (or CBSE but without formal methods)
to develop the released versions.

While the initial design models undergo comprehensive formal verification,
ensuring the correctness of the software, we have observed that, as development
speed accelerates, most development teams do not consistently invest manpower
in model construction and verification. As a result, this eventually leads to dis-
parities between the released software and the verified models in terms of formal
semantics.

Unfortunately, this challenge is not exclusive to the application of formal ver-
ification in component-based software engineering. To the best of our knowledge,
in most formal verification scenarios we are suffering from the same situation.
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4.2 Lack of Life-Cycle Maintainability

When aiming to address the aforementioned issue of semantic inconsistencies, it
is natural to consider the introduction of code generation tools to directly gener-
ate executable code from formally verified models. Currently, many component-
based engineering tools, whether or not equipped with formal proof capabilities,
support this functionality.

However, it is unfortunate that additional engineering maintainability issues
are introduced by code generation. For example,

– Poor readability of generated implementations. Automatically generated code
often lacks readability. For developers such generated codes are hard to read
and comprehend. The problem becomes even worse without automated test-
case generation techniques.

– Increased integration complexity. Industrial software projects often involve
the incorporation of third-party components. It is typically difficult to invoke
these third-party components from the code generated by CBSE tools. In
practice, developers often need to develop compatibility layers to invoke third-
party components. Conversely, the introduction of such compatibility lay-
ers and third-party libraries significantly increases the risk of inconsistencies
between the models and their implementations.

– Lengthened error-fixing cycles. If the code is automatically generated by a
tool, it implies that developers cannot manually modify the code itself (as
any changes would be overwritten in the next model modification). Conse-
quently, when clients discover bugs in the software, even minor issues require
modifications starting from the models, leading to a longer overall repair pro-
cess and an inability to achieve prompt customer response.

On the other hand, if any bug is found in the code generation methodology
itself, it is usually hard to motivate the tool developers (community or com-
mercial entities) to fix the bug. For developers, an unavoidable fatal error may
impede the entire CBSE development process, posing significant risks to com-
mercial software.

4.3 Fragmented Requirements from Developers

One interesting aspect of component-based development is the introduction of
various development roles during the development process, each with different
tool requirements. For example, in the field of control algorithms, developers
of specific components (such as PID controllers, various filters, etc.) are often
more concerned about their runtime efficiency and may optimize them for specific
hardware mechanisms. On the other hand, the algorithm designers, who combine
these components, focus more on the performance of the algorithm itself, such
as convergence speed and other parameters. They also want to validate the
component’s parameters to prevent potential configuration errors. Developers
working on higher-level business logic focus on the correctness and stability of
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the entire business chain, such as the presence of deadlocks or the yield rate of
the production line.

Fragmented requirements often lead to two possible outcomes. Either the
blind accumulation of numerous features increases the learning cost of the tool
significantly, diminishing its performance and usability, or different domains start
customizing the tool themselves, leading to changes in data structures due to the
addition of functionalities, resulting in siloed deliveries and a fragmented tool
ecosystem. Both outcomes are detrimental to the promotion of component-based
development.

4.4 Extra Learning Cost for Various Tools

Introducing new tools requires extra learning cost, and due to the inherent knowl-
edge requirements of formal methods, the learning cost can be relatively high.
What’s worse is that fragmented domain demands often introduce a plethora of
different tools. These tools may have different input languages, output formats,
and user interfaces that may vary significantly in terms of user experience. In
such cases, the learning cost incurred may offset the benefits.

5 Discussion

Based on the our academic research and practical experience in component-based
development in the past decades, we present some open ideas in this section
and hope that they can facilitate the broader application of component-based
development methods based on the formal theories in the software development
domain.

5.1 LLM-Aided Explanation of Codes and Exceptions

The idea aims to tackle the challenges in Sect. 4.1 and Sect. 4.2.

To the best of our knowledge, it is difficult to find mature solutions to main-
tain consistency between specification models and their implementations. One
typical approach in industry is to extract models from black-box implementa-
tions through model extraction, e.g. using active learning [24,33]. However, such
model extraction algorithms usually fail on complex implementations.

Program synthesis is the process of automatically generating a program or
code snippet that is consistent with a given model, a formal specification or
a natural language description. It involves a family of techniques such as deep
reinforcement learning [44], constraint solving [16] and symbolic execution [38].
The goal of program synthesis is to minimize human intervention in the coding
process, reduce program errors and complexity, and improve productivity.

Recently, the rapid evolution of Large-Language Models (LLMs [46]) brings
us a new chance. Large-language models, literally, are artificial intelligence mod-
els that relies on huge parameters sets to achieve general-purpose language tasks,
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Fig. 2. Integrating LLM in CBSE Workflow

such as language understanding and generation. Modern LLMs (e.g. ChatGPT,
Llama2 [40], etc.) has been fine-tuned to perform program-related tasks [40] like
code generation and explanation.

On one direction, the Github Copilot [4], built by Microsoft, has already
proved its ability to understand and synthesize programs. On the other direc-
tion, there are already promising research on using LLMs in reversed engineer-
ing [31]. With the help of LLMs, it would be possible to increase the readability
of generated code and help the developers to quickly locate the root cause in the
models when bugs are reported. A possible integration of LLM into the CBSE
workflow is shown in Fig. 2.

In this example the LLM is mainly used to help with:

– Code polishing. Automatically generated or synthesized code are usually lack
of readability. However, with the background knowledge given (domain knowl-
edge and the algorithm of code generation, etc.), the LLM is able to under-
stand the behavior of the code, and then perform semantically equivalent
code transformation.

– Error locating. When errors happen in generated programs, with the back-
ground knowledge (the same as above) a LLM could be able to help locating
the root cause of the error in higher level specifications. So that the developer
would be able to easily fix the error by updating the specification (instead of
directly updating the generated code). This is helpful to keep a short iteration
cycle even in software developed by formal CBSE methodology.

5.2 Decoupling Formal Specification from Verification

This idea aims to tackle the challenges in Sect. 4.1 and Sect. 4.2. Its core
motivation is to enrich the formal model so that it can cover the specifi-
cations in various domains and abstraction levels.

Formal methods are mathematically rigorous techniques for the specification,
development, analysis, and verification of software and hardware systems [11]
where formal specification serves as the fundamental model for the remaining
parts.
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To formalize complex large-scale systems, we need an expressive formal model
to capture their specifications. However, expressive models are usually harder to
validate or verify (sometimes even impossible to verify). Consequently, some
research tends to restrict the expressive power of their models to ensure the
feasibility of formal verification. However, the limitation in model expressive
power significantly reduces the usability of the tools, which often forces devel-
opers to resort to hacks like using Single-State State Machines (SSSM [45]) as a
workaround. This compromises the maintainability of the model.

Decoupling formal specification from formal verification means using highly
expressive formal semantics in component-based development tools and inte-
grating them throughout the entire development life-cycle. For safety-critical
and reliability-critical components, we can require developers to use a verifiable
subset, while allowing more flexible and complex models in other parts. For other
components, we can engage other light-weighted methods such as bounded model
checking, model-driven testing, and static analysis to enhance software reliabil-
ity.

5.3 Layered Modeling Through Domain-Specific Languages

This idea aims to tackle the challenge in Sect. 4.3. It also provides a tech-
nical basis for the idea discussed in Sect. 5.4.

Hiding unnecessary complexity can significantly improve development effi-
ciency and reduce potential errors. This is an undeniable truth in the field of
software development. Principles such as the Dependency Inversion Principle in
software architecture are aimed at hiding unnecessary complexity. Considering
the example of different roles mentioned in the previous section, if we hide for-
mal semantics, analysis, and verification features that are irrelevant to each role
during component-based development, it can alleviate the issues of fragmented
domain requirements and high learning costs.

To achieve this goal, introducing Domain-Specific Languages (DSLs) is
undoubtedly a good approach. Compared to general-purpose programming lan-
guages, DSLs are designed specifically for certain domains and provide simple
and intuitive programming languages that are only used to describe domain-
specific data objects or program behavior. For example, JSON and SQL# can
be considered typical DSLs for data modeling and querying [25,29], respectively.

By using DSLs, we can layer the tool framework for component-based devel-
opment, including a foundational model layer and a domain model layer. The
foundational model layer consists of a more expressive formal semantic model,
on which various common capabilities can be built, such as analysis, verification,
and code generation. On top of the foundational model, there can be multiple
modeling domains, each based on a DSL, including model transformation algo-
rithms and a set of domain-specific functionalities. Through these algorithms, the
domain models can be transformed into the foundational model, thereby reusing
the capabilities of the foundational model, while also enabling the construction
of domain-specific analysis capabilities. The foundational model is invisible to
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ordinary users. In this way, by sinking common capabilities and data structures
as much as possible, this architecture can hide complexity while ensuring that
fragmented domain requirements are met, as illustrated in Fig. 3.

Fig. 3. Domain-specific Layered Modeling

There are quite a few previous works where domain-specific languages are
applied to component-based development. For example, AADL (Architecture
Analysis and Design Language) [20] supports an annex mechanism which can
be used to extend its semantics [2]. However, such examples often focus on
using DSLs to enhance the extensibility of the framework rather than hiding
unnecessary complexity.

The primary purpose of using DSLs in these cases is to provide a special-
ized language that captures the domain-specific concepts and features required
for component-based development. This allows developers to express their ideas
and intentions in a more concise and natural way, improving productivity and
reducing errors. DSLs can also provide higher-level abstractions that hide low-
level details and technical complexities, making the development process more
accessible to domain experts.

5.4 Providing Multi-Domain Integrated Development Environment

This idea aims to tackle the challenge in Sect. 4.4.

To reduce the extra learning effort required for users, a possible approach is
to provide similar user experiences and logical workflows across different tools.

Taking Matlab as an example, we can use Simulink to build data flow mod-
els and Stateflow to construct state machines for controlling the data flow. This
approach reduces the learning curve for users while enhancing their overall expe-
rience. SCADE takes it a step further by integrating requirements management
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(which can be considered as another domain, but not necessarily formal) and
UI design into the same tool platform. This allows users to complete end-to-end
design and implementation in certain scenarios using SCADE.

To make Formal CBSE tools applicable to a wider range of scenarios, we need
a highly extensible framework that allows the introduction of various tool plug-
ins through secondary development based on the foundation modeling language
and domain-specific languages mentioned earlier. Here the foundation modeling
language is a general (compared with the domain-specific languages above) and
expressive modeling language, upon which we can build different domains.

There are already many open-source initiatives working in this direction,
such as Jetbrains’ Meta Programming System (MPS [12]) and Eclipse Xtext [8].
However, a common issue in practice is that these platforms focus too much on
generality, resulting in a high learning curve for secondary development. In this
case, a more promising solution to build specialized platforms with a limited
level of scalability, which in turn makes it possible to add more domain-specific
features to make it easier to use. The SCADE Suite also employs this idea
where the instrument and physical simulation system give an intuitive view for
controller designers.

6 Conclusion

This paper is not exactly a scientific research paper but rather resembles list of
open topics to the researchers in the area of component-based software engineer-
ing, especially formal aspects of component software. We outline several typical
scenarios in the industry where formal methods are used in conjunction with
component-based development. It summarizes some of the challenges faced in
the practical application of component-based development with formal methods
and presents open viewpoints that may aid in the promotion of component-based
development methods. The intention is for these challenges and perspectives to
provide researchers and tool developers with insights into the current state of
component-based development in industrial applications, helping them identify
valuable research directions.
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Abstract. The International Symposium on Formal Aspects of Component Soft-
ware (FACS) was inaugurated two decades ago in response to the major software
development paradigm shift from structured development and object-oriented
development to component-based software development (CBSD) and service-
oriented architecture (SOA). FACS is dedicated to fostering a deeper under-
standing of the distinctive aspects, promoting research, education, technological
advancement, and the practical application of CBSD technology. On the 20th
anniversary of FACS, it is appropriate to briefly recall its background and history,
thereby highlighting its contributions to the community. Taking this opportunity,
we focus on the discussion to elucidate the important aspects of component soft-
ware that require to be and have been considered in formal theories. Leveraging
the refinement of component and object-oriented systems (rCOS) as a frame-
work, we provide an overview of these formal theories and discuss their rela-
tionships. We intend to express a vision that different theories and methods are
required for different aspects in a CBSD process, and also different formal theo-
ries are required even for a particular aspect. However, ensuring their consistent
application remains a major challenge and this is a main barrier to the effective
industry adoption of CBSD. Furthermore, we delineate emerging challenges and
prospects associated with integrating formal methods for modelling and design
human-cyber-physical systems (HCPS) - hybrid integration encompassing cyber
systems, physical systems, and the mixed human and machine intelligence.

Keywords: Component-Based Software · Formal Aspects ·
Human-Cyber-Physical Systems · Linking Formal Methods · rCOS

1 Introduction

In general, we understand software development or software engineering as being about
transforming processes carrying out by instances of domain concepts into their pro-
gramming models through activities of software requirements analysis, design, verifi-
cation, implementation, deployment and maintenance (now possibly better to say evo-
lution). It was at the turn of the last century and this century when a major software
development paradigm shift from structured development and object-oriented develop-
ment to component-based development (CBD) and service-oriented architecture (SOA)
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was happening. By then, the academic community had gained quite a mature under-
standing and plenty practice of structured software development and object-oriented
software development. It was in that background that International Symposium on For-
mal Aspects of Component Software (FACS) started first as a workshop. In this section,
we introduce the key ideas, concepts and aspects of component-based software systems
and their development. As a paper for FACS anniversary track, however, we first give a
brief summary of the 20 years of the workshops and conferences of FACS1.

Table 1. 20 years of the FACS workshops and conferences

FACS Year [References] Venue Editors of Proceedings Invited speakers No. accepted papers

FACS 2022 [68] Virtual Event S.L.T. Tarifa and J. Proença C. Baier, R. Neves and V. Stolz 13

FACS 2021 [65] Virtual Event G. Salaün and A. Wijs R. Calinescu and C. Pasareanu 9

FACS 2020 Cancelled due to Covid Pandemic

FACS 2019 [4] Amsterdam, The Netherlands F. Arbab and S-S. Jongmans C. Ghezzi, K.G. Larsen, and W. Fokkink 14

FACS 2018 [6] Pohang, South Korea K. Bae and P.C. Ölveczky E.A. Lee and G. Rosu 15

FACS 2017 [63] Braga, Portugal J. Proença and M. Lumpe D. Costa and C. Palamidessi 14

FACS 2016 [30] Besançon, France O. Kouchnarenko, R. Khosravi H. Giese and K-K. Lau 16

FACS 2015 [9] Niterói, Brazil C. Braga and P.C. Ölveczky M. Wirsing, D. Déharbe, and R. Cerqueira 17

FACS 2014 [32] Bertinoro, Italy I. Lanese and E. Madelaine H. Veith, R. de Nicola, and J-B. Stefani 22

FACS 2013 [19] Nanchang, China J.L. Fiadeiro, Z. Liu and J. Xue C. Zhou, A. Legay and J. Misra 22

FACS 2012 [62] Mountain View, CA, USA C.S. Păsăreanu and G. Salaün T. Bultan and S. Qadeer 16

FACS 2011 [5] Oslo, Norway F. Arbab and P.C. Ölveczky J. Meseguer, J. Rushby, and K. Stølen 21

FACS 2010 [8] Guimarães, Portugal L.S. Barbosa and M. Lumpe S. Seshia and L. Caires 20

FACS 2009 [57] Eindhoven, the Netherlands M. Sun, B. Schätz G. Döhmen and J. Rutten 12

FACS 2008 [12] Malaga, Spain C. Canal, C.S. Pasareanu Lack of data 13

FACS 2007 [52] Sophia-Antipolis, France M. Lumpe, E. Madelaine C. Pasareanu and E. Zimeo 17

FACS 2006 [56] Prague, Czech Republic V. Mencl, F.S. de Boer P. Van Roy and D. Caromel 16

FACS 2005 [38] Macao, China Z. Liu, L.S. Barbosa F. Arbab, P. Ciancarini, J. He and R. Hennicker 22

FACS 2003 [44] Pisa, Italy, Z. Liu and He J M. Broy and T. Maibaum 11

1.1 International Symposium on Formal Aspects of Component Software

The first FACS workshop was an one-day event associated with the 12th International
Symposium of Formal Methods Europe (FME), now called International Symposium
of Formal Methods (FM), which was held September 8–14, 2003 in Pisa of Italy. The
purpose of the workshop was to promote understanding of the software paradigm shift
and to explore how formal methods can augment understanding of component-based
technology, thereby encouraging further research and educational pursuits in formal
methods and tools for the component-based construction of software systems. The pro-
gram consisted of two invited talks by Manfred Broy and Tom Maibaum and a few
regular presentations. An edited volume “Mathematical Frameworks for Component
Software” [44] was then published with 11 chapters, including the refined versions of
the invited talks, presentations at the workshop, and some other papers submitted in
response to the call for contributions of the volume. The papers focus on mathematical
models that identify the “core” concepts as their first-class modelling elements, includ-
ing interfaces, contracts, connectors, and services. Each chapter provides a clear defi-
nition of components, articulated through a set of key aspects, and discusses challenges

1 The first author of this paper is the founder of FACS.
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related to the specification and verification of these aspects. Moreover, some papers
delve into issues concerning the refinement, composition, coordination, and orches-
tration of software components in both individual software components and broader
component-based software system development.

Originally, there were no intention to establish the FACS workshop as a recurring
annual event. However, the overwhelming expression of interest led to its organisation
again in 2005. Consequently, FACS workshop series have been conducted annually,
with proceedings being published in Springer Electronic Notes in Theoretical Computer
Science (ENTCS). In 2010, the FACS workshop series evolved into an international
symposium. Subsequently, the proceedings have been documented in Springer Lecture
Notes in Computer Sciences, and select papers have been chosen for publication in
scholarly journals, predominantly in the Science of Computer Programming (JSCP).

Over the last two decades, FACS workshops and conferences have made good con-
tributions to advancing research, education, and application in component-based soft-
ware technology. The summary presented in Table 1 alongside the papers featured in
the proceedings highlight the attraction of these FACS events for a number of excel-
lent scientists and researchers who have showcased their work. Acknowledgements are
extended to colleagues who have served as members of the steering committee, event
organisers, members of the program committees, the reviewers, and editors of the pro-
ceedings. The utmost appreciation is reserved for the authors for their invaluable con-
tributions. In this paper, we endeavour to cite proceedings from FACS workshops and
conferences wherever possible to demonstrate their far-reaching impact.

Throughout the past 20 years, FACS workshops and conferences FACS have made
their contributions to promote the research, education, and application in component-
based software technology. The summary in Table 1 and the papers in the proceedings
show that the FACS events have attracted a large number of excellent scientists and
researchers to present their work there. We would like to pay tributes to the colleagues
who have served as members of the steering committee, organisers of the events, mem-
bers of the program committees, the reviewers and editors of the proceedings, and most
of all to the authors, for their contributions. In this paper, we cite proceedings of FACS
workshops and conferences wherever we can with the intention to show their impact.

1.2 Component-Based Software Development

Component-based software or component software generally refers to software con-
structed from individual components. This idea has been present since the advent of
assembly programming, which is perceived as the craft of assembling instructions or
“components” to create programs.Wheeler’s subroutines, also known asWheeler jump-
ing routines [69], can be considered as sizable, reusable “components” of that era2.
Subsequent to this, more generalised abstractions of functions and procedures were
implemented in high-level programming languages such as FORTRAN and PASCAL.

It is widely agreed that the idea of developing software systems by using avail-
able software components was first proposed by Douglas McIlroy in his invited talk,
mass-produced software components [55], during the NATO conference on software

2 At a time when there is lack of hardware support to remember the return address of the routine.
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engineering. The conference was held in Garmisch, Germany, in 1968, to address the
problem of “software crisis”. There, he called for the development of a “software com-
ponent industry” to produce components which can be used in different jobs of software
development.

The philosophy of constructing large software systems from components is also
foundational to Structured Programming [18]. It is the cornerstone of object-oriented
programming [20,58] too. Indeed, it is reasonable to affirm that every programming
language incorporates some form of abstraction mechanism that facilitates the design
and composition of components.

Thus, researchers in CBSD frequently find themselves addressing the question of
whether CBSD distinctly differs from structured and object-oriented development. In
other words, answering the following questions:

1. What characteristics distinguish components in CBSD from program instructions,
routines, functions, classes, objects, libraries of classes or routines, and packages?

2. What distinctions exist between the“components”, “composition”, and “refinement”
of components in CBSD and the analogous “components”, “composition”, and
“refinement” of programs in structured and object-oriented programming?

In this paper, our goal is to demonstrate how research on the formal aspects of com-
ponent software can elucidate the aforementioned differences and relations. To accom-
plish this, we employ the rCOS method as the framework to identify various aspects of
software components, component-based software systems, and their development, illus-
trating the methods to formalise, refine, decompose, and compose them. This allows for
a clear comparison with the facets of structured and object-oriented software systems.
Moreover, we argue for the need for various formal theories for modelling different
aspects, and even different formal theories for the same aspects. We engage in a dis-
cussion on the interoperable use of these diverse formal theories. In addition, we out-
line research challenges and opportunities in component-based modelling and design
of human-cyber-physical systems (HCPSs), which are networked systems with mixed
intelligence.

1.3 Organisation

In Sect. 2, we introduce the key characteristics of software components and present
the calculi of designs and reactive designs as preliminaries. These will serve as the
semantic basis for our discussions in subsequent sections. Section 3 follows, defining
interfaces and contracts. The main content is housed in Sect. 4, where we provide an
overview of formal models of aspects and discuss their support for the separation of
concerns in CBSE. In Sect. 5, we outline the processes of software component devel-
opment and system development in CBSE, discussing the principal shortcomings in the
current state of the art and challenges to industrial adoption. In Sect. 6, we propose a
future research direction for CBSE-specifically, component-based design and evolution
of human-cyber-physical systems (HCPSs)-and discuss related challenges. We draw
conclusions at the end of this section.
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2 Preliminaries

In this section, we discuss the key characteristics of software components and introduce
the basics of design calculus [46], which will serve as the semantic basis for linking
different formal theories and techniques in modelling and verification of various aspects
of component-based software.

2.1 Characteristics of Software Components

To address the two questions raised at the end of the previous section, we consider the
definition of software component given by Szyperski in his book [66]:

A software component is a unit of composition with contractually specified inter-
faces and explicit context dependencies only. A software component can be
deployed independently and is subject to composition by third parties.

This definition characterises the requirements for a “component” to be reusable
in different software systems, which is also the major concern expressed in McIlroy’s
talk [55]. As highlighted in [28], the concept of reusability defined herein contrasts with
the “reusability” achieved through generalisation in object-oriented programming. The
latter necessitates the “rewriting” of classes (either generalised or specialised) being
reused. The discussion in paper [28] extends further to apply the above four criteria
to discern whether elements like an assembly language instruction, a library routine,
a class in a library, or a package can qualify as software components. In this context,
it is concluded that an assembly language instruction does not qualify as a component
due to its inability to be independently deployed. Library routines and classes may be
considered components, but a package, lacking an interface, does not meet the criteria
for a component. However, this reasoning is somewhat unconvincing, primarily due to
a lack of rigour in both syntax and semantics.

It is important to note that the four characteristics must be described in the models
of different kind of requirements of components. Each kind of requirements is called an
aspect [28]. Components of different types of software systems have different aspects -
be they sequential, concurrent and distributed, real-time, or embedded systems. Ques-
tions are raised, for instance, about the aspects that need specification in the interface
contract for a component within concurrent or embedded systems.

In this paper, we take the above four basic characteristics of components as the
basis and describe them in a formal model of interface contracts. An interface contract
of a component is defined in the design calculus of UTP [46] and it can be factorised
into specifications of different aspects. We show how different aspects embraced in an
interface contract of a component can be refined in different stages of the component
development, from the requirements, through the design, to coding and evolution.

2.2 Designs

We use the notion of contracts to characterise the different aspects of components. There
are different theories for different aspects, and a single aspect can also be modelled
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using various theories. For instance, when developing reactive components, Hoare logic
can be applied to specify functionality, the theory of I/O automata can model reactive
behaviuor, and sequence diagram notation can represent interactions with the environ-
ment. Nonetheless, Hoare logic is often used in conjunction with traces for interactions
to compose reactive components. Moreover, models or specifications, whether address-
ing identical or differing aspects, must maintain consistent relations. Hence, there’s a
requirement for a model that facilitates the definition and verification of their consis-
tency. To provide a formal definition of contracts and formalise various aspects, we first
introduce the notations of design and reactive designs. These are deployed to define the
meanings of sequential and reactive programs [22,23,46], respectively.

Definition 1 (Design). Given a set of state variables X , a design D over X is first-
order predicate of the form p � Q with free variables in X ∪ {ok} and X ′ = {x′ | x ∈
X}∪{ok′} The semantics of the design is defined as the implication (ok∧p) → Q∧ok′,
where

– a variable x ∈ X represents the initial value of x in the state when the program
starts to execute, and the x′ ∈ X ′ the value of x in the state when the execution
terminates;

– p is predicate which is called the precondition and it only refers to free variables in
X , and Q the postcondition and only refers to free variablesin X and X ′; and

– ok and ok′ are Boolean variables representing the observations about if the execu-
tion terminates, and the program is in a terminated state when ok is true, and the
execution terminates when ok′ is true.

The set X of variables is called the alphabet of the design D. A state of D is a mapping
s which assigns each variable x in X a value an ok a Boolean value. The precondition p
and postcondition Q of a design are interpreted on the set of pairs (s, s′) of states. The
meaning (ok ∧ p) → Q ∧ ok′ of p � Q says that if the execution starts well in a state s
(i.e. ok is true in s) in which the precondition p holds, the execution will terminates in
a state s′ (i.e. ok′ is true in s) such that the postcondition Q holds for (s, s′).

Let X = {x, y, z} be a set of integer variables, the design

x > 0 � (x′ = (x − 1)) ∧ (y′ = x) ∧ (z′ = z)

specifies a program such that

– from any state s in which the value of x is positive, i.e. s(x) > 0, its execution ter-
minates and the execution decrements the initial value x by 1, assigns y to the initial
value of x, and does not change the initial value of z, i.e. the execution terminates in
a state s′ such that (s′(x) = s(x) − 1) ∧ (s′(y) = s(x)) ∧ (s′(z) = s(z)); and

– from any state s in which the value of x is not positive, i.e. s(x) ≤ 0, any execution
is possible (acceptable), including non-terminating execution.

Program if (x > 0) then (y := x;x := x−1) correctly implements this specification.
Notice the difference between this design from the design below

x > 0 � x′ = (x − 1) ∧ (y′ = x′)



174 Z. Liu et al.

Note that the set of designs over X form a proper subset of first-order predicates with
free variables inX ,X ′ and {ok, ok′}. We thus require that the set of designs is closed to
the common structure operations of programs, such as assignments, sequencing, choice,
and iteration. To this end, we define the following primitives and operations on the set
PX = {D | D is a design over X}

– skip: skip
def
= true � ∧x∈X(x′ = x), that is, program skip always terminates but

its execution does not change any variables;

– chaotic program: chaos
def
= fale � true, that is, program chaos behaves as chaos

and may exhibit any behaviour;

– assignment: x := e
def
= true � (x′ = e)∧y∈X−{x}(y′ = y), namely, this assignment

always terminates, and its execution only changes the variable x to the value of
expression x obtained in the initial, keeping the other variables unchanged (it has
no side effect);

– sequencing: (D1;D2)
def
= ∃(Xo, b).(D1[Xo/X ′, b/ok′] ∧ D1[Xo/X, b/ok]), that

is, this sequence statement first executes D1 and reaches a state (Xo, b) and then it
executes D2 from this state;

– conditional choice: D1�B�D2
def
= (B∧D1)∨(¬B∧D2), that is, this conditional

choice statement behaves like D1 if B is evaluated to true in the initial state, it
behaves like D2, otherwise;

– loop: (B ∗ D)
def
= μX .(D;X ) � B � skip, that is, the loop statement is the least

fixed point of the recursion X = (D;X ) � B � skip.

The above formalisation is given based on the following assumptions.

1. For the assignment, the type of x and that of e are compatible, and the value of e in
the initial state is defined. These conditions can be explicitly expressed in precondi-
tion. We omit them for simplicity.

2. Similarly, the expression B in the conditional choice and loop is also assumed to be
evaluated as a Boolean value.

For the sequence statement, b is either true or false. In former case, the execution of D1

terminates well and execution of D2 starts well (i.e. ok = true), and in the latter case
the execution of D1 is chaotic, and so is the whole sequence statement.

It is important to note that the existence of (least) fixed-point for the loop is proved
based on the theorem that the partial order (P,�), forms a complete lattice. In the
lattice, the partial order � of the lattice is called the refinement relation among designs,
and it is defined as D1 � D2 if D2 → D1 is valid. The bottom element is chaos
and the top element is the angelic design defined by true � false, denoted as angel.
Thus, per Tarski’s fixed-point theorem, the least fixed point of the loop indeed exists.
We proceed to present the ensuing theorem about designs [46].

Theorem 1. The set PX of designs over X is closed with respect to the program struc-
ture operations. That is, given any two design D, D1 and D2 and any Boolean expres-
sionB such thatB only mentions variables inX , the formulas defined for skip, chaos,
assignment, sequencing, conditional choice and loop are also designs.
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We can add the non-deterministic choice operation (D1 � D2), which is defined by
(D1 ∨ D2), for nondeterministic programming language.

We notice that while both the left zero law ((chaos;D) = chaos) and the left
unit law ((skip,D) = D) hold for designs, neither the right zero law ((D; chaos) =
chaos) nor the right unit law ((D; skip) = D) generally apply. We enforce these laws
as healthiness conditions on the set of designs [46]. Furthermore, the assumption of side
effect freedom for assignments in OO programming is generally not valid. In rCOS, we
have developed a calculus of designs tailored for OO programming languages [23].

The design calculus is used to define the semantics of imperative (or procedu-
ral) programming languages, which are utilised for the implementation of components
within the paradigm of structured software engineering. Meanwhile, the OO extension
of the calculus in rCOS [23] can be employed to define the semantics of OO pro-
gramming languages for implementing components within an OO software develop-
ment paradigm [17]. Nonetheless, components implemented using these languages lack
abstractions for concurrency and synchronisation.

2.3 Reactive Designs

To model communication and synchronisation, we define the notion of reactive design.
This is done by incorporating two fresh Boolean variables, wait and wait′, to repre-
sent observables of synchronisation. A design D on an alphabet X with observables
{ok, ok′,wait,wait′} is called a reactive design if it satisfies the healthiness condition
W(D) = D, where the transformation W is defined as follows:

W(D)
def
= (true � wait′ ∧ ((X ′ = X) ∧ ok = ok′))) � wait � D

To specify a reactive program, it’s necessary to specify the synchronisation condi-
tions of an activity with other activities, as well as the functionality of the activities. To
this end, we introduce the concept of guarded designs represented as g&D, where D is
a design, and g is a Boolean expression of the given X , called the guard of the design.
The semantics of g&D is defined as D � g � (true � wait′ ∧ (X ′ = X)∧ (ok = ok′)),
where X is the alphabet of the design D.

It is straightforward to prove that the transformation W is monotonic (with respect
to the implication), thereby establishing that the set of reactive designs constitutes a
complete lattice. Moreover, the subsequent properties are valid for reactive designs.

Theorem 2. For a given set of variables X ,

(1) For any design D, W2(D) = W(D);
(2) W is (nearly) closed for sequencing: (W(D1);W)(D2) = W(D1;W(D2)).
(3) W is closed for non-deterministic choice: (W(D1) ∨ W(D2)) = W(D1 ∨ D2);
(4) W is closed for conditional choice: (W(D1)� b � W(D2)) = W(D1 � b � D2).

Note that “=” stands for logical equivalence. Furthermore, the following properties
hold for guarded designs.
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Theorem 3. For a given set of variables X and if D, D1 and D2 are reactive designs,

1. g&D is a reactive design;
2. (g&D1 ∨ g&D2) = g&(D1 ∨ D2);
3. (g1&D1 � B � g2&D2) = (g1 � b � g2)&(D1 � B � D2);
4. (g1&D1; g2&D2) = g1&(D1; g2&D2).

These properties, together with the subsequent transformations for programming com-
mands, enable us to define a reactive program c as reactive designs of the form g&W(c),
where c is defined as follows:

c ::= skip | stop | chaos | x := e | c � B � c | B ∗ c

And

W(skip)
def
= W(true � ¬wait′ ∧ (X ′ = X))

W(stop)
def
= W(true � wait’ ∧ (X ′ = X))

W(chaos)
def
= W(fale � true)

W(x := e)
def
= W(true � ¬wait′ ∧ (x′ = e) ∧

∧

y∈X−{x}
(y′ = y))

W(c1 � B � c2)
def
= W(W(c1) � B � W(c2))

W(B ∗ c) = μ.X .(W(c);X ) � B � W(skip)

3 Interfaces and Contracts

We hold the view that there should be few restrictions on what qualifies as a component.
A component can be, for instance, a few lines of code for a function, procedures, a ser-
vice provider, a substantial component for internet search or managing databases, or a
reactive system. Regardless, they should be deployable for execution and ought to have
specified interfaces, which serve as the sole interaction points with the environment.

Interfaces are most important for components and their composition. Thus, we
define them as the first-class model elements in our rCOS modelling theory [22,41].

Definition 2 (Interfaces). An interface is a triple I = (T,X,O), where T is a set of
type definitions, X a set of state variables with their types defined in T , and O is a set
of operation signatures of the form m(T1 x;T2 y) with an input parameter of type T1

and an output parameter of type T2.

We permit T to encompass a set of class definitions in an OO programming language,
facilitating the object-oriented implementation of components. Either the input param-
eter x or the output parameter y, can be vectors, possibly empty. The set X of variables
denotes the state encapsulated in the component and can also be empty. A component
is termed stateless when X is empty and stateful otherwise. The names in an interface
are designated as the syntactic aspects of types, states, and functionality. These names
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must be derived from predefined formal languages. For instance, elements of T are
names of defined types within a type theory; elements in X are well-defined identifiers
in a specified programming language, and elements in O are signatures from an Inter-
face Definition Language (IDL). These stipulations ensure syntactic consistency and
well-formedness checking.

It is important to note that a component can have multiple interfaces. In rCOS,
we handle this requirement at the syntactic level by defining “merging” or “union” of
interfaces [22]. We now give the definition of interface contracts.

Definition 3 (Contracts). A contract is a tuple C = (I, θ, Φ), where

– I = (T,X,O) is an interface,
– θ is a first order predicate on X which is the set of state variables of interface I
specifying the allowable initial states of the program, called the initial condition,

– Φ is a mapping which assigns each interface operation m(T1 x;T2 : y) ∈ O a
guarded deign with input alphabet X ∪ x and output alphabet X ′ ∪ y′.

We observe that the contract of an interface generally defines a model for con-
current (or reactive) programs. Such models can be specified in a well-established
formal theory, for instance, in the temporal logic of actions (TLA) [31] as a normal
form θ ∧ �[

∨
m()∈O Φ(m())]X . A well-established formal theory for concurrent pro-

grams, like TLA, facilitates the development of concurrent systems from scratch. Other
renowned theories in this domain include UNITY [13], Event-B [1], and the stream cal-
culus [10]. Such as theory can be used for the development of concurrent systems from
scratch by going through a whole process of specification, decomposition, composition
and verification. However, these theories often do not provide explicit support for the
separation of concerns or for black-box integration (whether composition or assembly).
Moreover, event-based theories, such as those based on input/output automata [54],
CSP [27,64], CCS [59], and other process algebras [7], predominantly emphasize inter-
action and concurrency aspects.

We believe that these limitations play a significant role in the industry’s lukewarm
adoption of component-based development technologies. More effort should be dedi-
cated to creating integrated development environments (IDEs) that support consistent
use of various theories, techniques, and tools for diverse aspects. In the next section, we
identify these aspects and identify the formal theories for their specification, decompo-
sition, verification, and refinement.

4 Models of Aspects of Contracts

To address the aforementioned limitations, component-based development should ide-
ally support the composition of components based on interface specifications in a black-
box manner. Furthermore, it should enable an interface model to be divided into models
addressing different aspects, thereby facilitating the separation of concerns in the devel-
opment process. We will now delve into such a factorisation, drawing upon the interface
model defined in the preceding section.
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In general, a formal theory of each aspect is a mathematical logic system or a uni-
versal many-sorted algebra, which consists of a formal language, its semantics (inter-
pretations), and a proof system defined by axioms and inference rules. We now discuss
the aspects interface contracts and their formal theories.

4.1 Type Systems

Definitions 2&3 show that an interface contract is based on a type system. This rep-
resents a formal theory essential for addressing the data aspect, ensuring consistency
checks for data representations of states in X , signatures of operations, and the expres-
sions in guards and designs. The type system for an interface contract can be distinct
from the type systems in various programming languages utilised for the component
implementations. Nonetheless, transformations must be defined to bridge the abstract
type system at the interface level with those in the programming languages. Established
theories of abstract data types (ADT) and algebraic specification, such as [11], serve
this purpose effectively.

Here we highlight the rCOS method [23,29,43,72], which provides a semantic
theory for OO programs, encompassing an object-oriented type system. This theory
extends the design calculus, offering the subsequent features:

– Variables are categorised as public, protected, or private. The types of variable val-
ues can either be primitive types or classes.

– An object is recursively defined as a graph structure. Nodes represent objects, while
directed edges, labelled by the attribute names in the source node, denote references
from one node to another (akin to a UML object diagram). Such a graph contains a
unique root node, symbolising the current object.

– The system supports type casting through dynamic type binding of method invoca-
tions and type safety analysis.

– At any given execution moment, the program’s state is an object graph termed the
state graph. This represents the main program’s object, implying the root is the main
class’s object. The object nodes within this state graph encapsulate the dynamic
object types.

– Program command execution transitions from one state to another by either adding
a new object to the graph (e.g., opening a new account in either a small or large bank
system), altering attribute values of certain graph objects (like the transfer() action
in a banking system), or modifying graph edges (such as enabling customer access to
a shared account). Thus, the command’s semantics (including method invocations)
is expressed as a relation between states in UTP design form.

– To bolster incremental program development, a class declaration is also specified as
a design, capturing changes in the program’s static class structure. This can be seen
as a textual formalisation of a UML class diagram. The class declaration is an action
undertaken prior to program compilation.

Drawing from this semantic theory,OO refinement is articulated across three dimen-
sions: refinement of commands, which encompasses method invocations, refinement
of classes (also dubbed OO structure refinement), and refinement of programs. Class
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refinement also signifies sub-typing. Program refinement includes both the extension
and modification of the program’s class declarations, coupled with the refinement of
the main method and other class methods. This research is elaborated in the paper [23].
The rCOS theory of OO semantics is also applicable to components within an OO pro-
gramming paradigm. The soundness and (relative) completeness of the OO refinement
are proven in [72].

4.2 Functionality and Synchronisation Behaviour

This model of interface contracts defines the requirements of a component, including
both functional requirements and synchronisations conditions of each individual inter-
face operation. From an operational perspective, we can divide this model into three
parts:

– R: Represents the functional aspects of the contract. It is a mapping that assigns a
design (not a reactive design) to each operation m().

– S: Denotes a labelled state transition system. Using symbolic states, it characterises
the reactive behaviour.

– A: Captures the data state aspects of the contract. It is a mapping that associates
each state s of the transition statement with a (or a set of) predicate formula A(s).

R, A and the state transition system are related such that for any state transition

s
m()→ s′ from s to s′ by an operation m() of the interface I, it is required that the guard

g holds in s and that design Φ(m()) holds for (s, s′). Here, we say that g holds in s if
A(s) → g, and (s, s′) holds for Φ(m()), if p → A(s) and A(s′) → Q, where p and Q
are the precondition and postcodnition of Φ(m()), respectively.

Therefore, the functional aspect is specified, analysed, refined, and verified within
its own theory, be it Hoare Logic [26], the design calculus in the Unifying Theory of
Programming (UTP) [46], or the rCOS OO design calculus in [23]. On the other hand,
the synchronisation aspect is modelled, designed, refined and verified using its dedi-
cated theory, such as labelled state transition systems, interface automata [2], or UML
state diagrams. It is important to note that there is not an automatic method (neither
an algorithm nor syntactic rules) to factor a given contract. Typically, we construct the
models for these aspects using a use-case driven approach, then merge them into a con-
tract using the syntactic rules presented in [14], followed by a consistency check (refer
to Sect. 5).

4.3 Interaction Protocols

When assembling components, checking interaction compatibility between them often
benefits from a declarative protocol specification based on a set of allowable traces
rather than an operational model. Consider a buffer with a capacity of one: it only
permits interaction traces that alternate between put() and get(), beginning with put().
More generally, a buffer with capacity n would accept traces that start with put(). In
any prefix of such traces, the number of get() occurrences should not exceed that of
put(), and the count of put() should not be greater than n times the number of get().
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This aspect can be addressed using the theory of regular expressions, process calculi,
or sequence charts.

Often, we can express the specification of an interface contract in the simplified
form (I, θ,R, T ), where:

– I represents the interface,
– θ denotes the initial condition,
– R assigns a design to each operation signature m() for its functionality aspect, and
– T is a set of traces of the form 〈?m1(x1), . . . , ?mk(xk)〉, representing the interac-

tion protocol between the contract and its environment. Here, ?mi(xij ) signifies an
invocation event of service mi with the input value xi.

One might wonder how such a specification relates to a contract defined in Defi-
nition 3. To our knowledge, no transformation directly from such a specification to a
contract has been defined. However, one can envision a design of the component by ini-
tially designing the functionality of services without synchronisation control, followed
by the design of the interaction protocol for the constraints of the invocations. Subse-
quently, we define the semantics of the design in terms of reactive designs. Essentially,
the environment should not be blocked if it invokes the provider services following any
of the traces in T , and the execution of the invocation should be correct with respect to
the functionality aspect R. Several well-established theories support the specification
and design of interaction protocols, including process calculi and sequence charts.

The main theme we propose here is the separation of the functionality and syn-
chronisation aspects of communications. This separation enables the flexible combina-
tion of a simpler theory of functional design and component development, such as the
rCOS relational calculus of components [42], with theories for component coordination,
e.g. [3], and component orchestration, e.g. [60], for system assembly.

4.4 Dynamic Behaviour

A component interacts with its environment through its interfaces, which serve as access
points. Its behaviour can be described by potential sequences of alternating events of
invocations and returns of provided operations (or services). It’s often necessary to spec-
ify potential failures that can occur during execution, namely, deadlock and livelock (or
divergence). In this context, we define the dynamic behaviour of a contract C, as out-
lined in Definition 3, as a pair of sets BC = (DC ,FC) representing divergences and
failures. In this section, we provide only informal definitions of DC and FC , and direct
the reader to the paper [22] for a more formal discussion.

Definition 4 (Divergences). Given a contract C, the set DC of divergences for C con-
sists of sequences of invocations 〈?m1(x1)!m1(y1) . . .?mk(xk)!mk(yk)〉 of provided
operations mi(). These sequences end in a divergent state, meaning the execution of
θ;m1(x1; y1); . . . ;mi(xi; yi) in a prefix of the sequence from an initial state results in
ok′ being false. Here, xi and yi represent the actual input and output parameters of the
invocation mi(), respectively.

Notice that each pair of events ?mi(xi)!mi(yi) in the sequence corresponds the execu-
tion of an method invocation mi(xi; yi).



Formal Aspects of Component Software 181

Definition 5 (Failures). Given a contract C, the set FC of failures for C consists of
pairs (tr,M). Here, tr is a finite sequence of invocations 〈?m1(x1)!m1(y1) . . .〉 of pro-
vided operations, and M is a set of service invocations. One of the following conditions
must hold:

(1) tr is the empty sequence, and M consists of invocations m(v) for which the guards
of their designs are false in the initial condition θ.

(2) tr is a trace 〈?m1(x1)!m1(y1) . . .?mk(xk)!mk(yk)〉, and M includes the invo-
cations m(v) such that after executing the invocations m1(x1, y1) . . . mk(xk, yk)
from an initial state, the guard of m(v) is false, i.e., θ;m1(x1, y1); . . . ;mk(xk, yk)
implies ¬g′ for the guard g of the design of m().

(3) tr is a trace 〈?m1(x1)!m1(y1) . . .?mk(xk)〉 where the execution of the invocation
mk(v) has not yet delivered an output, and M includes all invocations.

(4) tr is a trace 〈?m1(x1)!m1(y1) . . .?mk(xk)〉, and the execution of the invocation
mk(v) has entered a wait state, and M comprises all invocations.

(5) tr is a divergence in DC , and M contains all invocations (all invocations can be
refused after the execution diverges).

We now establish the relationship between a protocol T defined in the previous subsec-
tion, and the dynamic behavior. This, in turn, relates to the contract defined in Defini-
tion 3. First, we define the set of traces for a contract C based on its failures.

Trace(C) def= {tr | there exists a M such that (tr,M) ∈ FC}

Then, a protocol T is a subset of Prot(C) def= {tr ↓? | tr ∈ Trace(C)}.

Definition 6 (Consistent Protocol of Contract). A protocol T is consistent with
(DC ,FC) (and hence with contract C),if executing any prefix of any invocation sequence
sq in T does not lead to a state where all invocations to the provided services are
rejected. That is, for any sq ∈ T and any (tr,M) ∈ FC such that sq = tr ↓?, we must
have M �= {m(v) | m() ∈ O} if tr ↓?.

We have the following theorem for the consistency between protocols and contracts.

Theorem 4. Given a contract C and its protocols T1 and T2, we have:

(1) If T1 is consistent with C and T2 ⊆ T1, T2 is consistent with C.
(2) If both T1 and T2 are consistent with C, so is T1 ∪ T2.
(3) If C1 = (I, θ1, Φ1) is another contract of interface I and θ � θ1 and Φ(m()) �

Φ1(m()) for every operation m() of the interface, then T1 is consistent with C1 if
it is consistent with C.

It is important to note that a largest protocol (or weakest protocol) of a contract exists
and can be derived from the contract. We refer to [22] for technical details. The impor-
tance of the notion of consistency and its properties lies in ensuring the correct use of
components in various interaction environments. Furthermore, this allows for the design
of functional aspects and the tailoring of communication protocols (i.e., coordination
and orchestration) to be separated.
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In rCOS [16,17], we demonstrated how protocols are specified using sequence dia-
grams, with their semantics defined in terms of CSP [35]; dynamic behaviour is mod-
elled using UML state diagrams, and their semantics is also defined in terms of the
failure-divergence semantics of CSP [64]. As a result, consistency can be automatically
checked [48]. However, with UTP as its semantic foundation, other theories for differ-
ent aspects can be utilised and their integration can be defined in the model of contracts
defined in Definition 3. The sustainability of components is supported by the refinement
calculus of contracts.

Definition 7 (Contract refinement). A contract C1 is refined by a contract C2, denoted
as C1 � C2, if they have same interface, and

(1) C2 is not more likely to diverge, i.e. DC2 ⊆ DC1; and
(2) C2 is not more likely to block the environment, i.e. FC2 ⊆ DC1 .

There is an effective and complete method to prove that one contract refines another
using downward simulation and upward simulation. We refer to our paper [22] for tech-
nical details.

4.5 Other Aspects

There are other aspects of components, including real-time and security, and even power
consumption. In theory, these can be incrementally integrated into the above framework.
For example, time can be represented using the timed sequence in RT-UML, timed
transition systems [24], or timers or clocks defined in TLA [45]. We also believe that
component-based architecture is quite effective for imposing various security policies,
e.g. [47]. However, we leave these topics out of this paper due to the page limit.

5 Component-Based Development

It is widely agreed that component-based system development comprises both the cre-
ation of individual components and the system development using these available com-
ponents. Components are expected to be heterogeneous, indicating that they can be soft-
ware developed within various paradigms (potentially by different teams using distinct
programming languages). Moreover, components can be hierarchical, suggesting that
they can be assembled from other components. We assume that a component developer
can construct hierarchical components, but the system developer might not necessarily
be aware of these hierarchies. Nevertheless, the development process of component-
based systems does involve specifying the architecture for component composition or
integration. It is worth noting that the composition language (e.g., Orc [60] or Reo [3])
might differ from the languages utilized in component development.

It is a common contention that the system development process should be bottom-
up, with the system assembled from pre-implemented or even pre-deployed compo-
nents. However, such a stance is somewhat idealistic and not always practical, given
the ever-evolving nature of applications. Additionally, we assert that there is always a
necessity for a system requirements specification when developing a new system, even
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if it is based on an existing one. Moreover, there’s a need to design a system architec-
ture model derived from this requirements specification. This design would facilitate
the identification of existing components, their interfaces, and protocols, ideally within
a component repository equipped with management tool support. A significant chal-
lenge lies in the identification process. This involves mapping naming schemes from
the requirements model to the architecture model and subsequently to pre-implemented
components, such as those in component repositories. Arguably, this challenge is the
most significant barrier to the effective industrial adoption of component-based tech-
nology.

Nevertheless, rCOS offers a framework for OO component-based software devel-
opment, emphasising use case-driven system requirements specifications. From these
specifications, a model of the system architecture is derived. Each use case is articulated
as an interface contract, and the relationships among use cases, represented in UML use-
case diagrams, are formalised as dependencies between interfaces. This forms an initial
model of the system architecture. We will now provide an overview of this development
process. For a more detailed discussion, we refer readers to our papers [17,37].

Fig. 1. An example of a conceptual class diagram

5.1 Use Case as Components

A requirements model comprises a set of interrelated use cases identified from the appli-
cation domain. Each use case is modeled as an interface contract for a component. In
the following discussion, we will briefly outline the steps to create a model of a use
case as an interface contract. For technical details, readers are referred to rCOS-related
papers, specifically the two cited here [15,17].
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Identify and Represent the Interface of a Use Case.As demonstrated in the papers, an
informal description of the use case is first provided using structured natural language.
The operations of the provided interface for the component corresponding to a use case
consist of interactions with the actors, and their symbolic names are then assigned.
State variables serve as symbolic representations of the objects that must be recorded,
checked, and updated, in accordance with the need to know policy [33,36].

Identify Classes and Their Associations. The use case describe a domain process
and the description involves domain concepts and objects, which the use cane needs
to record, check, modify and communicates. Then an initial class diagram can then be
constructed by giving symbolic names to this concepts and their relations. Figure 1 is
the initial class diagram for use case “Process Sale” of the CoCoMe Example [25,50].

Representing the Interaction Protocol. An interaction of an actor and the component
is the possible events with which the actor triggers the system for the execution of
an interface action. The interaction protocol between the actors and the component is
represented by a sequence diagram and it is created based on the description of the use-
case. Figure 2 is the initial sequence diagram use case “Process Sale” of the CoCoMe
Example.

Specify Functionality of Interface Operations. The functionality of each interface
operation is specified by a design, which consists of a pair of pre- and post-conditions.
These conditions can initially be described informally and later formalised for consis-
tency checking and validation. The preconditions emphasise the properties of existing
objects that need to be checked, while the postconditions focus on describing what new
objects are created, what changes are made to attributes, what new links between objects
are formed. For examples informal descriptions of functionality of interface operations
and their formalisation, we refer the reader to the papers [17,25,50].

Represent Dynamic Behaviour. The dynamic behavior of a use case is modeled using
a state diagram. This model aids in the verification of system properties, including both
safety and liveness, by employing model checking techniques.

The models for the aforementioned aspects of a component, corresponding to a
use case, collectively form the interface contract for that use case. Completion and
consistency checks must be conducted within the framework of the rCOS interface
contracts discussed in Sect. 3. With the interface contracts of the components of the use
cases, we can create the UML component diagram as the diagrammatic representation
of the system architecture at the requirements modelling phase.

5.2 Component Development Process

We propose that the design process for a component begins with an OO design app-
roach and concludes by transforming the OO design models of certain components into
component-based design models. Due to space limitations, we will only outline the
steps of the OO design process for a component, illustrating what models should be
produced:



Formal Aspects of Component Software 185

Fig. 2. An example of use-case sequence diagram

1. Begin the process by taking each use-case component and designing each of its pro-
vided operations according to its pre- and post-conditions using the OO refinement
rules, especially the four patterns of GRASP [17,33].

2. Decompose the functionality of each use-case operation into internal object inter-
action and computation, refining the use-case sequence diagram into an object
sequence diagram for the use-case [17,35].

3. During the decomposition of the functionality of use-case operations to internal
object interaction and computation, refine the requirements class model into a design
class model. This involves adding methods and visibilities in classes based on
responsibility assignments and direction of method invocations [17].

4. Select some of the objects in an object sequence diagram as candidate component
controllers. These candidates should pass an automatic check ensuring they meet six
given invariant properties. Following this, transform the design sequence diagram
into a component-sequence diagram [34].

5. Generate a component diagram for each use-case (this can be done automatically).
This diagram should depict a decomposition of the use-case component from the
requirements model into a composition of sub-components. From this, the complete
component-based architecture model at the requirements level is decomposed into a
component-based design architecture model [34].
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6. Coding from the design architecture model is straightforward and can largely be
automated [51,70].

The model transformations involved in the development process for a use-case compo-
nent are depicted in Fig. 3.

Fig. 3. Transformations from requirements to design of a component

5.3 System Development

For a given application domain, we assume a repository exists containing implemented
components for a multitude of use cases, their contract specifications, information on
context dependencies, and possibly their sub-components3.

Broadly speaking, system development begins with the creation of a requirements
model based on contract use cases. These use case contracts are then refined and/or
decomposed into component compositions to form a system architecture model. From
this point, we search the repository for candidate components that could match a com-
ponent in the architecture and verify if their contracts are refinements of the compo-
nent’s contract within the architecture. The checks for functional requirements and
synchronization requirements can be performed separately. Additionally, they can be
refined individually by adding connectors and coordinators, respectively.

It is possible that for some component contracts within the architecture, there are no
suitable components that can be easily adapted for implementation. In such cases, we

3 However, it should be noted that we are not aware of such an existing repository.
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must use the method of component development discussed in the previous subsection.
The primary features of component and system development in rCOS are shown in
Fig. 4.

Fig. 4. Features of the rCOS modelling and development

Note that domain knowledge is crucial for providing the requirements model in
terms of use cases, designing the architecture, and mapping them to components in
the repository. The primary challenge in formalising the mapping and developing tool
support stems from the varying naming schemes used in the requirements models, the
architectural design, and the representations of the component models in the repository.
In our opinion, significant effort is required in this area.

6 Future Development and Conclusion

From the discussions in the previous sections, it’s evident that the modelling theories
and design methods for transitional component-based software development are rela-
tively mature. However, there are significant shortcomings in bridging the models in
requirements, design, and those utilised in component repositories. These gaps are pri-
mary sources of challenges for industry adoption.

At the same time, computer systems are rapidly evolving to be more networked,
hybrid, and larger in scale. Consequently, their software systems also become more
intricate. Consider scenarios where components can be cyber-physical system (CPS)
devices, artificial neural networks, or even humans. These systems are widely called
Human-Cyber-Physical Systems (HCPS).
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6.1 Extend rCOS for Model Human-Cyber-Physical Systems

We are currently working on a project titled Theory of Human-Cyber-Physical Com-
puting and Software Defined Methodology. Our aim is to extend the rCOS component-
based modelling notation to model software architectures of HCPS. We view the archi-
tecture of an HCPS as comprising cyber systems, communication networks, physical
processes, human processes, and interfaces. Specifically:

– Physical processes can encompass various operations, such as mechanical, electri-
cal, and chemical processes.

– Cyber systems (or information systems) are computing entities. Within this:
• Some are dedicated to data collection and processing.
• Others, termed controlling systems, are responsible for making control decisions
based on the data provided by the aforementioned systems to manage physical
processes.

– Human processes involve making control decisions based on information received
from information systems to guide physical processes.

– Interfaces serve as middleware between physical systems, cyber systems, and
humans. These include sensors, actuators, A/C and C/A converters, among others.

– Sensors detect the physical processes, gather data about the behavior of these pro-
cesses, and relay this data to the information systems via the network.

– Control decisions made by both computers and humans are dispatched as commands
through the network to the appropriate actuators, which then execute the correspond-
ing control actions.

There is a need for system software to coordinate and orchestrate the behaviors
of the component systems, as well as for scheduling the physical, network, hardware,
human, and software resources. Specifically, components that can facilitate the switch-
ing of control between human and computer controllers are crucial.

Our primary challenge is to extend the rCOS contracts of interfaces to accommodate
cyber-physical interfaces (CP-interfaces) or hybrid interfaces. A CP-interface incorpo-
rates field variables that include both signals-representing information about the states
of physical processes-and program variables. It encompasses both program operations
and signals for interaction with the component’s environment. Additionally, a signal
can be either discrete or continuous. A contract for a CP-interface comprises a provided
CP interface, a required CP interface, and a specification detailing the functionality
of the program operations as well as the behaviour (expressed through differential or
difference equations) of the signals in the interfaces.

We suggest defining the dynamic behavior of such a contract using two hybrid
input/output automata [53]. These include one for the provided CP interface and another
for the required CP interface. They should be specifiable in Hybrid CSP [21] and
analysable using Hybrid Hoare logic [73]. Our preliminary ideas on this extension can
be found in [39,40,49], with a proof-of-concept example provided in [61].

A significant challenge in modelling HCPS is the absence of a computational model
and theory for human interactions with cyber and physical systems. We propose a
model of human-cyber-physical automata (HCPA). In this model, human behaviour
is represented by a neural network, and the controller responsible for control switching
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between human and machine is depicted as an oracle with an associated learning model.
Importantly, we are not aiming to model generalised human intelligence but rather the
behaviour of a human in a specific application when executing their tasks. Researching
a comprehensive theory will require addressing the complexities of integrating tradi-
tional computational models with AI models. We have given an initial definition to
HCPA that includes only one human process to control a physical process in tandem
with digital controllers. This model, along with a proof-of-concept case study, is pre-
sented in the extended abstract of the invited talk [71]. A full and extended version of
this work is now available in the paper [67]. For further exploration of the research
challenges in this project, we direct readers to the editorial paper [49] and the lecture
notes available at [39]. The research will significantly encompass the controllability and
composability of AI systems, their integration with traditional computational systems,
and the reliability of these hybrid systems.

6.2 Conclusions

To commemorate the 20th anniversary of FACS, we aim to elucidate the meaning of
“formal aspects of component software”. In doing so, we provide an overview of the
formal models and methods that can be used for different aspects of software compo-
nents and component-based software systems. The central theme we wish to emphasise
is, however, that the engineering principles of separation of concerns and divide and
conquer necessitate the consistent application of various theories and methods tailored
to distinct aspects. Using the rCOS framework as an example, we demonstrate these the-
ories and methods, illustrating how and when they are applied consistently throughout
development. From our discussion, it is evident that while the concepts and theories are
robust, there remains a gap in the evolution of engineering techniques and tool support.
Moreover, we recognise that research in CBSE must advance in tandem with develop-
ments in computer-based systems, notably in areas like human-cyber-physical systems
(HCPS).
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Abstract. This paper provides an overview on recent work on Team
Automata, whereby a network of automata interacts by synchronising
actions from multiple senders and receivers. We further revisit this notion
of synchronisation in other well known concurrency models, such as Reo,
BIP, Choreography Automata, and Multiparty Session Types.

We address realisability of Team Automata, i.e., how to infer a net-
work of interacting automata from a global specification, taking into
account that this realisation should satisfy exactly the same properties
as the global specification. In this analysis we propose a set of inter-
esting directions of challenges and future work in the context of Team
Automata or similar concurrency models.

1 Introduction

Many different formal models for concurrent systems exist, each with its own
advantages and disadvantages. This short paper provides an overview on recent
work on Team Automata (TA), and takes a step back to relate the constrained
multiparty synchronisation of TA with other popular models in this community
studying fundamentals of component-based software.

TA were initially proposed by ter Beek et al. [9], inspired by similar
approaches such as I/O automata [31] and interface automata [23], whereby a
network of automata with input and output labels interacts. This interaction in
TA involves multiparty synchronisations, whereas multiple senders and receivers
can participate in a single atomic global transition. It is also constrained because
it is parameterised by a synchronisation policy that, for each label, specifies the
possible number of senders and of receivers that it can have.

Composing a network of components in a team, using constrained multiparty
synchronisation, yields a new transition system whose labels are interactions con-
sisting of (i) a message name or type, (ii) a set of components that send this
message, and (iii) a set of components that receive this message. Only valid
interactions are allowed, i.e., that obey the associated synchronisation policy.
Many topics have been investigated in the context of TA since 2003, including
security [15,17], composition and expressivity [10,13], variability [8], and com-
patibility of components [6,7,11,22]. Labels of early versions of TA include only
message names, and were later extended to explicitly capture which components
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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Fig. 1. Race example: a controller asks simultaneously 2 runners to start and receives
a finish message once each is of them is done

participate in system transitions [11], giving rise to a concurrent semantics. This
idea has been also used in Vector TA [14], where actions include active partici-
pants. In this paper we use these extended labels in TA.

We revisit several kinds of interactions in the orchestration models Reo [29]
and BIP [20], and attempt to frame this multiparty synchronisation in the
context of choreographic models such as choreographic automata [3] and (syn-
chronous) multiparty session types [36]. We further address realisation of TA,
i.e. how to obtain a set of interacting components from a global transition sys-
tem over interactions, given the synchronisation policy. This last part is ongo-
ing work [12], in collaboration with Rolf Hennicker and Maurice ter Beek, and
include a detour on how to specify properties of interest, and how to guarantee
that these are preserved when realising a global specification.

The explanations in this paper are relatively informal, driven mainly by
examples. We proceed by introducing an example used throughout this paper.

Motivating Example. We use as a running example a Race system (Fig. 1),
borrowed from previous work [16], consisting of 3 communicating components: a
controller Ctrl and two runners R1, R2. Each is an automaton with input actions
(?start and ?finish), output actions (!start and !finish), and internal actions (run).
Interactions are subject to the following synchronisation policy: (i) the 3 actions
start must synchronise, i.e., must be performed atomically, representing a simul-
taneous start of both runners; and (ii) the 3 actions finish must synchronise in
pairs, i.e., each runner should atomically notify the controller that s/he finished,
but the controller must receive each message one at a time. The internal action
run is not involved in any interaction.

The composition of these 3 automata combined with the synchronisation
restrictions of the start and finish actions yields what we call a team automaton [5,
26]. Labels of our team automaton are interactions involving the senders, the
receivers, and the action name. E.g., “Ctrl → {R1,R2} : start” is an interaction
that labels a transition in our team automaton, which follows our synchronisation
policy stating that start should always have one sender and two receivers.

Many studies on TA investigate whether the components of a system will ever
fail when trying to send a particular message (receptiveness), or to receive a set of
possible messages (responsiveness) [6,8,10]. Another topic of interest addressed
in this paper, in the context of TA or other similar systems, regards realisability
or decomposition, i.e., whether these 3 components can be discovered given a
description of the global behaviour capturing the same behaviour.



196 J. Proença

Organisation of the Paper. Section 2 investigates how the multiparty syn-
chronisation of our Race example can be captured by other formalisms in the
literature, considering both orchestration and choreographic languages. Section 3
addresses how to specify properties of interest for TA and proposes ideas and
challenges regarding the realisation of TA. Section 4 concludes this paper.

2 Related Models

This section provides an overview of alternative approaches to model our race
example with existing models that describe interaction patterns. We start with
orchestration models, where a naive implementation of the interaction patterns
leads to a centralised component controlling the interactions. We continue with
choreographic models, which focus on how to describe the interaction contracts
that each computational component must obey to derive an intended communi-
cation protocol, without relying on a dedicated component with the interaction
logic. The precise distinction between orchestration and choreographic models
is not consensual among researchers, whereas one can provide arguments why
a given orchestration model can be considered to be a choreographic one and
vice-versa.

Unlike the models listed below, TA identify which actions from composed
components can interact by considering (1) the name of the action, (2) the
direction of dataflow, and (3) the synchronisation policy (i.e., for each action,
how many inputs and outputs are required or allowed). Some models below
assume that all names are distinct, and that the interaction models must relate
them (e.g., as an enumeration of possible sets of actions that must synchronise),
sometimes leading to a more exhaustive description of the possible interactions.
Other models below require interactions to be always 1-to-1 (called peer-to-
peer in [9]), possibly requiring more intermediate components to capture the
intended behaviour.

2.1 Orchestration

Models and languages that orchestrate components focus on how to group the
interaction logic in a connector, restricting how the components can interact.
This section analyses our race example in the context of the Reo [29] and the
BIP [20] coordination models, since they focus on the analysis of interactions of
systems with synchronous interactions that involve multiple participants. These
have been compared in more detailed by Dokter et al. [24].

Reo. Reo is a graphical modelling to orchestrate components based on the
synchronous composition of a set of primitive connectors [29]. Many different
semantic formalisms exist to provide a semantics to Reo connectors – we focus
here on constraint automata [2].

We encode our race example as a Reo connector on the left side of Fig. 2, and
its semantics given by a constraint automaton on the right side. This semantics
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Fig. 2. Reo approach: the connector (left) built compositionally describing valid
sequences of interactions from participants, and its semantics given by a constraint
automata (right)

(and most Reo semantics) is stateful, i.e., the next set of possible interactions
depends on the previously taken interactions. Reo is highly compositional, in
the sense that the global interaction patterns result from composing simpler
connectors. In our example from Fig. 2, we count 2 FIFO channels ( ), 2
synchronous barriers ( ), 3 replicators ( after strC, finR1, and finR2), and

1 interleaving merger ( before finC). Each of these has a defined semantics
given by constraint automata [2], and composing these 8 automata (and hiding
internal names) yields the constraint automata on the right of Fig. 2. Here each
arc is labelled with a set of ports that must synchronise and a constraint over
the data that must flow in each port. The direction of dataflow is not captured
by constraint automata.

Reo focuses on the connector and not on the components. This means that the
connector dictates which ports are active and inactive at each moment, allowing
only desirable patterns of interaction. Hence, the precise behaviour of a runner,
e.g., is not explicit in this model, including other internal actions that s/he
may perform. When connecting a concrete runner to this connector one should
verity whether it is compliant, i.e., if its possible patterns of interaction are
consistent with the patterns imposed by the connector. This compliance check
can be regarded as a type check against a behavioural type, as used in Session
Types, described in the next section, and investigated less in the context of Reo.

BIP. BIP [20] is a language to specify the expected behaviour of compo-
nents and of component architectures. A program in BIP consists of a labelled
state machine for each component (Behaviour), a set of possible synchronous
Interactions between transitions of different components, and a possible partial
order among interactions (Priority). Semantic models, such as the algebra of
connectors [20], formalise the semantics of interactions.

Our race example is modelled in BIP in Fig. 3. Similarly to TA, the com-
ponents describe the core behaviour of a system, here represented as labelled
transition systems (also 1-safe Petri Nets can be used in some tools). The set of
valid interactions is stateless, and are depicted by connecting ports that must
synchronise; the dotted connection is an alternative to the its solid counterpart,
connecting R2.finish instead of R1.finish. Trigger ports, not used here, can also
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Fig. 3. BIP approach: individual components are labelled by actions, which are subject
to the set of valid rendez-vous interaction constraints imposed by the middle (stateless)
connector

be used instead of rendez-vous ports ( ) to denote broadcasts, i.e., all siblings
of a trigger in an interaction that are ready to synchronise will do so, and the
trigger will always succeed.

TA share some concepts with BIP: the behaviour of the components and
some synchronisation restrictions are modelled separately. Unlike TA, there is
no explicit direction of dataflow. Interactions are often enriched with descriptions
of how the dataflow should be updated, meaning that different connectors may
treat the same ports as inputs or outputs. Unlike BIP, TA do not support any
combination of synchronising ports, but only those that share the same name.

2.2 Choreographies

We consider a choreographic model to be a language or a calculus that describes
the global set of valid interactions. Each interaction is typically described by
(i) the name that identifies the interface, (ii) the sender, and (iii) the receiver.
This richer representation of interactions, with respect to the ones used in the
previous subsection, allows the behaviour of each participant to be derived from
the global model, which is often the ultimate goal of these models. Most of
these support only a single sender and a single receiver, and are not meant
for multiparty synchronisations, although it is possible to lift many of these
models to the latter case. In contrast, Reo is typically agnostic to the concrete
components connected to the ports of a connector, and describes only their valid
patterns of interaction, and BIP avoids specifying explicitly the global behaviour
(focusing on the local behaviour).

This section provides an overview of choreographic automata [33] to illustrate
an approach to reason over deterministic automata in these rich interactions, and
of synchronous multiparty session types [36]. When modelling our Race example
we use a variation that allows multiple senders and receivers, without providing
its formal semantics.
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Fig. 4. Choreographic Automaton (left), extended with multiple senders and receivers,
and composed TA (right) of the automata in Fig. 1

Choreographic Automata (CA). CA [3] are automata with labels that
describe interactions, including a sender, a receiver, and a message name.

Our race example is encoded as a variation of CA on the left of Fig. 4, where
we use a set of senders and receivers at each interaction to match the semantics
of our composed TA. For comparison, the composed TA of our running example
is depicted on the right of Fig. 4, where each state is a triple with the states of the
local components, and the labels are interactions following the notation in [11].
We drop the curly brackets of singleton sets in the CA for simplicity. We also
avoid representing the internal action run, although this could have been done
with our extension to sets of senders and receivers, e.g., writing {R1} → {} : run
to denote a send by R1 with no receivers. This would have resulted in a larger
set of states capturing possible interleavings.

Multiparty Session Types (MPST). MPST use a calculus to describe global
behaviour. We can represent our race example using a variation of the global
type of a synchronous MPST [28,36] as follows.

λX · Ctrl→{R1,R2} :
{
start.

(
R1→Ctrl : finish.
R2→Ctrl : finish.X

)
, start.

(
R2→Ctrl : finish.
R1→Ctrl : finish.X

)}

This example uses a fixed point (λX) to iterate [28]. Interactions are written
as {A} → {B} : {msgi.Ci}i∈I, for any sets of participants A, B and I, messages
msgi, and continuations Ci of the choreography; we omit curly brackets when
there is only one element. The set of messages and continuations denotes the
choices after communications.

This example does not follow the usual MPST syntax: it uses a set of receivers
in the first interaction, and includes two choices of messages inside the big curly
brackets that start with the same message start. Most work on MPST supports
only a single sender and receiver in each interaction, and choices with syntactic
restrictions, such as the need to distinguish the first message. Up to our knowl-
edge, without these extensions and without introducing new messages the Race
example cannot be faithfully modelled.

A global choreography of our reference synchronous MPST [28,36], to be
valid, must obey several properties, including the need to have different messages
at the start of each choice, and it must be possible to produce a projection for
each participant whereas each participant does not (syntactically) distinguish
choices made by other participants.
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3 Behavioural Properties and Realisability

Having a TA (or another model of constrained interactions) allows us to reason
over desired behavioural properties. Our properties of interest can target either
a specific scenario, e.g., that a runner must always run before finishing, or be
more general, e.g., no component can ever fail to send or receive messages.
Hence we believe that dynamic logic provides the right level of abstraction to
describe valid sequences of actions, which excels at capturing what actions can
and cannot be performed throughout an execution. Other alternatives, such as
traditional linear time logic (LTL) and computation tree logic (CTL), often
focus on reachability of states and not on sequences of actions, making these less
optimal for our properties of interest.

A simpler alternative to dynamic logics could be the use of regular expressions
to model valid patterns of interactions. This is aligned with existing approaches
such as CA that focus on the languages accepted by these automata [4] to reason
over properties of such systems. The choice of using dynamic logics, regular
expressions, or other model to specify properties, impacts realisability, since it is
desirable for global models and their realisations to satisfy the same properties.

Many model checkers exist to verify temporal properties of concurrent sys-
tems, including mCRL2 [21] and Uppaal [18]. These support either dynamic logic
(mCRL2) or CTL. Both Reo and TA have been encoded as mCRL2 processes
to exploit its powerful model-checking engine [16,30,35]. The notion of synchro-
nisation types, describing the number of possible senders and receivers by each
message, can be captured using mCRL2, although it requires constructing the
set of all concrete combinations of ports that can synchronise. This notion can-
not directly be mapped to Uppaal, which supports only pairwise communication
or a form of broadcast that differs from the one in TA (c.f. [9]).

3.1 Propositional Dynamic Logic

In our Race example it is desirable that, for any runner that starts running, it
should be possible to finish her/his run. This can be expressed by the dynamic
logic formula below, using regular expressions over interactions as actions, and
writing some to denote the non-deterministic choice over any interaction:

[
some∗;Ctrl→ {R1,R2} : start

] (〈some∗;R1→Ctrl : finish〉 true ∧
〈some∗;R2→Ctrl : finish〉 true

)

Informally, [α]ψ holds if, after any of the sequence of interactions covered by the
regular expression α, ψ holds. Similarly, 〈α〉 ψ holds if it is possible to perform
any of the sequence of interactions covered by the regular expression α, and end
up in a state where ψ holds. The formula above means that, after any sequence of
interactions that ends in Ctrl→{R1,R2} : start, there must exist either a sequence
of interactions ending in R1→Ctrl : finish or in R2→Ctrl : finish.

These formulas can be expressed by the modal (μ-calculus) logic used by
mCRL2. Furthermore, we exploited in recent work [16] how to generate, given a
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set of components of a team automaton and its synchronisation policies, both a
mCRL2 model and a set of formulas that can guarantee progress. I.e., that any
component who want to send a message can do so, and any component that is
ready to receive messages can receive at least one of them. These two concepts
are known in the literature as receptiveness and responsiveness [6], respectively.

3.2 Realisability Challenges

Realising a global specification means inferring the local behaviour of each of
the involved participants, under some assumptions regarding their communica-
tion channels. We claim that realisations should satisfy the same properties of
their original global models. Hence we should rely on bisimulation to compare
their behaviour when using dynamic logic, since satisfaction of (propositional)
dynamic logic formulas is invariant under bisimulation [19]. The choice of a dif-
ferent logic would lead to different equivalence notions.

Realisability has been extensively studied in the context of MPST, often
guided by strict syntactic restrictions over the global protocol. These restric-
tions facilitate the process of building the local behaviour of each participant,
by projecting the interactions to each of these participants, and provide compu-
tationally simpler mechanisms to guarantee correctness of the realisation.

Realisability has also been studied for CA [4] and for TA [13]; in both cases
addressing language equivalence rather than bisimulation equivalence when com-
paring behaviours. In CA [4] building a local behaviour for a given participant P
means producing an automaton that uses only interactions in which P is involved,
such that the language is the same as the language of the global model restricted
to these interactions. For instance, it is enough to hide interactions in which P
does not appear (replacing them by τ), and minimise the automata collaps-
ing these transitions. In TA [13] the language of a TA is characterised by the
so-called synchronised shuffling of the behaviour of its components. Doing so,
however, does not guarantee in neither cases that the realisation will satisfy the
same (dynamic) logical formulas as the global protocol. As a matter of fact, some
formulas in dynamic logic may satisfy either the global protocol or the composed
system (exclusively) if these are language equivalent but not bisimilar.

This leads us to our ongoing effort to calculate a realisation from a global
behaviour [12], i.e., from the semantics of TA with interactions as labels. Unlike
the work on MPST, we try to avoid imposing syntactic restrictions on our global
model, allowing our starting point to be any transition system labelled by inter-
actions with multiple participants, instead of targeting a more practical subclass
of global models. And unlike the work on CA, we try to guarantee that the
realisations are bisimilar to the original model.

We identify a set of challenges when reasoning over realisability of TA.

– How rich are the local labels? Our initial motivating example in Fig. 1
uses labels consisting of a message name and a direction (input or output).
In constraint automata (Fig. 2) there is no direction (less information), and
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in both CA and MPST the local participants use in each label the name, the
direction, and the other participants involved (more information). Hence there
will be global specifications that can be realised when producing participants
with richer labels, but that cannot be realised when some information is lost
(such as all participants involved). Conversely, having less information in the
labels enables more compact local participants, e.g., our controller does not
need to distinguish the finish from any of the two runners, while the controller
derived from MPST needs to consider any interleaving of these two.

– How to specify global specifications? Building an automaton labelled by
interactions can easily become too large due to all the combinations of con-
current actions. Hence a more compact model, such as a calculus for chore-
ographies (with multiple senders and receivers) with a parallel operator, or
other useful operators, seems to be preferable. Alternatively models based on
event structures [1] or Petri Nets could also provide a compact representa-
tion of concurrent actions. Regarding the latter, the Vector Team Automata
variation of TA [14], where vectors of local labels restrict which components
participate in each global label, has a composed semantics given by a form of
labelled Petri Net called Individual Token Net Controllers.

– Active learning? Active learning approaches [25] try to infer the behaviour
of a system by observing the actions of an input-deterministic black-box,
assuming some mechanism to discover that the inferred model is good enough.
Hence, a technique to infer the behaviour of local agents from traversing a
(potentially large) global state could also be adapted to infer the behaviour
of a set of agents from observing and reacting to ongoing interactions. This
would be an alternative to produce the global state from a given model.

– Other communication channels? TA focus on synchronous interactions.
Relaxing this to asynchronous interactions with many participants would
largely increase the complexity of the realisability analysis. Furthermore,
many variations are considered in the literature, usually fixed upfront. E.g.,
assuming a single sorted queue between each pair of participants (blocking if
the first message cannot be processed), assuming there is no order on mes-
sages, assuming there is an order that gives priority to earlier messages (but
allows skipping messages), and so on. Better understanding the impact of
these, or even supporting the combination of these channel mechanisms, could
improve the scope of applicability of existing tools and analysis.

– How to model families of global specifications? Variability has been
studied in TA [8] and in other models such as BIP [27], Reo [34], and Petri
Nets [32]. Variability in TA, BIP, and Petri Nets meant annotating transitions
with conditions over a set of features that describe whether they should be
included in a given configuration. However, these are not meant to describe,
e.g., a family of systems with a number n of runners, for any n > 0. This was
attempted with Reo [34], but using a complex calculus and not targetting
automatic analysis. Hence finding a good model to describe variability on the
number of participants, and exploit it in the analysis of TA or providing tool
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support, could be a good fit for TA, which already describes desired numbers
of participants involved in each channel.

4 Conclusions

This paper revisits the constrained multiparty synchronisation present in Team
Automata, relating it to other popular concurrency models, guided by a race
example. It further addresses verification of TA via dynamic logics, and pro-
vides a direction and challenges on how to realise team automata from global
specifications. By avoiding technical details and following an example-first app-
roach, we expect this paper to be a nice introduction to concurrency models that
can synchronise multiple participants, and to provide inspiration on topics and
directions that we find relevant in this area.
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Abstract. In 2009, the Simple Language of Communicating Objects
(Slco) Domain-Specific Language was designed. Since then, a range of
tools have been developed around this language to conduct research
on a wide range of topics, all related to the construction of com-
plex, component-based software, with formal verification being applied
in every development step. In this paper, we present this range, and
draw connections between the various, at first glance disparate, research
results. We discuss the current status of the Slco framework, i.e., the
language in combination with the tools, and plans for future work.
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1 Introduction

The development of complex software, such as component-based software, is
time-consuming and error-prone. One methodology aimed at making software
development more transparent and efficient is Model-Driven Software Engineer-
ing (MDSE) [38]. In a typical MDSE workflow, software is (mostly automati-
cally) constructed by first creating a high-level description of the system under
development, by means of a model. Such a model is often expressed in a Domain-
Specific Language (DSL). This initial model is subsequently gradually refined via
model transformations, to add information to the model in a structured way, and
finally, once the model is detailed enough, derive source code that implements
the low-level description of the final model (see Fig. 1). Such a workflow is also
used in some low-code application development platforms [22].

Model transformations can be viewed as artefacts that accept a model as
input, and either produce a new model (model-to-model) or code (model-to-code)
as output.1 Once defined, they can be applied automatically on models. Ideally,
once the initial model has been created, and the necessary model transformations
identified or designed, the MDSE procedure is fully automatic, resulting in source
code that exactly implements the intended functionality, or at least requires only
minor manual alteration.
1 Model-to-code transformations are also known as code generators.
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Fig. 1. Verification in a Model-Driven Software Engineering workflow.

Automatically developing software via MDSE goes a long way in reducing
the introduction of errors and making software development more efficient. How-
ever, functional correctness of the developed software is not guaranteed. About
15 years ago, researchers in the Software Engineering & Technology group at
the Eindhoven University of Technology, started to investigate in which ways
software verification techniques could be embedded in MDSE in a seamless
way [7,25]. After a collaboration with industry, it soon became clear that in
order to structurally perform this research, the starting point needed to be a
DSL that is relatively simple, yet expressive enough to model the basic function-
ality of software consisting of multiple interacting components. This lead to the
creation of the Simple Language of Communicating Objects (Slco) [5].

The development of Slco and its model transformations was originally moti-
vated by research questions addressing the internal and external quality of model
transformations. The internal quality refers to the definition of a model trans-
formation, while the external quality considers the process of applying a trans-
formation on a model [4]. By analysing the impact of a model transformation on
a given Slco model, or the potential impact of a transformation on an arbitrary
Slco model, the external quality is assessed. Soon, however, Slco was used
for research on embedding formal verification techniques throughout the entire
MDSE workflow, so that not only the initial model, but all produced artefacts
can be formally verified (see the green ticks in Fig. 1).

In this paper, we present an overview of the research conducted in the last 15
years with Slco on formal verification techniques to verify the various MDSE
artefacts. While the individual results have already been published, such an
overview allows viewing the bigger picture, and the directions in which the
research as a whole is going in the future.

2 A DSL for Component-Based Software

In 2009, Slco version 1.0 was developed to address a particular case study,
namely the generation of Not Quite C (NQC) code for a controller of a con-
veyor belt built in Lego Mindstorms [6,7]. The key part of this platform is a
programmable controller called RCX. It has an infrared port for communica-
tion and is connected by wires to sensors and motors for environment interac-
tion. This imposes particular restrictions, such as the fact that communication
is asynchronous and unreliable, i.e., messages may get lost. These restrictions
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Fig. 2. The general structure of an Slco model.

influenced the design of Slco 1.0. For instance, besides reliable synchronous and
asynchronous channels, Slco also has an unreliable asynchronous channel as a
building block. In addition, as NQC does not support arrays, these were also
not added to Slco 1.0. Finally, as NQC allows working with timers, Slco was
equipped with a delay statement, to allow expressing that a component should
wait a specified number of milliseconds.

The general structure of an Slco model is presented in Fig. 2. In a model, one
or more classes are defined, which can be instantiated as objects. In a class, local
variables are defined, which can be of one of the primitive types: Boolean, Integer
or String. In addition, a class has a finite number of state machines. Each state
machine contains a finite number of states, one of which being the initial state,
and transitions, and optionally local variables of the primitive types. Finally, a
class possibly has one or more ports, to which channels can be connected.

Within an object, i.e., a class instance, the state machines can interact via
the variables defined at the object level. State machines in different objects
can communicate via channels. In this way, Slco can be used both for the
specification of shared-memory, parallel systems and distributed systems.

Channels are connected between the ports of their respective objects. Mes-
sages sent over these channels contain a signal, i.e., a header, and a fixed number
of values, each of a primitive type. When a channel instance is created, the type
of the messages for this channel is defined, and it is specified whether the channel
is synchronous or asynchronous, and in the latter case, what the size of its FIFO
buffer is, and whether it is lossless or lossy.

State machines can exhibit behaviour. At any time, one of the states of a state
machine is its current state, which initially is the initial state. If an outgoing
transition of this current state is enabled, the state machine can fire the transition
and move to the target state of that transition. With each transition, a list of
zero or more statements are associated. If a transition has no statements, it is
always enabled. If it has at least one statement, it is enabled iff its first statement
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is enabled. Firing a transition means considering each associated statement, in
the order defined by the list, for execution. In Slco 1.0, the following statement
types are available:

– Assignment (x := E): assign to variable x the value defined by the expression
E. Variable x can be any variable in the scope of the state machine, i.e.,
it can be either state machine local or local to the object containing the
state machine. In expression E, references to variables in the scope of the
state machine and constants can be combined with the usual operators. The
expression must evaluate to a value of the same type as x. Assignments are
always enabled.

– (Boolean) Expression: If an expression E evaluates to a Boolean value, it can
be used as a stand-alone statement, and act as a guard. Such a statement is
enabled iff it evaluates to true.

– Send (send <message> to <port>): send the given message via the channel
connected to <port>. In case the channel is synchronous, this statement is
enabled iff at least one other state machine can receive the message via the
other port of the channel. If the channel is asynchronous, the statement is
enabled iff the buffer of the channel is not yet full. When fired, the message is
either sent to a receiving state machine (synchronous) or added to the FIFO
buffer of the associated channel (asynchronous).

– Receive (receive <message>|<guard> from <port>): if there is a message avail-
able to be received, its signal matches the one specified, and the (Boolean
expression) guard, which may refer to the message to be received via the
variable(s) in which the message value(s) is/are to be stored, evaluates to
true, then the receive statement is enabled, and when executed, results in
the message of the sender being received (synchronous) or the first message
in the FIFO buffer of the channel being received and removed from the buffer
(asynchronous).

– Delay (after <time> ms): wait for time milliseconds. This statement is always
enabled.

Each statement is atomic, i.e., its execution cannot be interrupted. Regarding
concurrency, Slco has an interleaving semantics.

The fact that a transition can have a list with more than one statement may
lead to situations in which a transition is fired, but its execution cannot termi-
nate, due to the execution reaching a statement that is not enabled. For instance,
the sequence x := 0; y := 1; x = y cannot terminate, unless another state
machine interferes with x and y to make the expression x = y evaluate to true.
If the execution of a transition cannot terminate, the state machine is stuck in
an intermediate state, in-between the source and target states of the fired tran-
sition. To make it simpler to reason about this, a fragment of Slco is referred
to as ‘simple Slco’, which only differs from Slco in the fact that at most
one statement can be associated with each transition. A model-to-model trans-
formation has been defined, that can transform Slco models to semantically
equivalent simple Slco models, by introducing additional states and transitions
where needed.
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1 model ex_chan {
2 classes
3 P {
4 variables
5 Integer x
6 ports Out
7 state machines
8 SM1 {
9 initial R0 states R1

10 transitions
11 R0 -> R1 { x = 0; x := 1 }
12 R1 -> R0 { send M(x) to Out }
13 }
14 }
15
16 Q {
17 variables
18 Integer result
19 ports In
20 state machines
21 SM2 {
22 initial S0
23 transitions
24 S0 -> S0 { receive M(result | result % 2 = 1) from In }
25 }
26 }
27 objects p: P(), q: Q()
28 channels c (Integer) sync between p.Out and q.In
29 }

Fig. 3. An Slco model of a distributed system.

Finally, before we discuss the research conducted with Slco, we present
an example Slco model in Fig. 3. The name of the model is defined at line 1.
Furthermore, classes P and Q are defined at lines 3–26, and instantiated to objects
p and q at line 27. In each class, variables and ports are defined (lines 4–5 and 17–
18, and lines 6 and 19, respectively). Each class contains one state machine. The
states of these state machines are defined at lines 9 and 22, and their transitions
are listed at lines 10–12 and 23–24. Finally, a synchronous channel between the
ports of objects p and q is defined at line 28. Note that q can successfully receive
one message from p, as the sent message has a matching signal M and contains the
value 1, which meets the requirement of q that the value must be odd. Also, only
a single message can be sent, since after sending, state machine SM1 returns to
state R0, at which point execution is permanently blocked, since the expression
x = 0 evaluates to false, and once set to 1, x is never set to 0 again.

3 Verifying Model-to-Model Transformations

3.1 Reverification of Models

To investigate the ability to reason about the external quality of model-to-
model transformations, a number of model-to-model transformations were devel-
oped for Slco, using the Xtend and Atl model transformation languages and
the Xpand tool [10,35], to be applied in the Lego Mindstorms conveyor belt
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case study. Some of these addressed refactoring aspects, such as the automatic
removal of unused variables, channels and classes, changing object-local vari-
ables to state machine local ones in case they are only accessed by a single state
machine, and merging objects together into a single object. The latter also affects
interaction between state machines: as state machines from different objects are
moved to the same object, any interaction via channels between them is trans-
formed to interaction via shared variables. For Lego Mindstorms, this model
transformation allowed to meet the criterion that the number of objects in the
final model has to match the number of RCXs in the system setup.

In addition, model-to-model transformations affecting the semantics were
defined, such as a transformation that introduces delays in a given set of
transitions, a transformation that achieves synchronous communication with
asynchronous channels, a transformation that achieves broadcasting messages
between more than two state machines via a number of channels, a transforma-
tion that introduces the Alternating Bit Protocol (ABP) [26] to deal with lossy
channels, and a transformation that makes the sender of a message explicit in
each message.

Finally, a number of model transformations were defined to transform Slco
models to artefacts written in other languages, such as a transformation to
Promela to allow the model checking of Slco models with the Spin model
checker [32], a transformation to dot to allow the visualisation of state machines,
and, of course, a code generator for NQC to produce source code.

The model-to-model transformation from Slco to Promela was used in a
first attempt to verify model-to-model transformations [6]. Since verifying the
model-to-model transformations themselves would require new verification tech-
niques, the approach was to verify a given Slco model, and reverify it each
time a model-to-model transformation that produced a refined Slco model had
been applied to it. This approach does not verify that a given model-to-model
transformation is guaranteed to produce correct models in general, but at least it
allows to verify that it works correctly on a case-by-case basis. After every trans-
formation application, the resulting Slco model was transformed to a Promela
model, to be verified with Spin.

However, a major drawback of this method is its limited scalability. Table 1
shows the impact of model-to-model transformations on the size of the state
space of a simple Slco model with a producer and a consumer object, i.e.,
a model very similar to the one of Fig. 3, in which one state machine sends
messages and another one receives those messages [6,25]. Changing the initially
synchronous channels to asynchronous ones doubles the size of the state space,
but making this channel lossy, and introducing the ABP protocol has a significant
impact on the state space size. Finally, adding delays to the transitions further
increases the state space by a factor 10. Considering that this is only a model
with a single channel, one can imagine the impact on models with many more
channels. Because of this state space explosion, and the fact that model-to-model
transformations by themselves are actually relatively small and typically only
impact a particular part of a model, the ambition was soon formulated to conduct
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Table 1. State space sizes of models specifying a producer and a consumer.

Model # States # Transitions

Synchronous 4 6
Asynchronous 8 11
Lossy + ABP 114,388 596,367
Delays 1,009,856 5,902,673

research on verifying model-to-model transformation definitions themselves, and
reason about their impact on models in general.

3.2 Direct Verification of Model-to-Model Transformations

In 2011, research was started on directly verifying the impact of model-to-model
transformations on models in general [60,61,64]. Contrary to the majority of the
work on model transformation verification at that moment [3,55], which focussed
on wellformedness of transformations, i.e., that model transformations produce
syntactically correct output, and questions such as whether a model transforma-
tion is terminating and/or confluent, we decided to focus on the semantical guar-
antees that model-to-model transformations can provide.2 In particular, since in
model checking, models are checked w.r.t. given functional properties formalised
in temporal logic, we were interested in verifying whether model-to-model trans-
formations preserve those properties. Being able to conclude this would mean
that reverification of models would no longer be needed.

Inspired by action-based model checking, we decided to reason about the
semantics of Slco models by means of Labelled Transition Systems (LTSs), as
defined in Definition 1.

Definition 1 (Labelled Transition System). A Labelled Transition System
L is a tuple 〈S,A, T, ŝ〉, with

– S a finite set of states;
– A a set of actions;
– T ⊆ S × A × S a transition relation;
– ŝ ∈ S the initial state.

Slco has a formal semantics, and it was straightforward to map that seman-
tics to LTSs. Actually, since model-to-model transformations for component-
based systems tend to transform individual components, we reasoned about the
semantics of component-based systems by means of LTS networks [41]. In such
a network, the potential behaviour of each individual component is represented
by an LTS, and the potential interaction between these components is defined

2 Other works addressing the semantical impact of transformations include [28,33,46].
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Fig. 4. An example LTS network and its corresponding system LTS.

by a set of synchronisation laws V that expresses which actions of the individual
LTSs need to synchronise with each other, and which do not. An LTS network
semantically corresponds with an individual system LTS, in which the potential
behaviour of the components is interleaved, and synchronisations are applied
where needed. Figure 4 presents an example LTS network (Fig. 4a) and its corre-
sponding system LTS (Fig. 4b): How LTSs Π1 and Π2 should (not) synchronise
is given by the three laws in V: action a needs to be performed by both LTSs
together, leading to an a-transition in the system LTS, b and d of Π1 and Π2,
respectively, need to synchronise to an e-transition in the system LTS, and c can
be performed by Π1 independently.

In this setting, model-to-model transformations can be formalised by means
of LTS transformation rule systems, inspired by double pushout graph rewrit-
ing [24]. Here, we explain the basics by means of an example. A formal treatment
can be found in [51,60]. Figure 5 shows an example LTS G on the left (Fig. 5a),
with state 1 the initial state. A transformation rule is a pair of LTSs 〈L,R〉, with
L and R having some states in common, called the glue in-states and glue exit-
states. In the example, the round grey states are glue in-states and the square
grey states are glue exit-states. The example rule (Fig. 5b) expresses the follow-
ing: a sequence of two a-transitions should be replaced by a τ -transition, followed
in sequence by two a′-transitions. Moreover, the rule can only be matched on a
sequence of two a-transitions in G if that sequence satisfies the following criteria:

1. The first state does not have any additional outgoing transitions (expressed
by the glue in-state of L);

2. The last state does not have any additional incoming transitions (expressed
by the glue exit-state of L);

3. The intermediate state has no additional in- or outgoing transitions
(expressed by the fact that state 2̃ of L is not present in R, meaning that
a state matched on 2̃ is supposed to be removed and replaced by two new
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Fig. 5. An example of applying an LTS transformation rule on an LTS. Round grey
state: glue in-state, square grey state: glue exit-state.

states 6̃ and 7̃, plus the fact that the removal of states in an LTS may not
affect its transitions in ways not addressed by the transformation rule).

The rule 〈L,R〉 is applicable on G, and applying it results in the LTS T (G)
given in Fig. 5c.

Model-to-model transformations formalised by means of LTS transformation
rule systems can be reasoned about without considering a particular LTS on
which they are applied. We only assume that such an LTS satisfies particular
functional properties of interest. For instance, if an LTS satisfies the property
“Always eventually c occurs”, expressed in an action-based temporal logic, then
it is clear that the transformation rule given in Fig. 5 preserves this property
when applied on that LTS, regardless of the latter’s structure. The property
is preserved as the rule does not transform c-transitions, nor does it affect the
reachability of states in the LTS.

The model-to-model transformation verification technique developed in [50,
51,62] considers functional properties expressed in the modal μ-calculus [39].
Given a μ-calculus formula ϕ, actions in L and R of a transformation rule are
automatically abstracted away, i.e., replaced by the silent action τ , if they are
considered irrelevant for ϕ [45]. After this, if L and R, extended to make explicit
that they represent embeddings in a larger LTS on which they are applied, are
divergent-preserving branching bisimilar [29], which is an equivalence for LTSs
sensitive to τ -transitions while still considering the branching structure and τ -
loops of the LTSs, then it can be concluded that ϕ will be satisfied by the
LTS produced by the transformation. Although highly non-trivial, this can be
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extended to LTS transformation rule systems that transform the synchronising
behaviour between LTSs. In [51], a formalisation of this technique is presented
in detail that has been proven correct with the Coq Proof Assistant [9].

Performance-wise, model-to-model transformation verification is a great
improvement over reverifying models. All the considered example transforma-
tions could be verified w.r.t. property-preservation practically instantly [51]. The
approach has one main drawback, though: sometimes, functional properties can
only be expressed, and only become relevant, once the model has obtained a cer-
tain amount of detail. If a property must be expressed about the behaviour intro-
duced by one or more model-to-model transformations, property-preservation is
not relevant, and verification of the current model seems inevitable.

To possibly even avoid reverification in such cases, more recently, we con-
ducted research on reasoning about the effect of an individual LTS transfor-
mation rule r on a system property ψ [21], expressed in Action-based Linear
Temporal Logic (ALTL) [27,49], when applied on a component satisfying that
property. First, a representative LTS Lψ for components satisfying an ALTL for-
mula ψ is constructed, by creating the cross-product of a representative LTS L
for all LTSs on which r is applicable with an action-based Büchi automaton Bψ

encoding ψ [18]. On Lψ, r is applied, resulting in action-based Büchi automa-
ton T (Lψ). After detecting and removing non-accepting cycles of T (Lψ), and
minimising the resulting Büchi automaton using standard minimisation tech-
niques [23], a characteristic formula for the action-based Büchi automaton is
created in the form of a system of μ-calculus equations. Similar to property-
preservation checking, this approach works practically instantly. To generalise
it to the setting of [51], in future work, rule systems consisting of multiple LTS
transformation rules should be considered, and functional properties written in
the modal μ-calculus, more expressive than ALTL, should be supported. This
approach is promising, but still restricted to updating temporal logic formulae
expressed originally for the initial model. If entirely new properties become rel-
evant for a model at a later stage in the MDSE workflow, verification of that
model is unavoidable.

Challenges and Directions for Future Work. The developed technique to
formally verify model-to-model transformations reasons about the semantics of
component-based systems by focussing on LTSs and their transformation, but
a suitable formalism to express Slco-to-Slco transformations in a way com-
patible with this is yet to be identified. One direction for future work is to find
such a model transformation language. Existing general-purpose transformation
languages, such as Atl and Xtend, may be suitable, or a Domain-Specific
Transformation Language could be developed that directly involves the Slco
constructs. Extending the technique to reason about the effect of a transforma-
tion on a system property will be further investigated as addressed above.
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Fig. 6. Verified generation of multi-threaded Java code.

4 Verifying Code Generators

When applied on an Slco model, a code generator should produce code that
is (as much as possible) semantically equivalent to the model. In 2014, a new
project started, focussed on the model-driven development of multi-threaded
software. It was decided to develop a code generator for multi-threaded Java
code. Java being more elaborate than NQC, it was soon clear that Slco needed
to be extended. Version 2.0 of the language [53] introduced the following features:

– Support for the Byte primitive type, and arrays of the primitive types;
– Transition priorities. These allow expressing that the outgoing transitions of

a state must be considered for firing in a fixed order;
– An Action statement (do <action>): this allows assigning arbitrary action

labels to transitions, which can represent particular events, such as calling
external functions. Action statements are always enabled.

– A Composite statement ([<expr>;<assgn_1>;...;<assgn_n>]): this allows
combining certain statements into a single, atomically executed, statement.
It starts with an expression, which may be true, and a sequence of one or
more assignments. The statement is enabled iff the expression is enabled.

The general workflow of producing multi-threaded Java code in a verified
way is presented in Fig. 6, while an example Slco model and part of its Java
implementation is given in Fig. 7. The Slco-to-Java code generator creates one
thread for each state machine in the objects of the given Slco model. In Fig. 7,
some of the code for a thread executing the transitions of state machine SM1 of
object p is given. Each thread has access to a lock keeper (lines 6–7 of the Java
code), which manages the locks used to avoid data races when accessing object-
local variables. This lock keeper uses an ordered locking scheme that prevents
circular lock dependencies between threads.

A thread executes according to the associated state machine as follows: the
initial state is defined by the constructor method at line 10. In the exec method
(line 26), the current state of the state machine is repeatedly checked (lines
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1 model ex_shr {
2 actions a
3 classes
4 P {
5 variables
6 Integer x
7 state machines
8 SM1 {
9 initial R0 states R1

10 transitions
11 R0 -> R1 { [x = 0; x := 1] }
12 R1 -> R0 { do a }
13 }
14 SM2 {
15 initial S0
16 transitions
17 S0 -> S0 { x % 2 = 1 }
18 }
19 }
20 objects p: P()
21 }

1 ...
2 class java_SM1Thread extends Thread {
3 private Thread java_t;
4
5 private ex_shr.java_State java_cState;
6
7 private ex_shr.java_Keeper java_kp;
8
9

10 java_SM1Thread (ex_shr.java_Keeper java_k) {
11 java_cState = ex_shr.java_State.R0;
12 java_kp = java_k;
13 }
14
15
16 boolean execute_R0_0() {
17
18 if (!(x == 0)) { java_kp.unlock(1); return false; }
19 x = 1;
20 java_kp.unlock(1);
21 return true;
22 }
23 boolean execute_R1_0() { a(); return true; }
24
25
26 public void exec() {
27 while(true) {
28 switch(java_cState) {
29 case ex_shr.java_State.R0:
30 if (execute_R0_0()) { java_cState = ex_shr.java_State.R1; }
31 break;
32 case ex_shr.java_State.R1:
33 if (execute_R1_0()) { java_cState = ex_shr.java_State.R0; }
34 break;
35 default: return;
36 }}}
37 ...

Fig. 7. An Slco shared memory system (top) and derived Java code (bottom).
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27–28), and depending on its value, one or more functions are executed that
correspond one-to-one with a transition in the Slco model. At lines 16–22,
the function execute_R0_0 is given, which corresponds with the transition at
line 11 of the Slco model. First, it is attempted to acquire a lock for variable
x. Once this is achieved, it is checked whether the expression of the composite
statement evaluates to true (line 18). If it does not, the lock is released and false
is returned. If it does, x is updated, the lock released, and true is returned. If
a transition function returns true, the thread updates its state and continues
checking the current state. Note at line 23 that the action a is mapped to some
external function with the same name.

Complete formal verification of a code generator is very challenging [72].
First, we focussed on proving correctness of the model-independent parts of the
code: we proved that the lock keeper does not introduce deadlocks due to threads
waiting for each other [73], that the Java channels work as specified by the Slco
channels [16], and that a safety construct called Failbox works as intended [15].
For this, the VeriFast code verifier was used, which allows verifying that Java
code adheres to pre- and post-conditions specified in separation logic [34]. These
verified constructs can be safely used in generated code (see Fig. 6).

The next step was to verify model-specific code. Verifying that a code gener-
ator always produces correct model-specific code would require reasoning about
all possible inputs, i.e., Slco models. As this is very complex, we focussed on try-
ing to verify automatically that for a given Slco model, the produced Java code
correctly implements it, i.e., adheres to the semantics of the model. We achieved
this in a two-step approach [67]: first, the control flows of both a thread and its
corresponding state machine are extracted. After some straightforward trans-
formations that bring the two control flow graphs conceptually closer together,
they are stored in a common graph structure. It is then checked whether those
graphs are bisimilar. If they are, then we have established that the thread and
the state machine perform their steps in equivalent ways. What remains is to
establish that the individual steps of the thread indeed correspond with the indi-
vidual steps of the state machine. For this, code verification is used again. The
individual Java transition functions are automatically annotated with pre- and
post-conditions in separation logic, expressing the semantics of the correspond-
ing Slco statements. This time, we used the VerCors verifier to perform the
verification [12]. As the pre- and post-conditions are generated automatically,
performing the verification only requires pushing a button.

Finally, we investigated techniques to check whether an implementation
would still adhere to Slco’s semantics if a platform with a weak memory model
was targeted [52]. Such a model allows out-of-order execution of instructions,
which may violate the intended functionality. In related work, this problem has
been addressed in two different ways: in one, a dependency graph is constructed
by statically analysing the code [2,57]. This graph encodes which instructions
depend on each other due to them accessing the same variables. Next, cycles in
this graph that meet certain criteria, depending on the targeted memory model,
represent violations of that model. The other way is to apply model checking,
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considering both the usual possible executions, with instructions occurring in the
specified order, and executions in which the instructions have been reordered,
insofar allowed by the memory model [1,44]. The drawback of the first approach
is its imprecision, while the drawback of the second approach is a state space
explosion that is typically even much worse than in standard model checking.

Our contribution was to combine the two approaches: first, explore the state
space of the Slco model, but only considering the executions with instructions
in the specified order, and derive from this a dependency graph. Second, apply
cycle detection analysis on this dependency graph. For the state space explo-
ration step, a model-to-model transformation from Slco to mCRL2 [19] was
devised. As the produced graphs tend to be more precise than when using static
analysis, the results in our experiments were of higher quality, and the overall
runtime was often even faster. As the number of elementary cycles in a graph can
grow exponentially, constructing a more accurate dependency graph can avoid
introducing many cycles that an over-approximation of the potential behaviour
would introduce. This reduced number of cycles greatly impacts the processing
time, often compensating for the time it takes to explore the state space.

Challenges and Directions for Future Work. The main challenge in this
research line is to achieve full verification of code generators. In related work on
compiler and code generator verification, full verification has been achieved with
theorem proving [11,14,40,43,58], but this is a labour-intensive approach that
is not very flexible w.r.t. updates of the compiler or generator. We plan to work
on techniques that allow flexible maintenance of correctness proofs.

Another direction currently investigated involves the generation of code for
graphics processing units (GPUs) [30]. For many-core programs, however, Slco
is not directly suitable. Array languages, on the other hand, have been designed
with parallel array processing in mind, which aligns very well with typical GPU
functions. We are currently investigating how to embed program verification
into the Halide language, a language to express image and tensor computa-
tions [54]. This language separates what a program should do, i.e., its function-
ality, from how it should do it, i.e., the scheduling that involves performance
optimisations. Besides making development more insightful, this separation also
positively affects verifiability. Verification of the functional correctness of a pro-
gram can be separated from verifying that optimisations applied to it preserve
that correctness. In other work, we focus on updating pre- and post-conditions
when code is automatically optimised, to allow for push-button reverification of
the code [56].

5 GPU-Accelerated Model Checking

We addressed the verification of model-to-model transformations and code gener-
ators, but proving their correctness ultimately depends on the input models being
correct. Hence, verifying the correctness of Slco models cannot be avoided, and
sometimes needs to be performed multiple times in an MDSE workflow, as dis-
cussed in Sect. 3.2. Initially, we developed an Slco-to-mCRL2 transformation
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Fig. 8. The workflow from Slco model to GPUexplore model checking.

for this, to apply the mCRL2 toolset [19] for the model checking of (untimed)
Slco models. Recently, we integrated Slco in another line of research that
started in 2013, focussed on accelerating model checking with GPUs [20,47,69–
71].

The research on GPU-acceleration of model checking is motivated first of all
by the fact that for a seamless integration of formal verification in MDSE, it is
crucial that models can be verified efficiently. If verification takes a long time,
this hinders development. Second of all, as hardware developments are increas-
ingly focussed on dedicated devices such as GPUs and adding cores to processors,
as opposed to making individual cores faster, computationally intensive compu-
tations, such as model checking, require massively parallel algorithms [42].

Figure 8 presents the workflow of formally verifying the correctness of Slco
models with the model checker GPUexplore version 3.0 [65,66]. First, an Slco
model is analysed by a CUDA code generator. CUDA, the Compute Unified
Device Architecture, is a parallel computing platform and application program-
ming interface developed by NVIDIA, that can be used to develop programs
for their GPUs. The generator produces CUDA C++ code that implements an
explicit-state model checker for that specific Slco model: it includes generated
functions that allow the evaluation and firing of Slco transitions by directly
executing instructions corresponding with the associated Slco statements.

The generated code can be compiled with NVIDIA’s NVCC compiler. Note in
Fig. 8 that the compiler combines generic, model-independent code, with model-
specific code, similar to the Slco-to-Java transformation (Sect. 4).

On the right of Fig. 8, the main concepts of a GPUexplore program are
mapped to a GPU architecture: A GPU consists of many streaming multipro-
cessors (SM) that each have a limited amount of fast, on-chip shared memory,
and one shared pool of global memory. Typically, a GPU program consists of a
program, executed by one or more CPU threads, in which GPU functions, called
kernels, are launched. These kernels are typically executed by many thousands of
threads simultaneously. Threads are grouped into blocks. A block is executed by
an SM, and the threads in a block share a specified amount of shared memory.
It is not possible for the threads in one block to access the shared memory of
another block. Finally, all blocks share the global memory. In GPUexplore,
this memory is used to maintain a large hash table, in which the Slco model
states are stored as they are reached, starting with the initial state.



Embedding Formal Verification in MDSE with Slco: An Overview 221

Table 2. State space exploration speed of Spin, LTSmin and GPUexplore, in mil-
lions of states per second. -o.m.-: out of memory (32 GB).

Model Nr. states Spin 4-core LTSmin 4-core GPUexplore

adding.50+ 529,767,730 -o.m.- 5.36 148.28
anderson.6 18,206,917 1.36 1.31 31.57
at.6 160,589,600 0.87 2.39 40.56
frogs.5 182,772,126 1.05 2.63 10.31
lamport.8 62,669,317 1.78 2.19 34.92
peterson.6 174,495,861 0.76 2.45 33.58
szymanski.5 79,518,740 1.57 1.82 18.34

An Slco model state is a vector defining a state of the model, i.e., it defines
for each state machine its current state, and for each variable its current value.
Each block repeatedly fetches unexplored states, i.e., states for which the out-
going transitions of the corresponding current states of the state machines have
not yet been considered for firing. Exploring these states leads to the creation of
successors, i.e., states reachable by firing a transition. This is conducted in par-
allel by the threads in a block; GPUexplore runs blocks of 512 threads each.
Successors are temporarily stored in shared memory, in which a block-local hash
table is maintained. This prevents blocks from frequently accessing slow global
memory (which is typically a major performance bottleneck). Once a batch of
new successors has been generated, their presence in the global memory hash
table is checked. States not yet present are added, ready to be explored in the
next round. This procedure is repeated until no more states are generated.

Currently, GPUexplore supports deadlock checking, with support for the
verification of Linear Temporal Logic (LTL) [49] formulae being planned for the
near future. Table 2 presents some results obtained when comparing the state
space exploration speed of GPUexplore with Spin and the model checker
LTSmin [36]. Both Spin and LTSmin support CPU multi-core explicit-state
model checking. The models listed here are all Slco models obtained by trans-
lating the model in the Beem benchmark suite [48] of the same name from the
DVE language to Slco, except for adding.50+, which was obtained by scaling
up the adding models present in that benchmark suite. We used a machine with
a four-core CPU i7-7700 (3.6GHz), 32 GB RAM, and an NVIDIA Titan RTX
GPU with 24 GB global memory, running Linux Mint 20 and CUDA 11.4.

As LTSmin achieves near-linear speedups as the number of used cores is
increased [59], these numbers indicate how many cores would be needed to match
the speed of GPUexplore. GPUexplore can reach impressive speeds up to
148 million states per second. However, what stands out is that the achieved
speed differs greatly between models, more than with Spin and LTSmin. In the
near future, we will inspect the models and their state spaces, to identify the
cause for these differences, and improve the reliability of GPUexplore.
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Challenges and Directions for Future Work. The first aspect to address
is the verification of temporal logic formulae. First, we will focus on LTL. How-
ever, state-of-the-art sequential LTL verification algorithms rely on Depth-First
Search (DFS) of the state spaces, as they involve cycle detection. Since DFS is
not suitable for GPUs, GPUexplore applies a greedy, Breadth-First Search
based exploration algorithm, in which cycle detection cannot be integrated as
straightforwardly. In the past, we have investigated algorithms for this that are
incomplete [68]. Designing an alternative that is complete remains a challenge.

Another line of research is to achieve GPU acceleration of probabilis-
tic model checking [8]. In the past, this has been partially accelerated with
GPUs [13,17,37,63]: once the state space has been generated, verification of a
probabilistic property, formalised in Probabilistic Computation Tree Logic [31],
involves repeated matrix-vector multiplications, which GPUs can perform very
rapidly. Also accelerating the state space generation will likely be a major step
forward, not only because the generation itself will become faster, but also
because it will remove the need to transfer a matrix, representing the state
space, from the main memory to the GPU memory.

6 Conclusions

We presented an overview of the research conducted in the last decade on inte-
grating formal verification into an MDSE workflow centered around the Slco
DSL. For an effective integration, efficient verification of models, model-to-
model transformations and code generators is crucial. In the three research lines
focussing on each of these three types of MDSE artefacts, important steps have
been made, and open challenges remain for the (near) future.

One particular challenge bridging the first two lines concerns identifying ways
to combine model verification and model-to-model transformation verification,
ideally to achieve an automatic verification technique that, depending on the
property, the model, and the transformation to be applied, can derive how the
transformed model relates to that property. We envision that in order to derive
this, a number of verification results need to be established, of which some could
possibly be determined via model verification, while for others, model-to-model
transformation verification could be more efficient.
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